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Figure 1: Snapshot from interactive simulation of a deformable beam and solid sphere

Abstract

A novel, fast, stable, physics-based numerical method for interac-
tive simulation of elastically deformable objects is presented. Start-
ing from elasticity theory, the deformation energy is modeled in
terms of the positions of point masses using the linear shapefunc-
tions of finite element analysis, providing for an exact correspon-
dence between the known physical properties of deformable bodies
such as Young’s modulus, and the simulation parameter. By treating
the infinitely stiff case as a kinematic constraint on a system of point
particles and using a regularization technique, a stable first order
stepping algorithm is constructed which allows the simulation of
materials over the entire range of stiffness values, including incom-
pressibility. The main cost of this method is the solution ofa linear
system of equations which is large but sparse. Commonly available
sparse matrix packages can process this problem with linearcom-
plexity in the number of elements for many cases. This methodis
contrasted with other well-known point mass models of deformable
solids which rely on penalty forces constructed from simplelocal
geometric quantities, e.g., spring-and-damper models. For these,
the mapping between the simulation parameters and the physical
observables is not well defined and they are either strongly limited
to the low stiffness case when using explicit integration methods, or
produce grossly inaccurate results when using simple linearly im-
plicit method. Validation and timing tests on the new methodshow
that it produces very good physical behavior at a moderate compu-
tational cost, and it is usable in the context of real-time interactive
simulations.
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1 Introduction

Simulation of elastically deformable objects is a necessity for cre-
ating certain types of virtual environments, such as those designed
for surgical or heavy vehicle operator training applications, for in-
stance. This problem has generated interest recently and a survey
of well-known methods can be found in [Nealen et al. 2005]. We
focus here on numerically stable methods for integrating elastic de-
formable objects at interactive rates over a wide range of stiffness,
including incompressibility and the nearly rigid limit, and on es-
tablishing a clear correspondence between the known material pa-
rameters used in elasticity theory–such as Young’s modulus–to the
simulation parameters.

We will briefly describe the most commonly used techniques and
explain how they fail for high stiffness, either losing stability, yield-
ing grossly inaccurate results, or both, and how they lack a clear
correspondence between simulation parameters and physical prop-
erties. Observe that both full incompressibility as well asfull rigid-
ity are cases of infinite stiffness. We argue that the key to han-
dling theinfinite stiffnessregime is to reformulate the problem as a
kinematically constrained dynamical system. The recoveryof finite
stiffnessis done using a constraint regularization and stabilization
technique which amounts to a numerically stable penalty technique
with the strain energy as the penalty function. Formulationof con-
strained mechanical systems and techniques for solving them have
been presented before in the graphics literature in [Witkinet al.
1990] [Baraff 1996] and [Erleben et al. 2005]. The idea of using
standard energy terms for generating penalty force has alsobeen
used several times before [Terzopoulos et al. 1987][Teschner et al.
2004]. It is the mixing of these two ideas in a numerically stable
way which is novel, and this is achieved by constructing a special
integrator which is semi-implicit [Lacoursière 2006] in combina-
tion with appropriate formulation of energy and dissipation terms.
The resulting method can handle stiffness from zero to infinity with-
out developing instabilities though the effective stiffness and accu-
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racy is limited by the size of the time step. Since stability hinges on
reasonably accurate solutions of a large system of linear equations,
performance is achieved by exploiting sparsity in a direct solver as
was done in [Baraff 1996], for instance. Validation tests are conclu-
sive in demonstrating good agreement between the simulatedphys-
ical properties and the input parameters. Using a widely available
sparse matrix package, UMFPACK [UMFPACK ], we achieved lin-
ear complexity as a function of system size and sufficiently fast ex-
ecution for interactive rates for moderately sized systems.

1.1 Contribution and organisation of this paper

Section 2 provides background of particle based simulationof de-
formable materials. Previous work is reviewed and the advantages
and shortcomings of the different strategies are discussed. In sec-
tion section 3 we consider a simple example that elucidates some
of the ideas and pitfalls. We argue that the key to fast and sta-
ble simulation even in the stiff regime is to reformulate theprob-
lem as a kinematically constrained dynamical system. The new
method for simulating elastic deformable materials is presented in
section 4. This method combines the technique of regularization
and stable stepping of constrained systems – described by Eqs. (20)
– and elasticity modeling based on well established material models
– specified by Eq. (15). The model is evaluated, through numerical
experiments, and discussed in section 5. Summary and conclusions
are found in section 6.

2 Particle system models for deformable

objects

There are several ways to represent deformable objects but we re-
strict our attention to those represented as a set of interacting point
masses, namely, lumped element models. Elastic propertiesof the
bodies are constructed by defining various forces and constraints
on the particles so that all constraints are satisfied and allinternal
forces cancel out when the body is in the reference configuration.
A recent survey of techniques for simulating deformable objects is
found in [Nealen et al. 2005]

We denote the particle positions byx = (x(1)T ,x(2)T , . . . ,x(N)T)T ,

wherex(i) = (x(i)
1 ,x(i)

2 ,x(i)
3 )T is the 3D position vector of particle

i, with the parentheses emphasizing that it is a particle index rather
than a component of a vector, andN is the total number of particles.
The particle velocities arev = ẋ and the particle massesm(i) are
collected in the diagonal mass matrixM of dimension 3N× 3N.
The equations of motion are:

ẋ = v (1)

Mv̇ = Fext+Fint +Fc (2)

where the total force is divided into external forceFext, internal
forceFint and constraint forceFc. Sometimes we agglomerate the
external and internal forces intoF = Fext+Fint .

2.1 Geometry, energy and force

General penalty forces derived from energy functions for simulat-
ing deformable elastic objects were introduced in the graphics liter-
ature by [Terzopoulos et al. 1987]. The idea is to definegeometric
displacementfunctionsφi(x), which vanish in the rest configura-
tion, and a potential energyU(x) = ∑i(ki/2)φ2

i (x), where theki ’s

are positive stiffness parameters. The functionsφi(x) might be the
local curvature for a string or that of the surface for a membrane
instance. Other examples include deviation from rest distance be-
tween two particles,i, j , with φk(x) = (|x(i)−x( j)|−Li j )/Li j , where
Li j is the rest distance. The resulting energy represents that of a lin-
ear spring. The force generated from the potentialU(x) is well
known to be:Fint = −∂U/∂x. Note that this is linear inφk(x) and
therefore, all forces vanish at equilibrium, as needed. Provided the
Jacobian matrixJ = ∂φ/∂x has full rank at the equilibrium point,
the restoration forces arelinear in the geometric displacements.

Therefore, the art of this formulation is to chose displacement func-
tions φk(x) which do not have zero derivatives near the equilib-
rium, and which are linear independent of each other at or near
the equilibrium point. In computing the bending energy for a
cable made of point masses for instance, there is a zero deriva-
tive condition if one takes the bending displacement variable as:
φk(x) = (|x(i+1) − x(i−1)| − 2L0)/(2L0). There are several such
cases which are not so obvious and which arise accidentally when
trying to brace a set of particles with springs so as to produce a
unique rest configuration that is stable under arbitrary deformations.
This sort of problem is usually solved using inverse trigonometric
functions, as is done in the construction of shear restoration forces
in cloth simulation [Baraff and Witkin 1998]. This can be quite
expensive computationally and produce unexpected results.

This energy based penalty formulation was developed systemati-
cally for handling elastic solids in [Teschner et al. 2004] by defin-
ing three types ofgeometricdisplacements, namely,distances, vol-
umes, andsurface areas. These displacement functions involve the
coordinates of two or more particles and generate forces on these
via the potential energy function. To do this, the volume is first
cut into a set of tetrahedra, each of which contains four particles,
one at each vertex. Each particle is included in one or several of
these. Then, distance displacement functions are defined between
a particle and its nearest neighbors, using the rest configuration for
labeling. Then, a volume displacement function is defined using
the coordinates of the four particles in each tetrahedron. Finally, a
surface area displacement function is defined by measuring the area
of the free surfaces of the tetrahedron and subtracting the rest area.
One can then choose independent parameters for thecompressibil-
ity, thestiffness, and thesurface tension. This approach is an im-
provement over standard spring-and-damper models, where extra
springs are introduced to model some of the material properties.

The first problem with this model is that these three parameters
are not completely independent so that mapping to known material
properties is difficult as discussed in [Nealen et al. 2005].Essen-
tially, the true deformation energy, that is easily measured in the
lab and tabulated in handbooks, might not have such a simple map-
ping to the simple geometric quantities of the system of particles.
This is very clear in the case of a string where definition of bending
energy is difficult and torsion impossible, when considering only
point particles.

The second problem is that forces generated by this model do not
converge in the limit of infinite stiffness, even though the trajecto-
ries of the particles are mathematically well behaved in this limit.
Indeed, as demonstrated in [Rubin and Ungar 1957], the penalty
forces typically oscillate wildly in the limit where the stiffness con-
stants become large. This is not an intuitive result since the con-
straint forces are well behaved in the case where the kinematic con-
straintsφi(x) = 0 are rigorously enforced. Therefore, it is gener-
ally difficult to integrate systems with large penalty forces. When
using explicit integration methods, the time step is limited to less
than a fraction of the smallest natural period of oscillations. In the
present case, if all particles have identical massesm, this period is:
Tmin = 2π

√

m/kmax. This stability requirement seriously limits the
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maximum stiffness or the performance. Some special implicit nu-
merical integration methods improve stability but great caution is
needed. For instance, when using the linearly implicit integration
strategy of [Baraff and Witkin 1998] however, the stiffnessrestric-
tions are not so severe but artificial damping is clearly noticeable,
limiting the usefulness of the method.

Two remedies are provided in the next section. The first is a defi-
nition of the potential energy of deformation which is not based on
the simple geometric quantities but which correctly maps the strain
tensor of elasticity to particle positions. This is similarto what is
done in finite element methods. The second is a stable regulariza-
tion of constraints so as to remove the high oscillatory components
of standard penalty force formulations.

2.2 Constraints and regularization

Kinematic constraints impose restrictions on the motion ofthe par-
ticles in the system. For instance, we can simulate a particle mov-
ing on the planez= 0 by imposing that restriction directly on the
coordinate, thus bypassing the computation contact forcesand ac-
celeration due to gravity. It is well known in physics that kinematic
constraints of the form1 φi(x) = 0 are the physical limit of strong
potential forces of the form(ki/2)φ2

i (x), for very largeki and this
has lead to two main strategies for solving constrained system.

The first is to formulate the equations of motion taking the restric-
tionsφi(x) = 0 into account as is described in [Erleben et al. 2005]
for instance. This requires the computation ofconstraint forces
which are the solution of a non-linear system of equations. The
main problems here are that even when linearizing, this system
of equations can be computationally expensive to solve, andthat
the trajectoriesx tend to drift away fromφi(x) = 0 because of dis-
cretization and approximation errors. The common strategyfor lin-
earizing the equations for the constraint forces [Baraff 1996] and
stabilizing the constraintsφi(x) = 0 [Baumgarte 1972] is notori-
ously unstable and this has given the constraint method muchbad
press. Stable and efficient methods for solving constrainedsystems
do exist though and we will provide one of these in the next section.

The second strategy is to include the potentials(ki/2)φ2
i (x) and the

corresponding forces. This latter approach is known as a penalty
force computation. At the mathematical level, there is a rigorous
correspondence on the trajectories produced by these two methods
in the limit of infinite ki . Given the simplicity of this formulation,
penalty forces are very attractive. But this is deceptive. Indeed, a
little known fact is that penalty forces do not converge to the smooth
constraint forces corresponding toφi(x) = 0. As shown in [Rubin
and Ungar 1957], the penalty forces oscillate with very highfre-
quency in the limit of largeki . In technical terms, the convergence
of the penalty forces is only weak∗. This means in particular that
the average value of the penalty forces, over a short interval of time,
∆t, say, does converge to the smooth constraint force. Numerically,
this means that high penalty forces quickly generate instabilities
which can only be resolved using special integration techniques de-
signed for highly oscillatory systems. Some implicit integrators
work well on highly oscillatory systems but some don’t and a case
of the latter is the first order implicit Euler method.

What we seek is a combination of the two strategies so that we can
recover the stability of constraint computation but allow the model-
ing flexibility of penalty forces. To do this, we first state the equa-
tions of motion of the constrained system. We collect all thecon-

1We consider only time independent equality constraints here. Inequal-
ity constraints may be used for non-penetration constraints, e.g., for colli-
sions and contact.

straint terms in a vector functionφ(x) with sizenc, the sum of the
constraint dimensions. Of course, ifφ(x) = 0 at all times, we have
φ̇(x) = 0 and by chain rule, this iṡφ (x) = Jẋ whereJ is known as
the Jacobian matrix ofφ . The components ofJ are[J]i j = ∂φi/∂x j .
Recall that for any surface defined with a scalar function, such as
φi(x) = 0, the gradient ofφi(x) is normal to the surface, and that
moving along the gradient is the fastest way to move away from
the surfaceφi(x) = 0. We want the constraint forces to directly op-
pose any force trying to move the system away from the surfaces
φi(x) = 0. It is therefore constructed as a linear combination of the
constraint normals,Fc = JT λ , whereλ is a vector withnc com-
ponents, one for each constraint. What are the values of the com-
ponents ofλ? Well, just what is necessary to remove any part of
resulting forces which point in the direction normal to any of the
surfacesφi(x)! Of course, since the pointx moves in a direction
tangentialto any of the constraint surfacesφi(x) = 0, the constraint
forces we just defined are workless. When this is taken into consid-
eration, and after writingv = ẋ thedifferential algebraic equations
of motion for the constrained system are:

ẋ = v (3)

Mv̇ = Fext+Fint +Fc (4)

φ(x) = 0 (5)

This is a nonlinear system of equation and a common strategy is to
replace the constraint with a linear combination:φ̈ (x) + aφ̇(x) +
bφ(x) = 0, which is mathematically equivalent and stable if the
coefficientsa andb are positive. The resulting equation is linear
in v̇ as is easily verified, and the full system of equations (3)–(5)
is then discretized as any other second order ordinary differential
equation. This strategy is now getting known as theacceleration
basedmethod in contrast to so-calledvelocity basedmethods which
we describe shortly. Note that this nomenclature is only used in the
graphics literature. The problem here is that numerical stability is
strongly dependent on the choice of thea andb parameters. How-
ever, there is no systematic strategy for choosinga and b which
work in all cases. Choosinga andb too small leads to constraint
drift so that|φ | increases with time, but choosinga andb too large
makes the system explode. Conversely, a solution of the stabilized
equations of motion with non-zero coefficientsa, b, even when sta-
ble, is not necessarily a solution of the original system of equations.
This method is a very bad idea indeed. Curiously, this is the most
popular scheme in the graphics literature where it goes backto the
early 1990s [Witkin et al. 1990].

The alternative is to discretize the velocity and acceleration before
attempting to linearize the constraintφ(x) = 0. This is covered in
Sec. 2.4.

As was mentioned previously, constraints can be realized asthe
limit of strong potentials. If we keep the strength finite though
large, this is a form of regularization if we find a way to writethe
equations of motion in terms of the inverse of the large stiffness.
When discretized judiciously, this scheme can produce stable and
efficient time stepping scheme of systems with either constraints or
very strong forces. In fact, almost the entire range from 0 toinfin-
ity is allowed, although some elasticity may remain in the infinite
case as a numerical error. Relaxing the constraints by keeping a
finite but large penalty parameter (or small regularizationparame-
ter) has the added benefit of removing numerical problems which
occur when constraints are degenerate or over defined, and tohelp
stabilize the linear equation solving process by making thematrices
strongly positive definite. In other word, we are trading theinfinite
stiff limit for speed and numerical stability.

Starting from a constraintφ we construct the potential energy:

U(x) = 1
2φT(x)α−1φ(x) (6)
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for symmetric, positive definite matrixα of dimensiondc × dc.
The correspondence to the penalty terms defined previously is the
case whereα−1 is a diagonal matrix and where the entries on the
main diagonal are the stiffness parameterski . The limit α → 0
corresponds to infinite stiffness andα → ∞ to zero stiffness. In
the case of distance constraints the corresponding potential is a
spring potential, with spring stiffnessα−1. SinceU(x) is a po-
tential energy term, it produces forces in the standard way,namely:
Fc = −∂U/∂xT = −JT α−1φ , whereJ is the Jacobian matrix of
the functionsφ(x) as before. Next, in order to replace the large
parametersα−1 for the smallα in the equations of motion, we in-
troduce an artificial variableλ = −α−1φ such thatFc = JT λ . For
the regularized system the equations of motion are modified to:

ẋ = v (7)

Mv̇ = Fext+Fint +Fc (8)

αλ (x, t) = −φ(x, t). (9)

Note that in the limit of infinite stiffness,α → 0, the Eqs. (7)–(9)
are free from singularities and reproduces the system (3)–(5). The
trick now is to discretize this avoiding the high frequency oscilla-
tions in the constraint forces. Note also that a first order dissipative
term of the form−βφ̇ , with β > 0, can be also added to the right
hand side of (9) without affecting the limitα → 0 as long asβ → 0
simultaneously.

2.3 Elastic deformation energies

Now that we have seen how to transform quadratic potential energy
terms into constrained systems and vice versa, we constructa poten-
tial energy term for elastically deformable materials and define the
functionsφ(x) used in (6). Instead of using the intuitive geometric
displacement functionsφ(x) however, we turn to elasticity theory in
order to approximate the strain tensor–a measure of deformation–
in terms of the coordinates of the constituent particles. The benefit
here is that all parameters entering the simulation are directly re-
lated to the known, tabulated material properties. Elasticity theory
is rigorously covered in Ref. [Fung and Tong 2001] and more ac-
cessible for the purpose of physics based animation in Ref. [Erleben
et al. 2005].

We will consider only linear (Hookean) and isotropic elastic materi-
als here. This means specifically that the relation between the defor-
mation and the restoring force is linear and therefore, the potential
energy is quadratic in the deformations. To discretize the deforma-
tion and thus express it in terms of the particle coordinates, we use
a spatial discretization found infinite element analysis, restricting
our choice to linearshape functionsand tetrahedral meshes. The
mass is lumped at the nodes which correspond to point particles.

To parametrize the deformation of a solid, we first consider that
it occupies some domainB in 3D space, in its rest configura-
tion. Considering infinitesimal displacements first, each point r =
(r1, r2, r3)

T is moved by a small amount,u(r), so that its new lo-
cation is:r′ = r+u(r). This defines the vector fieldu(r) over the
domainB. The field is needed for constructing a measure of de-
formation which is estimated by measuring the change in distance
between two nearby points.

We assume thatB is divided into a set of tetrahedra in what follows
and concentrate the analysis on a single tetrahedron composed of
four nodal particles with current positionsx(a)(t),a = 1,2,3,4.

The domainB is now the original, undisplaced, undistorted volume
of our tetrahedron. To construct a mapping which relates thevector
field u(r), to thecurrentpositions of the nodes, we need to compute

the current displacement of each node as well as an interpolating
shape function. The role of the shape function is to distribute the
displacements at the nodes to displacements at the interiorpoints
in B so that if the nodea1 has a large displacement but nodea2
has none, the displacement field increases smoothly betweenthese
two nodes. We defineu(a) to be the full displacement vector of

nodal particle(a) from an arbitrary initial positionx(a)
0 = x(a)(0)

where the tetrahedron is at rest, say, so we have:u(a) = x(a)(t)−
x(a)

0 . The simplest case is to use a linear interpolation so that ifthe

vectorsu(a) are the nodal displacements at each nodea, then, the
displacement field reads:

u(r) = ∑
(a)

N(a)(r,x)u(a), (10)

where summation is over the four particles in each tetrahedron, and
x is the current configuration vector. Details of the full derivation of
the shape function are found in [Erleben et al. 2005] for instance.
The linear shape function is a scalar function of the form

N(a)(r,x) = V−1(a(a) +b(a)r1 +c(a)r2 +d(a)r3), (11)

whereV(x) is the volume of the tetrahedra and the coefficients sat-
isfy:









a(1) a(2) a(3) a(4)

b(1) b(2) b(3) b(4)

c(1) c(2) c(3) c(4)

d(1) d(2) d(3) d(4)
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2 x(2)

2 x(3)
2 x(4)

2

x(1)
3 x(2)

3 x(3)
3 x(4)

3











−1

(12)

A few important observations must be made here. First, the vector
r used inu(r) is in the interior of thecurrent tetrahedron formed by
the current coordinates of the nodesx(a). Second, the displacement
field u(r) is not small. Indeed, a uniform translation of all the nodes
by a vectory producesu(r) = y, which is arbitrarily large. A uni-
form rotation of all the particles also causes large changesin u(r).
But the displacement field itself is not the measure of deformation.
Instead, the Green strain tensor, which measures local variations in
distances between close pointsr andr+δr, is what is needed. This
is defined in terms of thederivativesof the displacement field as:

εi j ≡
1
2

[

∂ui

∂ r j
+

∂u j

∂ r i
+ ∑

k=1,2,3

∂uk

∂ r i

∂uk

∂ r j

]

. (13)

This tensor is symmetric and is therefore parametrized witha six
dimensional vector:ε = (ε11,ε22,ε33,ε12,ε13,ε23)

T . The quadratic
term is often ignored but is necessary here if we want zero strain
under rigid displacements.

The Green strain tensor is a good measure of small deformation
but we use it for arbitrarily large ones. This can pose a problem
if the four nodes collapse onto a plane, in which case, Eqn. (12)
cannot be solved. Worse still, after going through a planar collapse,
a tetrahedron can becomeinvertedand eventually go to rest in an
inside-out configuration. This can be remedied by adding an extra
constraint to the system stating that the determinant of thematrix on
the left side of Eq. (12) should be near unity but we do not pursue
this further here.

Computing the derivatives of the displacement field is straight-
forward but tedious. The resulting expressions are found in[Er-
leben et al. 2005] for instance. The Ref. [Bro-Nielsen and Cotin
1996] is also useful for making implementations.
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We now construct a potential energy in terms of the strain vari-
ables which are the natural measures of deformation. For an elas-
tic material, the deformation energy per unit volume is given by
W(x) = 1

2εTDε, where:

D =















λ +2µ λ λ 0 0 0
λ λ +2µ λ 0 0 0
λ λ λ +2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ















, (14)

and λ and µ are the Lame constants which are directly related
to other common material parameters such as Young’s modulus,
Y, bulk modulusB and Poisson ratioν, via simple algebraic re-
lations, namely:Y = µ(3λ + µ)/(λ + µ), B = λ + (2/3)µ, and
ν = (1/2)λ/(λ +µ). The matrixD is symmetric and positive defi-
nite as is well known. For large values ofλ the material approaches
incompressibility and with increasing values ofµ the resistance to
shearing deformations increases. Typical solids have Young’s mod-
ulus ranging from 10MPa for rubber to 2GPa for Nylon, and up
to 1000 GPa for diamond. The Poisson ratio ranges between 0
(compressible) and 1/2 (incompressible). This means thatλ and
µ ranges between the order of the Young’s modulus and infinity,
λ → ∞ latter being the limit of incompressibility.

We are now ready to formulate the kinematic constraint producing
rigid body motion for a tetrahedron and the potential energyfor
elastic deformations. As the deformation energyW(x) is an energy
density, the potential energy for elastic deformation of a tetrahedron
is the volume integral of this expression:

U = VW = 1
2(V

1
2 ε)TD(V

1
2 ε). (15)

We identify the constraint for rigid body motion of a tetrahedron
as 0= φ = V

1
2 ε and the constant matrixα in the regularization

description is identified as:α = D−1. We will employ this en-
ergy function for particle systems representing elastic deformable
objects.

As noted previously, matrixD is constant, symmetric, and positive
definite. It can therefore be factorized to the formQTα−1Q where
Q are constant orthogonal matrices andα−1 is diagonal with non-
negative entries. The vector of constraintsφ defined previously can
therefore be associated withφ = Qε. Note here that the matrixQ
essentially rotates the strain components, mixing them in away that
is dependent on the ratio between the Lamé constants. This mixing
explains, in part, why simple geometric penalty function cannot be
mapped easily to the physical parameters, even though the penalty
terms are constructed from an identical tetrahedral mesh.

2.4 Time stepping

Details of numerical integration methods plays a critical role in sim-
ulation stability, accuracy–as well as the loosely defined notions
of realism or plausibility–and even more so when using low or-
der algorithms. The special objective we have in mind here isa
stable integration of the highly oscillatory forces arising from the
regularized constraint forces, combined with speed and a moder-
ate level of accuracy. This contrasts with the numerical analysis
literature where onlyoverall efficiencyis considered, namely, the
accuracy achieved for a given unit of computational effort.In ad-
dition, accuracy is generally measured in terms of local or global
error bounds on the solution itself. In simulating physicalsystems
however, accuracy can also be measured in terms of preservation of
known invariants of the trajectories such as momentum, energy, or

symplecticity of the flow, see Ref. [Kharevych et al. 2006]. Since
the equations of motion are differential formulations of the con-
sequences of these global invariants on the trajectories, numerical
preservation of these invariants has a strong impacts on realism.
For low order methods, the distinction is particularly obvious as
we illustrate below. In fact, some low order methods, such asthe
popular symplectic Euler [Kharevych et al. 2006]–also known as
Störmer-Verlet, Leapfrog, or several other names as well–globally
preserve some of these invariants within certain bounds during the
entire simulation, provided some stability restrictions on the size
of the time step are met. By contrast, a fourth order Runge Kutta
method, which is locally more accurate, does not preserve any of
the physical invariants globally and can accumulate significant er-
rors over time. For instance, with the wrong choice of time step,
the energy of the system might decay to zero unintentionally–and
inexplicably for the user.

We will discuss benefits and shortcomings of two widely used
methods in the context of simulation of elastic materials first be-
fore introducing the regularized stepper which meets our objectives.
Further examples and discussions are provided in section 3.

Consider the family of first order time steppers for the equations of
motion (1)–(2):

xn+1 = xn +∆tvn+nx (16)

vn+1 = vn +∆tM−1Fn+nv, (17)

where the indexn denotes the time pointt = n∆t, and the indexes
nx = 0,1 nv = 0,1 denote the discrete time at which the various
quantities are evaluated. The explicit Euler method corresponds to
the casenx = 0, nv = 0. It fails unconditionally on the undamped
harmonic oscillator, producing trajectories with|xn| = O(en∆t2ω2

),
whereω2 = k/m. This is a bad sign. In general, artificial damping
terms must be added to avoid exponential growth but careful analy-
sis reveals that when the damping is increased too much, the system
is againunstable. In addition, the observed damping forces are gen-
erally much lower than the damping parameters would suggestdue
to the in combination with damping–in general much larger damp-
ing than ever occurs in reality. Tuning this for a complicated net-
work of spring and dampers is a tedious and frustrating task hardly
worth the effort.

The case withnx = 1, nv = 0 corresponds to the well known sym-
plectic Euler method which has many remarkable properties.For
one, it is computationally as cheap as the explicit Euler method.
However, it is stable for integrating harmonic oscillator systems as
long as the time step satisfies∆t < 2/ω = 2

√

m/k, without any
artificial damping. It does not exactly conserve the energy but it
does exactly preserve another quadratic form which is closeto the
energy. This implies global stability at least for linear systems as
the energy oscillates within bounds proportional to∆t2. The reason
for this conservation property is that it is the simplest example of
a variational integrator [Kharevych et al. 2006], and like all such
time stepping methods, it is symplectic, i.e., it preservesan integral
invariant along the flow. But since this is not unconditionally sta-
ble, we expect to lose stability as soon asωm > 2/∆t, whereωm is
the maximum frequency in the system. This can therefore not be
applied to the high stiffness case.

To understand this limitation, consider an object of mass 1kg and
density roughly like water. Simulate the object with 1000 particles
of equal masses connected with spring forces with stiffnessconstant
k, and integrate this with fixed time step∆t = 0.02 ms. The sta-
bility requirement demands thatk . 2.5 N/m. The corresponding
Young’s modulus for this is roughlyY≈ 250Pawhich is extremely
soft, as typical solids have Young’s modulus ranging from 10MPa
up to 1000GPa. At Y = 250 Pa, we are way off the scale. The
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maximum stiffness become even less for a finer division, i.e., into
more particles of lesser mass and shorter spring lengths. The way
out is to integrate with smaller time steps or to use artificially small
mass density, or to modify other physical parameters to achieve the
desired visual result. But this only works if one is not interested in
any sort of validation.

The casenx = 1, nv = 1 corresponds to the first order implicit Euler
method. This is well known to be the most stable method in the
book if the nonlinear system is solved accurately. It is alsouncon-
ditionally stable for positive time step for the simple harmonic os-
cillator. When the nonlinear system of equations is solved approxi-
mately after a linearization, stability is no longer unconditional but
still quite good. To do this, approximate the forcesFn+1 with a
Taylor expansion around the current statexn,vn to get the stepping
formula:

xn+1 = xn +∆tvn+1 (18)
[

1−∆t2M−1 ∂Fn

∂x

]

vn+1 = vn +∆tM−1Fn, (19)

where the force derivatives are evaluated at time stepn. The expres-
sion in the bracket on the left hand side of Eq. (19) we denote by
S
′
n. This is a matrix of dimension 3N×3N, that is typically sparse

for the systems we are considering. For clarity we have discarded
possible dependence on velocity in the force but this extension is
simple to perform and well covered in the graphics literature. In
particular the famous paper [Baraff and Witkin 1998] applies this to
cloth simulations defined as networks of point masses attached with
spring-damper. As observed in [Baraff and Witkin 1998], this is not
unconditionally stable even for simple springs but stable enough to
take much larger steps than would be possible with the symplectic
Euler method, for instance. Solving the linear system of equations
is not terribly expensive either and again, a good solution for speed-
ing this up is provided in [Baraff and Witkin 1998].

We could of course consider this strategy to discretize the penalty
forces or the regularization terms of (6). The problem lies elsewhere
though. The implicit Euler method is stable because it artificially
dissipates the energy of the system, faster with larger timestep. On
a simple linear harmonic oscillator, this artificial dissipation is so
large that it significantly alters the observed oscillationfrequency.
Even worse, if one simulates a simple pendulum using a point mass
attached to a stiff spring, integrating with the implicit Euler method
alters the pendulum oscillation frequency and the observedacceler-
ation of gravity, which should have nothing to do with the action of
the stiff force! This artificial damping is immediately noticeable in
cloth simulation, especially when comparison is made with energy
preserving methods. This fact has not been reported in the graphics
literature as an anomaly but is considered a welcome imitation of
natural occurrences of friction although there is little control over
it. We demonstrate how severe this damping can be in section 3.

When considering regularized equations of motion (7)–(9),we have
additional variables to consider. Starting with the symplectic Euler
parametersnx = 1, nv = 0 in (16–17), we still need to provide a
correct interpretation of the regularized connection (9).We men-
tioned previously that penalty forces converge weakly to the con-
straint forces in the limit whereα → 0. This means in particular
that the time averages:̃λ = (−1/∆t)

∫ t+∆t
t dtα−1[φ + βφ̇ ] should

be well behaved. Formally integrating (8) over the time interval
from t to t +∆t, wheret = n∆t, we approximate

∫ t+∆t
t dtFc ≈ JT

n λ̃
andαλ̃ = ∆t−1∫ t+∆t

t dt[φ + βφ̇ ] ≈ ∆t−1φn + (1/2+ ∆tβ )Jnvn+1.
Collecting the terms, we have:

xn+1 = xn +∆tvn+1
[

M −JT
n

Jn γ∆t−2α

][

vn+1
∆tλ̃

]

=

[

Mvn +∆tFn

−γ∆t−1φn

]

,
(20)

where γ = (1/2 + ∆tβ )−1. This linear equation may either be
solved directly using a sparse matrix solver, or by first building the
Schur complement,Sn ≡ JnM−1JT

n +∆t−2α, and solve for the La-
grange multiplier from

Snλ̃ = −∆t−1Jnvn−JnM−1Fn− γ∆t−2φn (21)

and then compute the velocity from the top row of equation Eq.(20)
and finally the positions are updated. The stability of this method
has not been analyzed theoretically, but as we will see in thenumer-
ical examples below, it appears to be strongly stable. Computation-
ally, it is no more expensive than the linear implicit Euler stepper. In
fact, since we are skipping all Jacobian derivative terms which are
used in the linear implicit Euler formulation, it is somewhat faster,
and far, far simpler to implement.

3 An elucidating example

Consider a cube composed of eight particles and five tetrahedra,
producing a total of 18 edges as shown in Fig. 2 a). We use
this example to illustrate both the strength of the new formula-
tion and statements made about numerical integrators in Sec. 2.4.
As a model of elastic deformable material we assign energy dis-
tance functions forU(x) = ∑l (1/2)kφ2

l with φl ≡ (||x(i l )−x( j l )||−
Ll )/Ll , wherel labels each of the 18 edges in the mesh with re-
spective rest lengthsLl , and i l , j l are the labels of the two nodes
and the end of edgek. The cube is dropped from rest and subjected
to downward gravitational acceleration of magnitudeg = 10 m/s2.
One of the particles is fixed to the world so the cube swings back
and forth at the same time as it undergoes elastic oscillations under
its own weight. The mass of the particles arem= 1 kgand stiffness
is set tok = 105 Nm, yielding natural internal oscillation periods
of 0.014 s. This is a nearly rigid case and the elastic deformation
are expected to be small–of the orderφ ∼ 10−3–and hardly notice-
able visually. We integrate the system with the three time steppers
described in section 2.4 with time step∆t = 0.05 s, and for a ref-
erence solution with∆t = 0.005s. The result is displayed in Fig. 2
and 3. The standard symplectic Euler stepper explodes almost in-
stantly for∆t = 0.05 s so only the first state is shown in Fig. 2 a).
Fig. 2 b) displays snapshots from a simulation with the linear im-
plicit Euler stepper and our new regularized stepper in Fig.2 c),
both for time step∆t = 0.05s. The final position of the cube after a
given number of steps is visibly different for the differentsteppers.
In particular, the swinging motion is slower when using the linearly
implicit Euler stepper than for the regularized one.

This is illustrated more precisely in Fig. 3 where the heights of a
given particle is plotted as functions of time for all three methods
using∆t = 0.005s and for the two stable methods for∆t = 0.05 s.
A striking feature is that therate of fall is slowed down by the lin-
early implicit Euler method when using the larger time step,taking
nearly 35% more time to reach the minimum position, and this phe-
nomena gets proportionally worse when either the time step or the
stiffness is increased. The artificial damping of the integrator not
only models linear drags in the direction of the spring forces but af-
fects the physics of theentiresystem, even free fall under gravity!
Worse yet, even when the time step is reduced by a factor of 10,
down to less than one third of the natural frequency of the internal
springs, damping is still of the order of 10% per cycle.

When using the smaller time step, the symplectic Euler stepper re-
produces the same solution of as the regularized model. However,
the regularized stepper nearly produces same trajectory for both
time steps!
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a) b) c) 

Figure 2: An elastic cube anchored at one node, falling undergrav-
ity, is integrated with three different steppers:a) symplectic Euler
stepper, that explodes almost instantly,b) linearly implicit Euler
stepper andc) regularized stepper. The cubes are displayed at the
time pointst = 0.0,0.2,0.4,0.8 sand integrated with large time step
of ∆t = 0.05s; nearly 3 times larger than the natural oscillation pe-
riod of the structural springs. For the linear implicit Euler stepper
numerical damping makes the cube fall slower than with the regu-
larized stepper.

0 1 2
0  

0.5

1  

1.5

t

z

Figure 3: The height of one of the particles in the swinging cube as
function of time. The severe damping of the linear implicit Euler
stepper is clear. The motion is integrated with the linear implicit Eu-
ler stepper (circles for∆t = 0.05s, dotted line for∆t = 0.005s) and
the regularized symplectic Euler stepper (crosses for∆t = 0.05 s,
solid line for∆t = 0.005s).

The observations are summarized as follows. For a given time
step ∆t, the symplectic Euler stepper is only stable as long as
k < 4m/∆t2. In other words, the time step must satisfy∆t < T/π
where T is the natural period of the oscillators, given byT =
2π/ω,ω2 = k/m. For high stiffness, or short natural period, the
solutions escapes to infinity. The linearly implicit Euler stepper is
stable for much larger range of stiffness (which is difficultto de-
termine exactly) but it adds artificial and spurious dampingto the
system. The result is that even the rigid body motion of very stiff
materials are damped, producing noticeably inaccurate trajectories.
The regularized symplectic Euler, on the other hand, produces an
accurate trajectory even in the stiff limit and for large time steps.
Some of this numerical behavior can be understood by comparing
the matrices involved in the linear system of equations in Eq. (21)
and (19), namely:

Sn ≡ JnM−1JT
n + γ∆t−2α (22)

S
′
n ≡ 1−∆t2M−1 ∂Fn

∂xT

= 1+∆t2M−1
(

JT
n α−1Jn +

∂Jn

∂xT α−1φn

)

(23)

In the limit whereα → 0, the first of these matrices has the nice
limit: Sn → JnM−1JT

n . This is the same matrix equation that must

be solved to integrate the purely constrained system. However, the
matrix defined in Eq. (23) goes to infinity. Looking carefullyat
matrixS

′
n, it can fail to be positive definite, numerically at the very

least, even for moderately large values inα−1, at which point the
stepping is unstable and can diverge. As the identity term inS

′
n

becomes negligible in comparison with theα−1 terms, we get the
wrong physics due to numerical errors in solving the badly scaled
system of equations.

4 Simulating elastic deformable materials

We are proposing and investigating the combination of physically
based material energies and constraint regularization technique for
stable time stepping in simulations where the elasticity may range
from very soft to very stiff. Here we present the details in construct-
ing an actual simulation based on these ideas. We have identified
the symplectic Euler stepper in combination with constraint regu-
larization as a suitable numerical integrator. As mentioned earlier,
length and volume constraints (e.g. spring-and-damper models) is
a possibility, but is associated with an uncontrolled mixing of ma-
terial parameters. This makes it impractical to adjust the param-
eters for the object to behave as a specific material. Insteadwe
propose using constraints (or rather regularized with energy func-
tions) based on elasticity theory, that have been describedin sec-
tion 2.3. We divide the object into a mesh ofNT tetrahedra andN
nodes, or particles, as we did for the box in Fig. 2. Each tetrahe-
dron has four node particles(a) = (1),(2),(3),(4). For each tetra-
hedron we compute local quantities, e.g., strain and energy. These
are added to global quantities. Theglobal constraint vectorφ and
global JacobianJ then has dimensions 6NT and 6NT × 3N. The
local quantities are constructed by first defining thelocal position

vectorx̃T = (x(1)T
,x(2)T

,x(3)T
,x(4)T

)T which is of dimension 12.
We then define the local straiñε, that is of dimension 6 and in turn
the local constraint deviatioñφ (also this of dimension 6) and local
JacobianJ̃ = ∂ ε̃/∂ x̃T , having dimension 6×12. The algorithm for
the proposed method is

initialize positionsx = x0 and velocitiesv = v0
construct tetrahedral mesh
for each time stepn = 0,1,2, . . . do

accumulate external forces
loop {all tetrahedra}

read off particles(a) = (1),(2),(3),(4)
get local position vector ˜x
computeφ̃ ≡ ε̃
computeJ̃ = ∂ ε̃/∂ x̃T

add localε̃ andJ̃ to global matrix equation (20)
end loop
solve linear equation (20)→ vn+1
updatexn → xn+1

end for

The global matrix equation here, can be either Eq. (20) or Eq.(21),
depending on choice of linear equation solver. The most technical
part is the computation of the local Jacobian and solving thelinear
system of equations. Some of the steps in computing the Jacobian
are given in the Appendix.

5 Results

We now present results of validation and performance tests from an
implementation of our new method.
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5.1 Visual checks

Casual visual observations of the method in action reveal several
nice properties, even with just a few tetrahedra. Still frames of sim-
ulation are shown in Fig. 4, where a beam made of 88 nodes and
105 tetrahedra is deformed by the action of a twisting force.The
method is clearly capable of handling large deformations with a
visually pleasing result, i.e., without kinks of collapsing regions.
The same beam is illustrated in Fig. 5 in which thenonlinearterms
in the Green strain, Eq. (13), were omitted. These terms are con-
ventionally omitted when the displacements are only small.Such
a linearization, whenever possible, largely improves the computa-
tional efficiency of the method. In that case the matrix in Eq.(20)
is constant and its inverse may be precomputed to allow fast ve-
locity updates. In the case of Fig. 5, the deformation is clearly too
large for omitting the nonlinear terms. Otherwise, the result is an
unrealistic volume deformation. We also show results for a sup-

Figure 4: The result of a twisting force acting on the short ends of
an elastic deformable beam.

Figure 5: The same setup as in Fig. 4, but with the nonlinear con-
tribution to the strain omitted. The result is an unrealistic volume
deformation.

ported beam bending under gravity in Fig. 6 (with mass 100ton)

and Fig. 7 (with mass 900ton). In both cases we have Young’s
modulusY = 1.0 GPa and the Poisson ratio is set toσ = 0.25 .
As expected, the material responds with stiffness increasing pro-
portionally with the Young’s modulus.

Figure 6: A supported beam of mass 100ton, Y = 1.0 GPa and
σ = 0.25.

Figure 7: A supported beam of mass 900ton, Y = 1.0 GPa and
σ = 0.25.

5.2 Physical performance

Next we validate the physical behavior by conducting pull/push and
twist tests and measuring the change in length and rotation for given
applied forces. We validate against the theoretical relations between
applied force and deformations from elasticity theory, i.e., Hooke’s
law for pull/push∆L/L = F/YA and twistθ = 2τL(1+ σ)/YK,
whereL is the rest length,F is the applied force,A is the cross-
section area,τ is the twisting moment,L is the length andK is
a geometrical factor (torsion section constant). The result of these
tests performed on a beam of 88 nodes and 105 tetrahedra are shown
in Figs. 8 and 9. The results fit theory, but with a clear dependence
on geometry/mesh. This is arguably, owed to the fact that we are
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using 4-node tetrahedral mesh withlinear shape function–simplest
possible choice–which is known to be associated with particularly
large mesh dependence. Using either finer discretizations or higher
order shape functions should improve this. We also confirm that
incompressibility is achieved forσ = 0.5.
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Figure 9: The twist test for five slightly varying geometries.

5.3 Computational properties

We consider two aspects of computational performance: stability
and efficiency. The regularized symplectic Euler integrator is self-
stabilizing. This means that, much like the linear implicitEuler
method, the simulation dissipates energy and approaches a state of
equilibrium. It should be emphasized that the dissipation is re-
stricted to theinternal motionand does not affect rigid motion,
which the linear implicit Euler method does, c.f. the swinging
cube example in section 3. In real-time applications with time step
∆t = 0.015 s the simulations are stable for stiffnesses even well
above that of diamondY = 1000GPa. We achieve stable simula-
tion of very stiff materials under large tension and large deforma-
tions. It should be pointed out, however, that the time scaleof the
dissipation of internal vibrations becomes very short for stiff mate-
rials. In Fig. 10 we show results from a soft beam attached in one

end and swinging freely under gravity. This figure confirms that the
method is self-stabilizing. No energy dissipative terms have been
added to the system, still, the system gradually relaxes to astate
of equilibrium. The rate of numerical dissipation of the internal
motion increases with decreasing size of the time step and with in-
creasing stiffness. To resolve the issue of damped internalmotion,
the time stepper can be replaced with an energy preserving, though
computationally more expensive, time stepper, e.g., a variational
integrator as presented in ref. [Kharevych et al. 2006].
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Figure 10: A beam is attached at one end and is swaying freely in a
uniform gravitational field. This shows how the deformationenergy
vary over time at different sized time steps. Material parameters
used areY = 8.0 kPaandσ = 0.25 applied on the 10 kg beam.

Next we consider the efficiency of the method and how the com-
putational time scales with system size. In this implementation we
build and solve the Eq. (21) rather than Eq. (20) directly, making use
of that the matrix is banded and achieve linear in time dependence
on the number of particles in the system. The computational bottle-
necks are recognized as the computation of the Jacobian and con-
straint, building and factorizing the matrix equation (21)and solv-
ing the equation. The contribution of these three processesin a sim-
ulation of a beam is displayed in Fig. 11. The simulation was run on
an Intel Pentium 4 2.4 GHz CPU, with 1025 Mb DDR2 RAM in-
ternal memory. Most time, in our implementation, is consumed on
factorizing the Schur complement matrix rather than solving it. The
method we present clearly scales linearly with system size and real-
time simulation (with time step of 15 ms) can be achieved for sys-
tems with size up to nearly 200 tetrahedra. There are severalways
to improve the efficiency further, besides more efficient building
and factorization of Eq. (21). In the computation of the new veloc-
ity, from Eq. (20), it is not necessary to build the Schur complement
and first solve the Lagrange multiplier. Although Eq. (20), is larger
in dimension than Eq. (21), it is a saddle-point matrix with awell
ordered and sparse structure. There are efficient techniques, with
linear complexity, for factorizing the matrix and solving this equa-
tion. The efficiency may be further increased using vector/parallel
hardware, e.g., performing computations on the graphics process-
ing unit. We estimate that with these optimizations real-time simu-
lation of systems of the size of 1000 tetrahedra should be possible
with currently available hardware.
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Figure 11: The computational time for the bottlenecks for a time
step and the dependence on the number of tetrahedrons. The
method we present has linear in time complexity and real timesim-
ulation is achieved with system size of about 200 tetrahedra.

6 Summary and Conclusions

We have constructed and investigated a method for stable simula-
tions of elastically deformable objects at interactive rate with elas-
ticity ranging from very elastic to highly stiff. With the novel com-
bination of constraint regularization based on realistic material en-
ergies in combination with a symplectic Euler stepper we achieve
stable time stepping for any value of stiffness of practicaluse, in-
cluding the incompressible limit. This approach is compared to
using linear implicit Euler, which damps all motion strongly in this
limit. Any of the conventional integration methods for softmateri-
als, including the standard symplectic Euler, has an upper limit on
material stiffness for each size of time step - beyond this value the
simulation becomes unstable.

Energy functions based on elasticity theory gives a direct relation
between simulation parameters and real world measured material
parameters. Simulated objects respond as expected to external
forces and changes in the material parameters, e.g., Hook’slaw is
obeyed and the material turns incompressible for the Poisson ratio
σ = 0.5.

The method is self stabilizing. This guaranties stable simulation
even in the regime of very stiff materials undergoing large defor-
mations. On the downside, there is numerical, and thus artificial,
damping in the system. Internal vibrations damp out very quickly
for large material stiffness but rigid motion is unaffected. The nu-
merical damping in our new method is thus less severe than forthe
linear implicit Euler method. The issue with numerical damping
can be resolved by using time stepper that preserves this symmetry
in the equations to a higher degree. These time steppers, known as
variational integrators [Kharevych et al. 2006], are however more
computationally expensive, they involve solving a non-linear sys-
tem of equations rather than a linear system.

The method we present here scales linearly with system size.In
the current implementation we achieve real-time performance of
systems of the size of 200 tetrahedra. Performance can be improved
by using other solver strategies, e.g., combining an iterative method
and a good preconditioner, and utilizing vector/parallel hardware.
We estimate that real-time simulation of systems of the sizeof 1000
tetrahedra should be possible with currently available hardware.

In comparison with other methods, it should be emphasized that the
efficiency of the method we propose isindependent on the material
stiffnessand not flawed by instabilities in the stiff regime.

In future work, we will improve the scaling and performance of
the method, extend it to other type of constraints, e.g. contact con-
straints and improve the time stepping to reduce numerical dissipa-
tion without compromising stability and speed. Also, we will pur-
sue issues of plasticity, mesh elements and adaptive level of detail
techniques.
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8 Appendix

Here we give some of the details in computing the Jacobian based
on the energy function given in Eq. (15) from elasticity theory.
Computing the Jacobian is part of building the equation 21. First,
we order the strain vectorε in its normal componentsεnormal ≡
(ε11,ε22,ε33)

T andshearcomponentsεshear≡ (ε12,ε13,ε23)
T such

that ε = (εT
normal,ε

T
shear)

T . We compute local quantities, e.g., the
strain and contribution to the Jacobian for each tetrahedron. The
local Jacobian is identified from the relatioñ̇φi = J̃i j ˙̃x j , where
j = 1,2, . . . ,12. Usingφ = ε we identify

J̃normal
i j = Λi ji +

(

∂uk

∂ r i

)

Λk ji +
ε̃normal

i

2
√

V

∂V
∂ x̃ j

(24)

J̃shear
i j =

1
2

ΓimkΛm jk+
ε̃shear

i

2
√

V

∂V
∂ x̃ j

+
1
2

χimk

[(

∂un

∂ rk

)

Λn jm+

(

∂un

∂ rm

)

Λn jk

]

(25)

where

Λi jk ≡
√

V
∂

∂ rk

∂ui

∂ x̃ j
. (26)

In all of these expressions the ranges of the indexes arei =
1,2, . . . ,6, j = 1,2, . . . ,12 andk,m,n = 1,2,3. For notational con-
venience we have introduced the constant matricesχ andΓ that are
both of size 3×3×3 and with the nonzero elements

χ112 = χ213 = χ323 = 1 (27)

Γ112 = Γ121 = Γ213 = Γ231 = Γ323 = Γ332 = 1 (28)
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