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Preface

This year, we are happy to announce the 10th SIGRAD Conference Proceedings with peer-reviewed papers. The conference has
been held annually since 1981, but in 2002 the SIGRAD conference shifted focus and become oriented towards publication of
research papers. Since then, the conference has been hosted by universities located in Norrkoping, Umed, Gévle, Lund, Skovde,
Uppsala, Stockholm, Géteborg, and Visteras.

This year the conference has returned back to KTH in Stockholm. As before, the conference aims at attracting researchers,
engineers, developers, designer, teachers, and students across multiple disciplines, and to serve as a meeting place where you
can learn and share ideas about some of the latest developments in computer graphics, visualization, and human-computer
interaction. We are confident that the exciting presentations in this year’s program conform to these goals.

Many have contributed to make the conference an enjoyable and beneficial experience. In particular, we would like to express
our gratitude to the paper authors and the keynote speakers, Daniel Weiskopf, Achim Ebert, and Jan Gulliksen, without whom
this conference would not have been possible. Also, we would like to thank the international program committee for their
engagement and reviewing efforts. Finally, we would also like to thank the School of Computer Science and Communication
(CSC) and VIC Sthim for generously supporting the conference.

Welcome to SIGRAD 2011, the annual conference of the Swedish chapter of Eurographics! Be inspired, share experiences,
and bring home new fresh ideas.
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Continuous Statistical Visualization — Where Information
Visualization Meets Scientific Visualization

Daniel Weiskopf

Universitdt Stuttgart

Abstract

A rather recent trend in visualization is to combine traditional scientific visualization methods (such as volume
rendering) with information and statistical visualization techniques (such as scatterplots). This combination of
techniques is particularly useful for multi-variate data defined on spatial grids because the spatial relationships
and the characteristics of the data attributes can be shown simultaneously. However, statistical and information
visualization methods for multi-variate data, such as scatterplots and parallel-coordinates plots, have tradition-
ally been applied to intrinsically discrete data points and, therefore, treat data as a collection of independent
data samples. In contrast, this talk advocates the use of continuous data models for statistical visualization ap-
plied to continuous data. Main advantages are that visual artifacts from data sampling are avoided and that the
visualization process becomes scalable with respect to data set size.

Biography: Daniel Weiskopf
received the Diplom (MSc)
degree in physics and the
PhD degree in physics,
both from Eberhard-Karls-
Universitit Tiibingen,
Germany, and he received the
Habilitation degree in com-
puter science at Universitit
Stuttgart, Germany. From
2005 to 2007, Dr. Weiskopf
was an assistant professor
of computing science at Simon Fraser University, Canada.
Since 2007, he has been a professor of computer science
at the Visualization Research Center, Universitit Stuttgart
(VISUS) and at the Visualization and Interactive Systems
Institute (VIS), Universitdt Stuttgart. His research interests
include visualization, visual analytics, GPU methods,
real-time computer graphics, ubiquitous visualization,
perception-oriented computer graphics, and special and
general relativity. He is member of ACM SIGGRAPH,
the Gesellschaft fiir Informatik, and the IEEE Computer
Society.
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SIGRAD 2011

Think big! — Usability of large screen environments

Achim Ebert

University of Kaiserslautern

Abstract

If you have ever seen a soccer game or a concert on a large screen TV, then you have been surely impressed
with the captivating and amazing display. This is not limited to entertainment alone — the effect also is the same
in more serious applications. In this respect, size matters. In most cases we cannot simply use the algorithms for
standard displays on large screens — the size of the display significantly affects most visualizations and interaction
modalities. Therefore, we need to understand the advantages and disadvantages of this medium, and the ways large
screens are different or similar to smaller screens. Beside the need to develop special hardware and software, we
always have to think about the user of such environments. Does he or she really need a wall-sized screen? Can he
or she really make use of a gigapixel display wall? In the keynote we will give an overview of HCI and Visualization
techniques dealing with large display environments. We will discuss how much size users really need and think
about alternative approaches.

Biography: Achim Ebert
holds a degree and a doctor
in Computer Science. He is
a professor and co-head of
the Computer Graphics and
HCI lab at the University of
Kaiserslautern. He is also a
member of the lead person-
nel of DFG’s International
Research Training Group
(IRTG) “Visualization of
Large and Unstructured Data
Sets”. His current research
topics include information visualization, immersive scenar-
i0s, and human-computer interaction. He participated or led
several national and international research projects in the
area of visualization and HCI. He has published more than
50 refereed publications. Achim Ebert has founded and is
heading the IFIP working group 13.7 on Human-Computer
Interaction and Visualization. He acts as a member of many
international program committees (e.g, ACM, IEEE, and
IFIP) and as a reviewer for several journals and conferences.

11



12



SIGRAD 2011

Where do Visualization meet User-centred design?
— Exploring the tension between innovative design
ideas and user preferences and innovation

Jan Gulliksen

Royal Institute of Technology (KTH)

Abstract

One of the fundamentals of user-centred design and participatory design, in particular is the active involvement
of users in the design and development process. However, users are often considered to lack capabilities of being
innovative and to be able to see beyond what they currently have in front of them. On the other hand, when working
with visualization, innovative ideas of new ways of displaying information may be brought up, far beyond what
users could ever have imagined.

The purpose of this talk is to contrast the essential parts of user-centred design with the innovation capabilities
required to visualize information in new ways and to explore the tension between these two fields. Could there be
such a thing as user-centred information visualization, or are the two different fields pulling in completely different
directions?

Biography: Jan Gulliksen
is a professor of Human
Computer Interaction at the
Royal Institute of Technol-
ogy (KTH) in Stockholm,
Sweden. He is also the Dean _
of the School of Computer =

Science and Communication.

Jan holds a Master of Science

in Engineering Physics and a PhD in Systems Analysis and
was promoted to full professor in Human Computer Inter-
action at Uppsala university, Sweden. Jan has conducted
a number of practically oriented Action research projects
with Public Authorities in Sweden with the purpose of
introducing more user-centred design methodologies. Jan
has also been active in writing ISO standards on Usability,
Accessibility and Human-centred design. Jan has authored
more than 100 publications. Jan was the founder of the
NordiCHI conference series and is now the chairman of IFIP
TC 13 on Human Computer Interaction, the organization
behind the INTERACT conference series. Jan has also been
active in the industry, working with putting the research into
practice as a consultant.
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Assisted Environment Map Probe Placement

M.G. Chajdasl, A. Weis! and R. Westermann'

ITechnische Universitit Miinchen

Abstract

Placing probes for environment maps is a tedious and time-consuming task for current game developers. In par-
ticular, locating the significant places for reflection requires the artists to manually scan through a whole game
level. Even then, probes may wind up being too similar and have to be cleaned up manually later on. Furthermore,
the whole process needs to be repeated when the content changes.

We propose a novel algorithm which assists the artist when placing environment map probes. Based on the original
game content, we produce a set of candidate locations for inspection by an artist. By setting a few parameters like
sampling density and aggressiveness of probe elimination, the overall number of generated sample probes can
be easily adjusted. All of this requires only a short pre-process which can be done using the available in-game
renderer. From the generated sample set, the artist can decide which locations are important, add or remove
probes manually and adjust the placement to account for supplemental, content-specific parameters. Our initial
probe placement, together with additional information computed by our algorithm, allows the artist to place
probes more efficiently. Early user testing indicates that the total time can be reduced by up to half a day for a
single game level.

Categories and Subject Descriptors (according to ACM CCS): 1.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction techniques; 1.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism—
Color, shading, shadowing, and texture

1. Introduction and related work

Environment mapping [BN76, Gre86] is a widely used tech-
nique in real-time rendering to simulate diffuse and specu-
lar reflections. Lately, games have also started to use light
probes — which are essentially low-resolution environment
maps — for image-based lighting. Environment maps are
easy to generate, can be pre-computed, and render efficiently
due to hardware support. However, they are still relatively . :
expensive to create in real-time, especially on consoles with ¢ e S sy
limited vertex throughput. Hence, a lot of games use fixed = A
environment map probes, which are placed by an artist dur-
ing the scene creation [McTO04]. At runtime, the game engine
selects one or multiple probes close to the affected object and
uses them for reflection or illumination.

Figure 1: Environment map probes placed in the Terminal
level in Crysis 2. Scene courtesy of Crytek from Crysis 2.

As content complexity has increased, placing environ-

ment map probes has become a time-consuming process.
Typically, one artist is responsible for setting up all probes in
a game scene. In order to do this, she manually places probes
and checks all possible player locations using a special view
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mode which lets her examine the reflections [Cryl1] (see
also figure 1.) If a place has too few probes, resulting in
wrong reflections, the artist has to create a new probe at an
appropriate location.



M. Chajdas, A. Weis & R. Westermann / Assisted Environment Map Probe Placement

A sample image showing the probe locations found by our algorithm on the Alphalabsl level. Our algorithm places probes
at important locations, like the lit control room on the right or the warning lamp in the top left. The small glyphs indicate
candidates, while the large glyphs correspond to actually placed probes. Scenes from Doom 3, (©) id Software

Typically, an engineer will have to re-check the probe
placement later in the development process to ensure per-
formance and memory targets are met. For instance, some
areas of the level might already stress the memory budget
and only allow for a few probes. Once the content changes,
both the artist and engineer have to re-evaluate the placed
probes to make sure they are still at valid locations.

It is clear that a significant amount of time can be saved
by assisting the artist in probe placement, for instance, by
guiding her to possible candidate locations. Moreover, by
taking performance or gameplay-specific data into account,
placing undesired probes can be avoided in areas which are
unreachable or where performance issues might arise. The fi-
nal probe selection and/or re-positioning, however, is always
performed by the artist, since one can neither predict the way
the game is actually played nor how the artist envisioned the
experience for a specific scene.

1.0.0.1. Our contribution: The primary goal of our work
is a robust approach which assists the game artist in ac-
complishing the task of environment map probe placement.
Therefore, we present an algorithm that automatically com-
putes a set of important locations. Similar to [War94], find-
ing these locations is based on a search along the directions
of major change in a 3D irradiance distribution. Contrar-
ily, however, in our case this distribution is given by a pre-
computed irradiance volume [GSHG98]. Here, changes can
be with respect to the overall incoming radiance or the dis-
tribution of this radiance.

Once our algorithm has determined candidate probe loca-
tion, clusters consisting of environment maps with similar ir-
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radiance distribution are determined and replaced by a single
representant. The similarity measure we use builds upon the
earth-mover’s distance [RTGO0], a histogram based method
for determining the similarity between images.

Together with a game artist we have performed a quali-
tative assessment of our results, by providing our sampling
as an initial guess and letting the artist manually refine this
sampling using her expert intuition. The evaluation has been
done using game levels from Doom3. As Doom3 is known
for its unusual darkness and contrast, we used global illumi-
nation for all of our rendering. In this way, our results are
more representative for current-generation content.

Our approach is vastly different to previous approaches
for automated placement of environment maps, which aimed
for maximum visibility coverage, i.e. they tried to place a
minimum number of probes such that any part of the sur-
rounding scene is visible from at least one probe [MLO3].
When dealing with games, however, maximizing coverage
is neither feasible nor desirable. First of all because the bud-
get for environment maps is strictly limited in modern game
engines. For example, a typical Cryengine 2 outdoor area
with 1 km? might use only a single probe [Kap11], mean-
ing that complete coverage is usually impossible to achieve
in the first place. Furthermore, coverage only considers the
level geometry while completely ignoring lighting and shad-
ing effects. In modern game scenarios, lighting is an inte-
gral part of level-design and is used extensively to guide the
player’s attention towards specific spots in a level. When
using an approach that is purely based on geometry, many
of the implicit importance hints given by lighting are lost.
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For instance, a single probe can be usually used for all dark
rooms in a game.

2. Environment maps placement

Our algorithm revolves around the assumption that place-
ment of a new probe becomes necessary once the variation
in either intensity, hue or direction of incoming light exceeds
a certain threshold. However, as long as there is no large,
sudden change, we want to reuse the same probe as long
as possible. In particular, we assume that a probe placement
does not have to capture all of the scene geometry.

2.1. Irradiance field search

We start by constructing an irradiance volume, similar to
those used in current games for lighting [GSHG9S, Tat05].
In an irradiance volume, probes are placed at the vertices of
aregular grid, and each probe captures the irradiance distri-
bution function for all directions at the corresponding vertex.
We are interested in specular reflections, which correspond
to irradiance moment volumes with n = co. These can be
easily computed by rendering a HDR spherical environment
map for each grid vertex.

One notable consequence of using irradiance volumes in
our approach is that the computation becomes scene and ge-
ometry independent as it only works on the probes, but the
final placement is also partially restricted due to the fixed
sampling. This is explained in more detail in section 2.3.

Once we have computed the irradiance volume, we want
to discover the sinks of this field. We do so by analyzing
the irradiance gradient field, which approximates the gra-
dient of the irradiance field at each grid point of the irra-
diance volume. Instead of using a numerical solver to com-
pute the derivatives of the irradiance distribution as proposed
in [WH92], however, we use the irradiance probes directly
to compute a single vector f that approximates the change in
overall irradiance. Recall that each probe consists of a spher-
ical environment map, where the pixel (u;,v;) captures the ir-
radiance / in the direction ®;. We compute the result vector
by summing up all direction vectors for a single grid point,
weighted by the luminance of the corresponding direction:

f= Z @; * luminance(1(®;))
W, EQ

An example of a so constructed gradient field is shown in
figure 2.

Besides its efficiency, the proposed method for estimating
the irradiance gradient has another desirable property. Since
game levels often consist of tight hallways and unreachable
space, the computation of derivatives becomes quite cum-
bersome due to the frequent occurrence of boundary cases.
The vector f, on the other hand, can be computed at every
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Figure 2: The irradiance gradient field in a dark area of Al-
phalabsi. Each glyph represents the direction of the gradient
at a grid cell. The gradients are pointing towards the bright
areas near the ceiling.

location where a probe can bee placed. Having these gradi-
ents at hand, we can now perform a search for sinks in the
irradiance volume.

N
N
X
=

(b) Same room with a pillar at the center

Figure 3: An empty room with a single light source gets
assigned a single probe near the floor in the middle of the
room. An additional pillar in the room triggers an error case:
While a probe in front of the pillar is placed correctly, no
probe is set behind the pillar.

The reason why we search for the sinks can be explained
with some intuition for what we are really searching for. Let
us therefore assume a large, empty room with a single light
in the middle, as can be seen in Figure 3. We want to place a
single probe in this room, minimizing the visible error for all
locations in the room. Clearly, if we place the probe in one of
the corners, it will be wrong for most of the room as both the
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total reflected energy, as well as the direction change signif-
icantly. A search for sources of the gradient field would give
this result. Recall that our gradient vectors point towards the
light, so a source is local light minimum and hence darker
than the surrounding area. In order to minimize the error, we
need to place the probe somewhere close to the light — in the
center of the room. Searching for the maxima, or in this case,
equivalently the sinks of the gradient field, gives exactly the
desired placement.

To find the sinks in the irradiance volume we use classi-
cal particle tracing in vector fields. From each grid point we
start a single particle and integrate it through the gradient
field using Runge-Kutta scheme of second order. As soon as
we discover an area where multiple particle paths end — that
is, the particles fall into a closed loop — we mark the probes
as candidates. Conceptually, we perform a discretized gra-
dient ascent which is robust and works well on incomplete
volumes.

The tracing results in small pockets, or clusters, of probes.
All probes of such a cluster are usually very similar, but
some may still exhibit significant variance. For instance,
probes around a corner can be partially in shadow and par-
tially lit, so even though they are spatially close the contents
will differ significantly.

While we could use each cluster as a probe location, but
we can prune the candidate set further and make our ap-
proach more robust by using a post-process for cleaning up
the clusters, which will be described in the next section.

Figure 4: 1D sink manifold formed inside a room. The
probes on the 1D line around the room are part of a single
cluster, and our algorithm correctly generates a single probe
in the center to represent this cluster.

Another common case of clustering is when the sources
form 1D or 2D manifolds. For instance, rooms may end up
with a line or plane of closely adjacent sources. An example
for such a configuration can be seen in Figure 4. In this case,
we need a post-process to determine whether the probes can
indeed be merged and replaced by a single representative
probe.

2.2. Probe matching

As our search process usually results in clusters of probes,
we have devised an image-based metric to quickly prune
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such clusters and to identify those with low confidence. Our
metric is based on two separate parts. First of all, we com-
pute the histogram of each probe and use the earth-mover’s
distance to compare them. In order to reduce the dimension-
ality of our problem, we use only the luminance and hue in-
stead of three histograms for RGB. By computing luminance
and hue histograms upfront, we are able to quickly separate
probes with significantly different colors, as well as probes
containing bright highlights.

However, it is not enough to discern between probes
where only the dominant light direction changes. For in-
stance, the histograms in Figure 5 match each other very
well, while the image content is clearly different.

Figure 5: An example case where the histogram metric finds
a match. Both images have similar brightness and color, and
hence the histogram distance considers them as similar. The
FFT metric allows us to distinguish such cases.

We thus employ a second criterion, which is a FFT-based
distance metric. For each probe, we compute a low-order
FFT and compare the coefficients using

dist({0 A 3B A D =X (UAI =181+ M)

i

with the image frequencies f]’: € C of image j and the
Manhattan norm M(i) from the DC component of the 2D
FFT. Typically, we use the first 25-100 frequencies only.
Comparing probes based on their FFT is similar to compar-
ing the spherical harmonic representation; we used the FFT
as it is trivial to include additional frequencies and it can be
efficiently computed on the GPU.

Figure 6: An example case where the FFT distance metric
finds a match. Both images have a similar luminance dis-
tribution. The histogram metric however distinguishes this
images due to the different colors.

2.3. Optimization

The probe matching procedure as described can be used to
prune candidate probes, but it has several failure cases which
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make it unreliable. The main problem is that this method
is very sensitive, so it produces many probes and moving a
light source slightly can result in vastly different clusters.

On the other hand, perceptually different probes may wind
up being classified as similar if there is low frequency vari-
ation in luminance and the colors are close under the earth-
mover’s distance.

Furthermore, probe matching is inherently order-
dependent. This can easily be shown by considering a long
row of probes: If a new probe is to be placed whenever
the difference exceeds a threshold, the order in which the
probes are traversed influences the result. For instance,
starting from the middle might result in a single probe,
while starting from one end could wind up with two probes
being created. Finally, the probe matching procedure has
no spatial knowledge and hence cannot guarantee good
coverage everywhere. Even if spatial distance is taken into
account, it is difficult to adapt it to the surrounding scenes —
outdoor areas for instance can get away with far less probes
than interior scenes.

The gradient field search alone, on the other hand, is not
suitable either as it produces large clusters; in particular, it
can produce a 1D or 2D manifold with potentially tens or
hundreds of probes which are very similar. In such cases,
using the gradient field alone is not sufficient to decide which
probes can be safely merged and which require the formation
of a new cluster.

To overcome these limitations we combine the gradient
field search and probe matching process in the following
way: We start by computing the probe set, which is an initial
dense sampling of the accessible area with low-resolution
probes. From these probes, we compute the gradient field
and form the “initial cluster set”, which contains all can-
didate locations. Typically, the initial cluster set is already
extremely sparse compared to the sampling grid. We clean
up the cluster set using our probe matching to form the “fi-
nal candidate set”, where each remaining probe has been as-
signed to one cluster. For each of these clusters, we eventu-
ally estimate a representative probe and store those. The data
flow can be seen in Figure 7. Notice in particular that once
the probes have been generated, the rest of the algorithm
does no longer use the source scene geometry any more.

As we mentioned previously, the initial probe candidates
are placed on a fixed grid. This limits the possible locations
where a probe can be placed. In order to partially lift this
limitation, we compute the average position for each clus-
ter when we are about to place the final probe. As we have
no geometric knowledge, an additional image based com-
parison is used to guarantee that the newly created probe is
indeed a good representative for the cluster. This allows us to
efficiently resolve cases like the manifold in Figure 4, which
requires a new probe on a non-grid location in the middle of
the room.
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Figure 7: Data flow in our algorithm. After the preprocess-
ing, we only work on the initial probe set. The gradient as-
cent generates a set of clusters, which is further refined by
probe matching. User input is fed back by creating and/or
deleting clusters.

In addition to the automatically placed probes, we also
provide two additional hints to the artist. First of all, we show
the irradiance gradient to the artist so she can quickly under-
stand how the light flows through the scene and in which
direction to move. Second, we also show the luminance dis-
tance to all surrounding probes. Typically, artists try to mini-
mize the luminance change between adjacent probes. As we
know the luminance throughout the whole volume, we can
show the locations where the distance becomes too large.
This allows artists to resolve the corner cases of our algo-
rithm which are explained in section 3.

2.4. Cluster control

As the gradient field search produces clusters of probes, ad-
ditional cluster constraints can be integrated into the pro-
cess at this point quite easily. Clusters which lie inside “im-
portance volumes” can be weighted higher, clusters outside
reachable space can be directly pruned, and already exist-
ing probes can be compared to nearby clusters. This allows
the artist to retain full control where the environment map
probes are placed. We can also trivially guide the cluster size
by game-data: For instance, if a player spends a significant
amount of time in a certain location, we can reduce the spa-
tial extents at which we form clusters and build more clusters
to better cover the area. Similarly, we can increase the clus-
ter size for parts where performance is critical, for example,
areas where multiplayer profiling shows high player density.

3. Results

To validate our approach, we have tested our algorithm on
actual game levels from Doom3 as well as specially crafted
test geometry. Even though the Doom3 source data is not
as complex as current-generation games, it is a good repre-
sentative as our algorithm is independent of the actual scene
complexity. On the other hand, the level size and the result-
ing number of probes in Doom3 is still representative for
modern games.
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We placed probes with 128 x 64 pixels resolution on a
uniform grid throughout the reachable area in the scene.
The probe density was set so high that even in tight areas
like hallways we would still get 9-12 probes for each cross-
section. As the probes are of very low resolution, they can
be quickly computed using the in-game renderer or gener-
ated during the light baking. Since the time for sample gen-
eration highly depends on the game engine and content, we
did not include it in our timings and instead focused on the
particle tracing and clean-up times.

Figure 3a shows a simple synthetic test case consisting of
a single room with one light source at the center. The glyph
indicators point into the direction a particle would move dur-
ing particle tracing. As expected in this case, all particles got
drawn towards the light source, resulting in a single probe
being placed in the middle of the room.

In Figure 3b we have a similar situation, but now a pillar
in the middle of the room occludes parts of the level. In this
case, our algorithm still places only one probe in the middle
of the room, because particles starting in the pillar’s shadow
are immediately drawn to the light. This behavior is gener-
ally undesirable, as the reflections behind the pillar will be
incorrect. Fortunately, such situations are very rare in real-
world data, where there are usually at least some smaller am-
bient lights visible from any point in a level, resulting in ad-
ditional probes being placed even in darker areas. Nonethe-
less, completely dark areas are currently not considered by
our algorithm and will require the manual placement of ad-
ditional probes by an artist.

A real-world example from Alphalabsl shows a more typ-
ical case. At one place in the game level a single bridge leads
the player over a deep pit that is completely dark. As can be
seen from Figure 2, the computed gradient field leads any
particle that starts inside the pit directly to the bridge level.
In this particular case, “turbulence” in the gradient field at
the bottom of the pit cause a single probe to be placed in
the center of the pit near the bottom, resulting in an optimal
placement for this area.

Figure 8 shows how probe matching using the image-
based metric prevents spatially close clusters from being
merged. In this case, the probes from two adjacent rooms
are spatially close together and thus considered for merg-
ing. However, as the brightness distribution of the probes is
significantly different, the image-based metric prevents the
clusters from merging.

Since most indoor scenes in games use doors to separate
different areas, we have also investigated how the presence
of doors affects the outcome of the algorithm and whether
the level should be sampled with doors opened or closed.
Figure 9 shows the result of this investigation, clearly indi-
cating that the effect of a closed door is negligible for the
final result. The influence of doors becomes noticeable only
if the amount of light reflected on a door’s surface is signifi-
cantly higher than in its environment.
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Figure 8: Finding clusters in a simple setup with two dif-
ferent rooms that are separated by walls. The light sources
are placed close to the walls. Our algorithm is able to dis-
cern between each independent cluster, even though they are
spatially close together.

Figure 9: Open or closed doors do not have much impact on
the placement, as it mostly depends on the reflected light.
The two light sources on both sides of the wall trigger the
placement of the probe in every case.

We have tested a representative subset of the Doom3 lev-
els: EnPro, Alphalabsl and Monorail. Alphalabsl is a typ-
ical claustrophobic space station of tight hallways and cor-
ridors. Monorail, on the other hand, is dominated by two
large outdoor areas, while EnPro is a mixture of both tight
and open areas.

Some typical placements for these levels are shown in
Figure 10. Note that game-specific information was not con-
sidered when generating the samples. In particular, probes
are usually not generated at the player’s eye level and might
get placed in unreachable areas. However, this can be fixed
easily in a post-processing step.

Figure 10a shows two typical indoor scenes from the Al-
palabsl level. In the upper picture, three probes were placed
in the scene: Two in the main room—one on each side of the
central pillar—and a third one in the adjacent hallway. The
bright red highlight to the left of the pillar is very prominent
and thus triggers placement of a separate probe, while the
central probe gives a good overall estimate of the reflection
experienced in the rest of the room. The third probe is placed
right behind the doorway. This is a typical situation, as the
lighting situation changes drastically when stepping into the
hallway. The algorithm successfully detects this from the ir-
radiance field trace and adds a probe accordingly.

Similar behavior can be observed in the lower picture. The
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(a) Alphalabs 1

(b) Energy processing and storage

(c) Monorail

Figure 10: Typical probe placements in our sample levels. Pictures were generated with the same renderer that was used for
generating the sample probes in our algorithm. Small glyphs indicate candidates for probes before clustering. Large glyphs
indicate the final positions of environment probes as generated by our algorithm.

area is roughly divided into three rooms, with one probe
placed at the center of each room. Additional probes get
placed near the central cabin in the left part of the main
room and under the red highlight at the back-door. These
additional probes reflect the different lighting situations in
the main room. Notice that the algorithm found a number of
potential probe candidates for the airlock in the foreground,
which get clustered and eventually result in a single probe
being placed in the center of the room.

The next set of samples in Figure 10b shows some wider
areas from the EnPro level. The upper picture was taken in
a large cylindrical room. When moving along the outer wall
of the cylinder, the generated environment maps change very
slowly. This is because the reflected geometry is very ho-
mogeneous but the direction changes from which the light
(e.g. the reddish light) at the center reflects. Our algorithm
accounts for that, by periodically clustering probe candi-
dates together, thus resulting in a sparse, regular placement
of probes along the outer walls.

The lower picture shows a very long lift shaft spanning the
whole height of the level. Our algorithm captures the very
different light situations at both ends while it places only a
single probe in the interior part.

The third sample set from the Monorail level is shown in
Figure 10c. An importance volume has been placed around
the tracks, as the player cannot freely move in this level. This
restricts the number of probes significantly, as the level con-
sists of huge empty volumes which are unreachable for the
player.

The upper picture shows how our algorithm behaves for
an open, outdoor environment. A large manifold of probe
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candidates is found parallel to the railway track. The image-
based metric is able to merge those into a single probe. A
second set of probes is found near the door in the back wall,
which is flanked by additional light sources. This placement
effectively models the reflection seen on the windows of a
train moving along the railway tracks. The lower picture
shows the placement of probes in a tunnel. Again, probes
are placed close to areas of prominent changes in lighting, in
this case due to the ceiling lights.

The most important parameter of the algorithm is the sam-
pling density of the initial regular grid. Naturally, if the grid
is too coarse, tight spaces will not get sampled correctly. On
the other hand, sampling huge volumes of empty space with
a high density is a careless waste of computational resources,
so those should be sampled at lower densities.

In general, the grid sampling should be roughly in the
same order as the character’s size. Higher sampling densi-
ties will eventually result in more probes being generated, as
more subtle features in the level will be detected. This can
be a desirable effect if a detailed coverage of the scene is
required, for instance, when using the environment maps as
irradiance estimate for global illumination.

Table 1 shows some statistics of our algorithm for probe
placement. The grid density was adjusted manually based on
the overall layout of the level. For instance, the EnPro level
required a relatively dense sampling to be able to capture the
tight hallways accordingly, but the majority of probes was
placed in two large vertical volumes in the middle of the
level. An adaptive placement could resolve such cases.

As can be seen from the table, the irradiance field search
is able to isolate a small subset of grid probes as potential
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Scene #Grid  # Candidate  # Final t(s)
Alphalabs 8925 205 (2.3%) 117 2
EnPro 17640 208 (1.2%) 80 5
Monorail 11143 166 (1.5%) 29 2

AlphalabsHD 67980 1139 (1.7%) 508 121

Table 1: Statistics showing typical probe counts and process-
ing times. From left to right: Number of sampled grid probes
for irradiance approximation; Number of candidates found
via particle tracing; Remaining number of probes after clus-
tering; Computation time for particle tracing and clustering.

candidates. Since these candidates tend to form clusters of
spatially close probes, the image-based metric is able to fur-
ther reduce this set by a factor of 2-3. Note that although
Alphalabs started with far fewer initial grid probes than En-
Pro, it ended up having more probes in the final set. This is
mainly due to the fact that large empty volumes in EnPro
tend to contain many grid probes that do not add any infor-
mation to the irradiance field.

The computation times in the last column include the time
for building the irradiance gradient field, perform the particle
tracing and clustering the probe candidates using the image-
based metric. They were measured on a 2.8 GHz Dual Xeon
X5560 machine (8C/16T); as the algorithm is embarrass-
ingly parallel, we used all cores of the machine. As a spe-
cial case, we included the numbers for the Alphalabs level
sampled at double density in each direction to show how the
algorithm scales. The higher processing time is mostly re-
lated to longer particle tracing time through the denser grid.

Again, the initial sampling density turned out to be the key
parameter of the algorithm. For scenarios in which a dense
sampling is required, e.g. when generating probes for global
illumination, an adaptive grid sampling will help reducing
computation times considerably.

Figure 11: Luminance error field around a single probe in
the center of the screen. Probes inside the control room have
comparable brightness, while probes behind the boxes are
much darker. The visualization helps artists to identify re-
gions where noticeable changes would occur.
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We have evaluated the quality of our placement by an
artist who worked on Doom3, as well as an artist who was
not particularly familiar with the setting. The vast majority
of the changes involved moving the probes up to eye-level
and away from walls, which we could not do automatically
due to lack of player and collusion geometry. The artists in-
dicated that the probe density is very similar to manually
placed probes. In the future, we hope to get access to source
data with already placed environment map probes for a more
thorough validation.

Besides the initial placement, the artists found the gradi-
ent field visualization and the luminance distance helpful,
which can be see in Figure 11. The latter allows an artist to
quickly identify how much of the volume contains probes of
similar brightness.

4. Conclusion

We have presented a novel approach to guide artists while
placing environment reflection map probes. Our algorithm
uses the irradiance gradient field which represents the re-
flected light as well as an adapted image-space metric which
together provide a robust way to place environment map
probes in complex game environments.

Our algorithm is an early exploratory approach to solve
the problem. In the future, we would like to explore a more
adaptive approach which adjusts the initial probe density
based on the local geometric complexity. For instance, the
sample rate should decrease in large outdoor areas and in-
crease in tight places or situations with complex lighting.

We would also like to resolve the case where extremely
dark areas may end up without any samples at all, as all sam-
ples have been moved towards the closest light. This failure
case can be seen in Figure 3b. While it is possible to get
an error indication for each probe by simply comparing the
sample to the closest probe, we expect that our algorithm can
be modified to directly resolve such cases.

Eventually, we expect that our algorithm could be modi-
fied to produce probe locations which are suitable for image-
based lighting approaches. This requires a more rigorous
treatment of the remaining error.
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Abstract

We present a framework for generating, compressing and rendering of Surface Light Field (SLF) data. Our method
is based on radiance data generated using physically based rendering methods. Thus the SLF data is generated
directly instead of re-sampling digital photographs. Our SLF representation decouples spatial resolution from
geometric complexity. We achieve this by uniform sampling of spatial dimension of the SLF function. For compres-
sion, we use Clustered Principal Component Analysis (CPCA). The SLF matrix is first clustered to low frequency
groups of points across all directions. Then we apply PCA to each cluster. The clustering ensures that the within-
cluster frequency of data is low, allowing for projection using a few principal components. Finally we reconstruct
the CPCA encoded data using an efficient rendering algorithm. Our reconstruction technique ensures seamless
reconstruction of discrete SLF data. We applied our rendering method for fast, high quality off-line rendering and
real-time illumination of static scenes. The proposed framework is not limited to complexity of materials or light

sources, enabling us to render high quality images describing the full global illumination in a scene.

Categories and Subject Descriptors (according to ACM CCS):

1.3.3 [Computer Graphics]: Three-Dimensional

Graphics and Realism—Color, shading, shadowing, and texture

1. Introduction

The ongoing pursuit for virtual realism has incited many re-
searchers for efficient and accurate modelling of the interac-
tion of light between surfaces. The complexity of analytical
models for spatially varying surface properties limit their us-
age for real-time rendering. Due to this limitation, many Im-
age Based Rendering (IBR) techniques were introduced to
directly acquire the appearance of a scene through captured
images [Zha04]. A successful appearance description model,
Surface Light Field (SLF), was introduced in [MRP98]. The
SLF function is defined as f(r,s,6,0); where r and s are
parametric coordinates for addressing a point on a surface. 0
and ¢ are used for representing a direction in spherical co-
ordinates. Depending on the sampling density of this func-
tion, the data generated by this method easily exceeds the

T ehsmi345@student.liu.se
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capabilities of modern hardware even for a moderately de-
tailed scene. Therefore various compression methods has
been widely used to reduce the SLF size for rendering.

In the context of radiometry in computer graphics, one
can see a surface light field as a set of exitant radiance val-
ues for each point on a scene along every possible direc-
tion. The radiance can be resampled data from High Dy-
namic Range (HDR) images or computer generated radi-
ance data based on physically based rendering techniques.
In the case of computer generated radiance data, by placing
a virtual camera anywhere in the scene we can simply look
up the SLF data based on intersection point of the viewing
ray with the scene and the direction of it. We utilize this
observation in order to present a SLF-based framework for
fast real-time rendering of static scenes with all-frequency
view-dependent radiance distribution. Our method (Section
3) is divided into three stages: data generation (Section 3.1),
compression (Section 3.2) and rendering (Section 3.3). We
remove the resampling stage from [CBCGO02] and instead
compute the outgoing radiance of uniformly sampled points
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on each surface in the scene along different directions. We
then compress the SLF data using Clustered Principal Com-
ponent Analysis (CPCA), similar to [SHHS03]. The renderer
can efficiently decompress and reconstruct the SLF data on
the GPU (Section 4). We will present our results for a real-
time and an offline renderer (Section 5)

Since our SLF approximation method is not based on sur-
face primitives (vertices, faces and edges), having low tes-
sellated geometries does not affect the rendering quality.
Instead we use uniform sampling of surfaces which leads
to decoupling of lighting from geometric complexity. For
instance, a highly tessellated portion of a polygonal mesh
may be a diffuse reflector having uniform radiance values.
In this case, a lot of memory is dedicated for a very low
frequency lighting data. Since lighting complexity is purely
scene dependent and cannot be determined before render-
ing (specially for glossy and specular objects), we use dense
uniform sampling to ensure that we do not under-sample
SLF function. Then we cluster this data, taking advantage of
the fact that for most scenes the within-cluster frequency is
low [MSRBO7], therefore allowing us to approximate them
with low order of principal components.

The gap between the image quality of photo realistic of-
fline renderers and the state of the art real-time renderers
is our main motivation. Complexity of certain materials at
micro-scale is beyond the capability of current hardware
for real-time rendering using analytic solutions. Our pro-
posed framework is not limited to complexity of materials
or light sources. Our method supports first order lighting
from any type light source, e.g. point, spot and area lights.
The compression and rendering stages allow us to render all-
frequency view-dependent lighting effects in real-time for
static scenes. To summarize, we state our main contribu-
tions:

1. A flexible representation of SLF that decouples radiance
data from geometric complexity.

2. Application of CPCA in efficient compression of SLF
data while preserving view-dependent high frequency de-
tails.

3. An efficient real-time rendering method for CPCA gen-
erated data.

4. A fast power iteration method adapted for CPCA

2. Related Work

In computer graphics, the ultimate goal is to sample a
dataset (3D world) and then reconstruct or equivalently
render this data. There are two models for this purpose;
source description and appearance description [Zha04]. The
former requires mathematical models in order to describe
the 3D world. Reflection models, geometric models such
as polygonal meshes and light transport models are ex-
amples of source descriptors. The data for this model is
computed using mathematical models and during render-
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ing they are reconstructed. The latter is based on captur-
ing data from a real environment using cameras or simi-
lar equipment. The plenoptic function [AB91], defined as
17) (Vx, Wy, V2,0,0, A1), is used for representing such model;
the first three arguments define a point in space where a cam-
era is placed, 0 and ¢ define a direction, A is the wavelength
of the light rays towards the camera and f represents time.
The goal of many Image Based Rendering (IBR) techniques
is to simplify this function by applying certain assumptions
for practical sampling and rendering [Zha04].

Surface light fields was first introduced in [MRP98] as an
IBR technique for visualizing results of precomputed global
illumination. They formulated this representation for closed
parametric surfaces but used polygonal surfaces for practical
sampling of surfaces. Spatial samples were placed on ver-
tices and interpolated over the triangle. For directional sam-
ples they subdivide a polygon if it is more that eight pixels
in screen space. By representing the SLF data as an array
of images, block coding techniques were utilized for com-
pression. Our method is similar to [MRP9S8] regarding the
utilization of precomputed global illumination results, but
differs in data generation, compression and rendering.

Chen et. al. [CBCGO02] introduced a new approximation
of SLF by using vertex-centered partitioning. Each part was
projected into lower dimensional functions using PCA or
NMEF, resulting in a surface map and a view map. They
tile and store surface and view maps in textures and com-
press the results further using Vector Quantization (VQ) and
standard hardware accelerated texture compression meth-
ods. Unlike [MRP98], Chen et. al. used 3D photography for
acquiring a set of images. This technique is based on using
geometric models to assist re-sampling of captured images
in order to evaluate the SLF function. Utilizing hardware ac-
celerated interpolation between SLF partitions, they could
achieve real-time performance. Similarly, in [WBDO03] a bi-
triangle or edge-based partitioning was introduced.

Lambert et. al. [LDHO7] propose a sampling criterion in
order to optimize the smoothness of outgoing radiance in
the angular domain of SLF. This criterion eliminates the
use of actual surface in the SLF definition, replacing the
surface with a parametrization of SLF function. A seminal
work in SLF rendering was introduced in [WAA™*00]. They
propose a framework for construction, compression, render-
ing and editing SLF data acquired through 3D photography.
The compression was performed using a generalizations of
VQ and PCA. The framework can achieve interactive per-
formance on the CPU using a new view-dependent level-
of-detail algorithm. The editing supports linear modification
of surface geometry, changes in reflectance properties and
transformation relative to the environment.

The study of compression methods is not limited to
IBR literature. A machine learning compression method
[KL97, TB99] was employed in [SHHSO03] for compress-
ing the precomputed radiance transfer (PRT) data. Referred
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(b)

to as CPCA, it is a combination of VQ and PCA. The sig-
nal is partitioned into clusters and transformed to an affine
subspace. Compressing radiance transfer data is an active
research field. In [MSRBO07], an insightful study was per-
formed to determine how light transport dimensionality in-
creases with the cluster size. They show that the number
of basis functions for glossy reflections is augmented lin-
early relative to cluster size. This study resulted in deter-
mining the optimal patch size for all-frequency relighting
of 1024 x 1024 images. Ruiters and Klein applied tensor
approximation to compress Bidirectional Texture Functions
(BTF) with a factor of 3 to 4 better than PCA [RK09]. Ten-
sor approximation was also used for compression of PRT
data [TS06].

A thorough review of PRT can be found in [KSLOS,
Ram09]. Compared to these methods, our approach supports
first order lighting from any type of light source such as
point, spot and area lights. Although recent research such
as [KAMIJO05] add local lighting support to PRT, our method
has this advantage inherently. Additionally, it can be used
for all-frequency view-dependent effects that cannot be ren-
dered faithfully with PRT because of projection on SH basis
functions.

3. Method

In this section we present a detailed overview of our SLF
compression and real-time rendering method. The technique
can be outlined by the following steps:

1. We start by uniformly sampling the surface of a mesh in
texture space, creating a set of points. For each point, we
generate a number of directions on the unit sphere cen-
tered at the point. Then we evaluate outgoing radiance.

2. The data is clustered based on the difference between the
radiance of points in all directions. We apply PCA on
each cluster and store the results to disk

3. During rendering and for each ray, we fetch and de-
compress the radiance data corresponding to intersection
point and the direction of ray

In the following subsections (3.1, 3.2 and 3.3) we will dis-
cuss each of the three main steps in more detail.

3.1. Data Generation

Sampling the SLF function requires discretization of spatial
and directional parameters. We choose the two dimensional
texture space for parameterizing the spatial coordinates. This
is shown in Figure 1 (a) and (b). Given the number of sam-
ples for each coordinate of texture space, we use a rasterizer
to determine world space points on a surface corresponding
to sampled texture coordinates. The rasterizer uses barycen-
tric coordinates to determine the world space coordinate of a
point inside a triangle by interpolating vertex positions based
on texture coordinates.
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Figure 1: A schematic illustration of data generation stage.
(a) is texture space of the Stanford bunny model discretized
with resolution X and Y, (b) illustrates a world space point
on the mesh corresponding to a sample (r,s). The parameter
space of directions sampled uniformly with resolution Z and
W is shown in (c). And (d) illustrates a set of directions on
the unit sphere.

For sampling the unit sphere we need a two dimensional
space of variables on the interval [0, 1] with respect to solid
angle [PHO4]. We define samples in this space and map them
to 3D directions on the unit sphere. During rendering, the
inverse mapping should be applied for SLF addressing. The
forward and inverse mapping are shown in Figure 1 (c) and
(d). For this purpose, we use the Latitude-Longitude formula
in [RHD*10]. The forward mapping is expressed as:

(evq)) = (75(};1 - 1),7'5\/),

(Dx,Dy,D;) = (sindsin®, cosd, —sindcos0), €))

where & € [0,2] and &, € [0, 1] are uniform variables with
constant spacing. &; and &, are mapped to azimuth and ele-
vation angles, respectively. The bigger interval for &; is han-
dled explicitly by multiplying a set of uniform variables on
the interval [0, 1] by 2. Consequently, for backward mapping
we have:

E1,8) =0+ %atanZ(Dx, -Dy) larccosDy) 2)

‘m
Also note that we sample a sphere instead of a hemi-
sphere. This eliminates the need for converting every ray
to local coordinate frame of a point during rendering with
the drawback of having larger data. Since the compression
method approximates all directions with a few principal
components (k << n), this choice of sampling increases the
rendering performance and does have a small impact on size
of the data.

Having the position map and a set of outgoing directions
for each point, we evaluate the outgoing radiance. We un-
wrap the discretized spatial (r and s) and directional dimen-
sions (¢ and 0) defining a matrix, F, where each row corre-
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sponds to a surface point and each column represents a direc-
tion. In other words, each row contains radiance for a point
along all directions; and each column represents radiance
along a specific direction for all surface points. Although
many representation of our 4D data are possible (such as ten-
sors), this type of representation facilitates our compression
stage where we cluster this matrix and apply PCA on each
cluster. To dicretize wavelength A, we create three matrices
Fr, Fg and Fp each storing radiance data for a color com-
ponent. Compression is applied to each matrix separately. In
the remainder of this paper we ignore wavelength dimension
and denote the SLF matrix as F.

3.2. Compression

In this section, we discuss the compression of the generated
SLF. The requirements for compression are as follows:

1. High compression ratio: Because of the large amount of
data stored in the SLF data structure, an algorithm with
high compression ratio is vital for fitting this data in the
system memory and ultimately the GPU memory.

2. Faithful decoding and reconstruction of data: A scene
may include diffuse surfaces (low frequency radiance
variation along the surface) along with highly specular
surfaces or even caustics (which exhibit very high fre-
quency radiance variations). The SLF contains high fre-
quency data in both spatial and angular domain. This puts
high requirements on a compression method that can re-
construct high frequency data faithfully.

3. Random access: During the rendering stage it is required
that the data be accessed randomly. This means that the
decompression method should be able to locally decode
the data and return the requested radiance value in an ef-
fective manner.

The widely used PCA method exhibits high compression
ratio and enables random access to data; yet it cannot repro-
duce high frequency angular variations of radiance present
in specular and glossy surfaces. For diffuse surfaces it can
reproduce smooth surfaces with only one principal compo-
nent, satisfying all three requirements to a great extent.

To this end, we use Clustered Principal Component Anal-
ysis (CPCA). A fast and versatile algorithm adapted from
machine learning literature [KL97, TB99] to the field of
computer graphics by Sloan et al. [SHHS03]. CPCA is a two
stage method of clustering followed by a PCA for each clus-
ter. When there is only one cluster, it is equivalent to PCA.
This method has a high compression ratio and will provide
random access of compressed data in real-time and on the
GPU. The clustering part of CPCA will compensate for the
reconstruction error of the compressed all-frequency SLF
data by creating clusters of low frequency radiance data; al-
lowing us to recover view-dependent details present in spec-
ular and glossy surfaces. The quality of reconstruction is
highly dependent on the number of principal components
and clusters; which increases the flexibility of the algorithm.
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We calculate the mean of each row of F and store it in
a mean map, denoted as u. Then we calculate the matrix of
residuals, G, via

3

The normalizing stage can also be done after clustering by
subtracting the mean from each cluster. We cluster the SLF
matrix using the K-Means method. Rows of G are treated as
data items and columns as variables. The result of clustering
is a set of cluster IDs with a size equal to the number of
points. The outcome will be a set of matrices G; of size m; X
n where m; < m is the number of points belonging to cluster
i that have similar radiance distribution along all sampled
directions. Note that m; is not constant among all clusters.
Each cluster may have different number of points.

T
G= [xpl —Hp1,Xp2 —HUp2s- -5 Xpy, *:Upm] )

Denoting a cluster’s normalized SLF matrix as G;, we
write the Singular Value Decomposition (SVD) of it as G; =
U,~D,~V,-T; where U; is a m; X k matrix of left singular vectors,
Vi is a n X k matrix including right singular vectors and D;
is a diagonal matrix of singular values sorted in decreasing
order. When k < N we achieve a least-squares optimal linear
approximation Gi= U[Di\/iT of G; where the approximation
error, [SHHSO03], is:

m; m; k
Z Hxﬁ/ _x;j ”2 = Z HxP/ — Hp; ”2 - Z (Di)? C))
j=1 J=1 j=1

This decomposition can be thought of as selecting a set of
orthonormal eigenvectors representing a subset of directions
and linearly approximating every other direction by calcu-
lating a weighted sum of eigenvectors. The weights are rows
of U;D; and principal components are rows of V;. Since we
are interested in the first few approximation terms (k < n),
we use Power iteration method [CBCGO02]. This method is
well-suited for our technique for the following reasons:

e This method can iteratively calculate first k terms instead
of performing a full SVD. This saves a lot of computation
time

e The approximation is improved by adding more terms
without the requirement for recalculating previous terms.

e The memory footprint is very low. A careful implemen-
tation of Algorithm 1 (see Appendix) will require extra
memory allocation of size n? +m+2n when m > n. This
is constant for all approximation terms.

In this method, left and right eigenvectors of the covari-
ance matrix is calculated for each term, and iterated for
all approximation terms k. The traditional power iteration
method presented in [CBCGO02] assumes that m; > n, there-
fore the covariance matrix, G,-T G, is of size n X n. In the clus-
tered PCA method [CPCA], it is very likely that each cluster
will contain fewer points than directions. This will increase
the PCA computation time dramatically since we have to
apply PCA on each cluster. Instead, we modify power it-
eration according to [SHHSO03], handling situations when a
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cluster has more variables rather than data items. The modi-
fied power iteration algorithm is presented in the Appendix.

We denote U; as the surface map of cluster i and V; as
view map of cluster i. The number of points within clusters
add to total number of points for a shape. Therefore we cre-
ate one surface map U for each shape. On the other hand,
each cluster has a unique view map V;. In order to find the
corresponding view map, we add a cluster index for each
point in the surface map. Defining the size operator as I, the
total memory consumption () for this representation is

Y=T(U)+T(V)+T(u) +T(x),

n
= [Gmk] + Y [Cnk] + [Cm] + [m],

i=1
where % is a vector containing cluster indices, { is number
of color components and 1 is number of clusters.

®

3.3. Rendering

The rendering method presented here can be easily imple-
mented for both CPU-based (offline) and GPU-based (real-
time) renderers. In the offline case, a ray caster is used for
shooting rays from the camera into the scene and extracting
the corresponding radiance value of the screen sample being
processed. The same procedure is applied to the real time
renderer but with the difference that we fetch and reconstruct
data in a pixel shader based on the view vector. The data is
stored in volume textures for cache efficient access.

In order to get radiance of a point along a viewing ray, we
need to reconstruct the SLF matrix, F, which is a discretiza-
tion of the SLF function, f(r,s,0,0):

n
f(r,5,0,0) = Flrs,u,v] = (Z UMT> +u,  (6)
i=1

where U; corresponds to the surface map of cluster i and
V; is the view map of cluster i. Here [r,s] and [u, V] are para-
metric space coordinates of a point and direction which are
mapped to address the SLF matrix.

One advantage of this representation is that we can di-
rectly compute an element in F* without the need for com-
plete reconstruction of it. We define o and 3 to be a row
in surface map and view map, respectively. In this way, o
represents a surface map row index of a point (r,s) and f
represents a view map row index of a direction (0,¢). Then,
we can compute the SLF matrix element F[r,s,u,v] as

k
Flr,s,u,v] = (Z Ui[a,j]Vi[B,j]T) +ulof, (D
j=1

where Uj[a,, j] is an element in the surface map of clus-
ter i at row o and column j; similarly, V;[B, j] is an element
in view map of cluster i at row B and column j. The sum-
mation in Equation (7) is an inner product between a row
in U; and V;. Note that in practice we have one surface map
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U and several view maps V;, 1 <i < 1. Hence, U;[:, j] with
j =1...k, represents all the principal vectors inside U that
have cluster ID equal to i. Additionally, Equation 7 allows
us to render a shape in one pass. It is not required to render
each cluster separately (Section 4). As a result, the need for
super-clustering is removed. This technique was introduced
in [SHHSO03] to reduce the overdraw of a triangles with ver-
tices belonging to different clusters.

Figure 2: Schematic view of SLF reconstruction during ren-
dering

To apply Equation (7) to a ray tracer or a GPU based scan-
line renderer, we need to convert a point p(x,y,z) and a di-
rection d(x’,y’,7’) to surface and view map row indices (c
and PB). To address surface map, we fetch texture coordinates
of p (the intersection point). Then we find four nearest points
in the surface map. Due to uniform sampling, this can be eas-
ily done by clamping or rounding 1; X and 1Y, where 1; and
1, are interpolated texture coordinates of point p; X and Y
are sampling resolution of texture space. The final surface
map value for p is calculated by bi-linear interpolation of
four neighboring points. As described in Figure 2, the blue
arrow and circle correspond to the main view vector and its
intersection point with the surface, respectively. The black
arrows and circles are four nearest neighbors to the inter-
section point. The weights are calculated as the inverse of
the Euclidean distance between (11,1, ) for main intersection
point and the four nearest points. This is shown for a point
in Figure 2 as the two-sided dashed green line.

To address the view map, we apply a similar procedure.
We use the same neighboring points in order to calculate
four direction vectors. For the main direction and each of the
four additional direction vectors, we first calculate parameter
space coordinates of them by applying Equation (2), getting
&) and &;. Then, each (§,&;) coordinate set is discretized
as (§1Z,&,W), again resulting in four view map indices for
each. This is shown as red arrows for one of the nearest
points in Figure 2. For simplicity of the illustration, we did
not include red arrows for other neighboring points. In order
to interpolate view map values of a point, the weights are cal-
culated as the difference between the main direction vector
and the four nearest direction vectors (red arrows in Figure
2). This is expressed as w; = @i fori=0...3; where ||
represents a dot product and d; are nearest direction vectors.
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The final view map value of the main direction is a weighted
average with weights calculated before for spatial interpola-
tion. This type of interpolation leads to seamless reconstruc-
tion of the SLF function (Section 5).

4. Implementation

The data generation stage was implemented as a renderer
(C++ class) in PBRT [PHO4]. We chose to implement a
renderer rather than a surface integrator in order to exper-
iment with different surface integrators. The renderer’s in-
put is a set of shapes flagged as SLF and non-SLF. For a
SLF shape, we generate SLF matrix, compress it and then
store both compressed and non-compressed data to disk. If
a shape is flagged as non-SLF, we ignore it during data gen-
eration. Data generation parameters are divided in two parts.
Parameters such as sphere sampling and compression meth-
ods that are unique for all shapes are provided by the ren-
derer. On the other hand, [X,Y,Z,W.k,n] are provided per
shape. Therefore one can define various settings based on
material complexity of a shape. We will use the same no-
tation when presenting our rendering results. The renderer
first computes the position map, a two dimensional array of
points (Section 3), followed by a bucket of outgoing direc-
tions for each point. The point and the bucket of directions
are given to a thread for computing outgoing radiance val-
ues using a surface integrator. Afterwards, the data is stored
in Fg, Fg and Fp at a row corresponding to the point; then
the thread terminates. This is iterated XY /g times, where g
is the number of available processors.

The K-Means was performed by an optimized multi-
processor implementation, provided by Wei-keng Liao
(http://users.eecs.northwestern.edu/~wkliao/). We imple-
mented the modified power iteration (Algorithm 1) using the
Eigen 3 library (http://eigen.tuxfamily.org) for matrix and
vector algebra. The error tolerance, €, was set to le-12 and
the maximum number of iterations, ¢, to 1000. The param-
eter ¢ ensures finite loops and since we handle numerical
fluctuations by monitoring the error, it is guaranteed that v,
for p = ¢, will have the least error.

We implemented a PBRT based renderer for offline ren-
dering and a GPU based renderer using DirectX. For offline
rendering, we do not use a surface integrator since the in-
coming radiance to the camera can be directly acquired from
compressed SLF data. Providing a scene containing SLF and
non-SLF shapes, we compute radiance for rays that inter-
sect SLF shapes. To evaluate outgoing radiance for non-SLF
shapes, we evoke the default integrator, e.g. path tracing.
Our implementation does not support light transport between
SLF and non-SLF shapes although they can exist in the same
scene.

For real-time rendering, we store surface and view maps
in 3D textures. Each slice of this texture contains an ap-
proximation term for a surface or view map. We can also
store each approximation term in separate textures. But due
to hardware limitations, this will limit the number of PCA

32

terms, k, to a small value. Another advantage of using a
volume texture is that we can change the number of PCA
terms in real-time; that is, specifying a smaller value than
k in Equation 7 or equivalently sampling fewer slices from
the volume texture. As mentioned earlier, the compression
stage generates one surface map and 1 view maps, where 1
is the number of clusters. Therefore, the size of the 3D sur-
face map will be X x Y X k. For the 3D view map the size is

ZxWx[yMm].

We tile individual view maps for each cluster in a sequen-
tial order. The same pattern is used for additional slices.
There are two ways for addressing individual view maps
inside the 3D view map during rendering. We can create a
2D texture, cluster map, of size [\/Tﬂz with two compo-
nents where each element points to the top-left corner of a
view map across all slices. Correspondingly, we can calcu-
late the address in the pixel shader given 1, Z and W. The
first method is less expensive considering the fast texture
lookup in modern hardware; it is also more straightforward
to implement.

We implemented the real-time renderer utilizing DirectX
9.0. The surface, view and mean maps are 128-bit, 4-channel
floating point textures. Cluster IDs are encoded in alpha
channel of the mean map while the value for [,/n] is pro-
vided as a global parameter. Consequently, after fetching a
mean map texel and extracting its alpha value, we can sam-
ple the cluster map. Returned values are texture addresses
for top-left corner of a tile in view map. Having this base
address, we fetch the exact texel inside a tile by adding the
scaled &; and &; values in Equation 2. Because of HDR tex-
tures, the real time renderer requires a tone mapping opera-
tion as the final stage.

5. Results

Rendering results of our method is shown in Figure 3. The
scene consists of a diffuse Cornell box, a diffuse torus and
two specular spheres. For specular surfaces, the roughness
parameter is set to 0.02. The mesh for the pink specular
sphere is distorted intentionally. The left wall is textured
with a relatively high frequency texture. As it can be seen
in Figure 3, our uniform sampling method can reconstruct
this texture with minimum aliasing or noise, despite the fact
that it has four vertices only. Previous methods based on sur-
face primitive partitioning of SLF fail on cases like this. Data
generation and compression parameters for each shape is in-
cluded in Table 1. In addition, we used a box filter of width
5 for interpolating radiance along super sampled sphere di-
rections (Section 3.1). Sphere samples were generated using
low-discrepancy sampler in PBRT. For the reference image
we used the photon mapping integrator with 400000 pho-
tons and 64 final gathering samples. The resolution was set
to 1024 x 1024 and we used 256 samples per pixel. Our CPU
based renderer was configured accordingly but with the dif-
ference that we used only 8 samples per pixel. This value
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(@)

(b)

(c)
Figure 3: Rendering results for our GPU based renderer (a), the CPU based renderer (b) and the reference image (c)

Table 1: Per-shape parameters and timing results for three stages of our method.

Shape X Y Z W k n Data Gen. Comp. CPURend. GPURend. Ref. Rend.
Walls (average) 256 256 32 16 1 1 144 min 1.7 sec - - -
Torus 256 256 32 16 1 1 58 min 1.7 sec - - -
Blue sphere 256 256 64 32 8 256 946min 24 min - - -
Pink Sphere 256 256 64 32 8 256 832 min 27 min - - -
The scene - - - - - - 1980 min 51 min 16.7 sec 120 FPS 202 min

was enough since our rendering method internally interpo-
lates radiance in spatial and angular dimensions. The image
resolution for GPU renderer was set to 1920 x 1080.

Our performance results for three stages of the algorithm
are illustrated in Table 1. The rendering parameters are the
same to those mentioned earlier and the data generation
stage uses the same photon mapping parameters. As illus-
trated, for diffuse surfaces we used the least amount of clus-
ters and PCA terms (k = 1 and n = 1). For specular shapes,
we set k = 8 and 1 = 512. Although we can increase k and
reduce 1 while getting the same image quality, according to
Equation 7 it will result in severe performance lost. Addi-
tionally, increasing k will affect the size of view map and
surface map (Equation 5) while n only has impact on the
view map. Comparing the rendering time for the reference
renderer with our CPU renderer, we can conclude that our
renderer can be used for fast realistic rendering of novel
views of static scenes. We tested our results using a PC with
a quad-core Intel Xeon processor and a NVIDIA GeForce
8800 Ultra. Using a PC with more cores will improve data
generation and compression performance linearly due to the
fact that all the stages utilize parallel processing.

6. Conclusions and Future Work

We presented a framework for creating, compressing and
rendering SLF data that can be used for viewing static scenes
with global illumination effects. Our SLF representation de-
couples radiance data from geometric complexity by using
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uniform sampling of spatial dimension. We also showed that
the application of CPCA on SLF data can lead to relatively
high compression ratios while preserving view-dependent
high frequency details. Additionally, we presented an effi-
cient rendering algorithm that can be used for real-time or
fast off-line rendering of scenes with complex materials. Al-
though we focused on computer-generated radiance data, the
compression and rendering algorithm can be simply applied
to re-sampled data of captured digital images.

Our future work is mainly concentrated on compression,
rendering and interpolation. We seek to analyse various com-
pression techniques on SLF data. Of course this is dependent
on the representation of discretized SLF function. Whether
we see it as a tensor or matrix, different compression tech-
niques can be applied. Wavelet analysis, Tensor approxima-
tion [RK09, TS06] and sparse representations [RK09, BEOS]
have been successfully applied for compression. Using our
presented representation, we can compress the surface map
and the set of view maps further by utilizing aforementioned
techniques. Having a smaller compressed data with minimal
loss allows us to increase the size of uncompressed SLF ma-
trix by sampling more densely, leading to better image qual-
ity with little rendering overhead.
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Appendix: Modified Power Iteration

Let F be a m X n matrix that represents SLF data of a cluster.
Computing SVD of F yields F = U pvT. Our goal to com-
pute a m X k matrix UD and a n X k matrix V in a way that
F=UVT best approximates original matrix F. The power
iteration method computes the first k eigenvectors of the ma-
trix A=F'F , the covariance matrix of size n x n. When
m < n, we compute the m X m matrix FF T Now the eigen-
vectors are F’s left singular vectors and the right singular
vectors can be computed as vl =uTp7'F.

Algorithm 1: Calculate ¥ = U VT where F is m x n, U
ismxkandVisnxk

Require: m > 0,n > 0, k > 0, ¢ is maximum number of iterations for v, or U,
convergence and € is the error tolerance
if M > N then
forp=1—kdo
Ap « FTF
Vp < random N X 1 non-zero values
p = /119yl
forz=1— cdo
Vp < ApY),
Ap < Ivpll
G [1vp = 9|
if 6 <€orc > 6 then
break
end if
6o
Vp < Vp
end for
Up <= FVp/hp
maxy < max(abs(Up)) and  max, < max(abs(Vy))
X /manghy fmax,
Up < ApUp/x
Vp <= KVp
FF—upv)
U(:,p) <= Up and V(:,p) <V,
end for
else {N < M}
forp=1—kdo
Ap + FFT
0p « random M X 1 non-zero values
0p < 0p/10, |
forz=1— cdo
Up + Ap0,
Ay — 10l
6 |lup = 0pll
if 6 < €orc > 6 then
break
end if
6+ o©
0p < Up
end for
Vp UZF/}»
maxy <— max(abs(Up)) and  max, <— max(abs(V,))
K \/mavahy fmax,
Vp < ApVp/x
Uy < KUp
F <+ F—upv,
U(:,p) <= Up and V(,p) <V,
end for
end if
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Abstract

The domain of medical imaging is naturally moving towards methods that can represent, and account for, local
uncertainties in the image data. Even so, fast and efficient solutions that take uncertainty into account are not
readily available even for common problems such as gradient estimation. In this work we present a CUDA imple-
mentation of Normalized Convolution, an uncertainty-aware image processing technique, well established in the
signal processing domain. Our results show that up to 100X speedups are possible, which enables full resolution
CT images to be processed at interactive processing speeds, fulfilling demands of both efficiency and interactivity

that exist in the medical domain.

Categories and Subject Descriptors (according to ACM CCS):

Generation—Line and curve generation

[.3.3 [Computer Graphics]: Picture/Image

1. Introduction

An uncertainty-aware visualization pipeline has previously
been acknowledged as a necessary development to pro-
vide reliable visualization tools in critical application ar-
eas such as medical diagnosis [Joh04, KS08]. Nevertheless,
uncertainty-aware visualizations are still the exception rather
than the norm. In visualization, uncertainty arise and prop-
agate in each step of the pipeline, having significant im-
pact on the final image [LLPYO7]. A particularly pertinent
sub-domain is low-dose medical imaging. Serious concerns
about the dose levels in current clinical practice has recently
been raised [BA10] and methods to retain diagnostic im-
age quality at increasingly lower dose levels are highly re-
quested. The work in this paper comprises one step towards
the development of a fully uncertainty-aware pipeline.

Image processing frameworks for dealing with uncer-
tainty have previously been presented in the Signal Process-
ing community [Kay01], and the idea of separating values
of the signal from the certainty of the measurements has a
long history [Gra78, GK83, Knu89]. However, for achiev-
ing widespread medical use, algorithms must not only be
robust and accurate but also fast. User evaluations [LP11]
have shown that efficiency is one of the most challenging
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aspects of the medical work flow. In this work we focus on
the Normalized Convolution (NC) [KW93a] framework for
which we present a CUDA based implementation. Previous
approaches using NC have been limited in practice by their
exceedingly slow runtime speeds, an effect of the local adap-
tivity of the filters. In contrast, our parallelized CUDA im-
plementation yields speedups in the order of 100X. To high-
light the usefulness of our approach, we have chosen to ex-
emplify the impact of uncertainty in medical image process-
ing by focusing on estimating gradients from noisy data.
Local image gradients are used in a multiple of common
mid-level processing tasks such as edge-detection [Can86],
shading [HKRs*06] and transfer function design [KKHO02],
and are therefore of high importance in any visualization
pipeline. The main contributions of this work are

1. Based on the existing theory of Normalized Convolution,
we present a framework for fast processing of uncertain
medical image data, including discussions on hardware
optimizations and numerical considerations.

2. Using a highly optimized CUDA implementation of
Normalized Averaging and Normalized Convolution we
achieve a 100X speedup compared to previous work.

It should be noted that although this paper focuses on
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Figure 1: Demonstration of the power of normalized aver-
aging for restoring an image from only 10% of the original
pixel values. Left: The original image. Middle: Image with
90% of the pixels removed. Right: The result of applying nor-
malized averaging to the lossy image (a special case of Nor-
malized Convolution with a single constant basis function).

gradient estimation to highlight the effects of uncertainty,
the method is independent with respect to the chosen
basis/estiamtion desired. Other common convolution pro-
cesses, such as curvature estimations, bilateral or anisotropic
filtering would be affected in similar manner.

2. A Motivational Example

Consider a constant image [1 1 1] on which we apply a box
filter [1 1 1]. The expected response is (1+1+1)/3 =1
where the division by 3 is the natural filter normalization.
Now consider the case where we have a dropped sample such
that the same filter is now applied to the image [* 1 1] with a
certainty of [0 1 1]. There are two naive ways to do this. Op-
tion one is to discard the uncertainty information (effectively
interpreting * as 0) and filter the image as (0+1+41)/3 =
0.67. Option two is to discard the uncertain sample and cal-
culate a new filter normalization (1+1)/2 = 1. This is called
normalized averaging, and works well for the smoothing fil-
ters as demonstrated in Figure 1 where a decent image re-
construction has been achieved even after 90% of the pixels
were dropped.

Now, lets see what happens in the case of a gradient filter,
such as the central difference operator [-1 0 1]. Dropping a
sample as in the example above leads to an effective adjust-
ment of the filter from [-1 0 1] to [* O 1]. It is easy to see
that any constant offset in the image will now affect the filter
response, which is not what was intended. It is important to
note here that calculating a new filter normalization does not
fix the problem. This is evident in Figure 2 where only 30%
of the pixels have been removed but the gradient estimation
is very poor.

In a more formal way, the operator [-1 O 1] can be in-
terpreted as a basis vector used to analyze the signal. It is
clear that getting a correct response is dependent upon its
orthogonality to the constant vector [1 1 1]. Under the influ-
ence of uncertainty, this orthogonality cannot be guaranteed.
As we shall see in the next section, normalized convolution
provides a general framework to handle this problem. See
Figure 3.
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Figure 2: Demonstration of the limitations when adapting
normalized averaging for gradient estimation of lossy im-
ages (30%). Left: Original image. Middle: Lossy image.
Right: Gradient estimation using filter weight normalization.
It is evident that normalization of filter weights, which works
well for smoothing filters, fails to produce sufficient results
for gradient estimation of the lossy image.

Figure 3: Demonstration of the power of normalized con-
volution in gradient estimation of lossy images (30%). Left:
Original image. Middle: Lossy image. Right: Gradient esti-
mation using normalized convolution. Normalized convolu-
tion ensures the best possible estimations based on the given
set of uncertainties for each pixel neighborhood in the im-
age.

3. Normalized Convolution Framework

The concept of Normalized Convolution (NC) was first intro-
duced by Knutsson and Westin [KW93b, KWW93] to enable
analysis of signals with locally varying sample certainty. Un-
certainty in signal values can for example stem from known
sensor dropouts (such as overexposed pixels in a camera),
transmission errors, filtering of signal borders etc. Gener-
ally, the certainty of a signal element is modeled in the range
[0..1], where 1 corresponds to a fully known element and 0
to a missing sample. In this section we will introduce the
basic notions of normalized convolution as a local subspace
approximation of a signal using a weighted metric, where
weights are proportional to the signal certainty.

Normalized convolution have been used and extended
from the original derivation in a number of works, notable
is the thesis by Farnebéck [Far02], providing a comprehen-
sive study on the use of NC for local polynomial expan-
sions. The thesis also provides connections between NC
and weighted least squares. Miihlich and Mester [MMO04]
also showed that NC can be interpreted in a statistical
signal processing framework. More recently, connections
has been found between NC and several modern filtering
paradigms [Mil], such as non-local means [BCMO5], the
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bilateral filter [TM98] and moving least squares [LS81].
Specifically, the difference between the methods can be
shown to dependent only on the metric chosen in each lo-
cal neighborhood.

3.1. Local Subspace Approximation Through
Convolutions

In this section the basic signal processing framework used in
NC is presented. Due to the limited scope of this paper, the
reader is assumed to be familiar with basic concepts such
as biorthogonal systems, dual coordinates, the metric ten-
sor and inner product spaces (12). More details can be found
in [Kre89, GK95].

Given a discrete signal s(k) and a finite filter f(/) with N
taps, we can use convolution to compute a filter response,

h=sxf (1
which can also be interpreted as an inner product,
h(k) = (s(k+1), f*(=1)) ©)

This allows us to interpret convolution as a projection. Con-
volving s(k) with a series of filters fi (), where m = 1..M,
gives M filter responses Ay, (k). These filter responses can be
interpreted as the dual coordinates ¢ of the signal in the local
filter basis. For M filters of length N we get a basis matrix B
of size N x M. This gives the local metric (or metric tensor)
as

G =B"GyB 3)

where Gy is the metric for the orthonormal cartesian coordi-
nate frame. In the trivial case, this metric is defined by the
identity matrix. From the dual dual coordinates and the met-
ric we get

=G (k) )

with the coordinates ¢ providing an expression for the local
signal relative the basis given by the filters. For example,
choosing the filters to be local polynomials {l,x,y,xz7 yz}
we can approximate the Taylor expansion of a local signal
region.

We can also interpret this subspace projection operation
using a familiar least squares terminology. Consider a vec-
tor, v.€ V and a subspace U C V such that v =v) +v, with
vy €U and vy ¢ U. Least squares methods are then con-
cerned with minimizing || v — v ||. If B is a base in U and
¢ a set of coordinates describing v in B, then this is the
same as minimizing || v — Bc ||= (v — Bc)*Gy(v — Bc). In
classical linear algebra, the solution to this problem is given
by the normal equations, stating that ¢ = (B*GoB) ~'B* Gyv.
Comparing this with Equation 4 we can identify the dual co-
ordinates ¢ as B*Gyv and the metric G as B*GB.

So far, nothing apart from traditional image filtering has
been introduced. All we have done is to interpret filtering
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at any given point in the image as a projection of a local
patch of the image into a subspace spanned by a set of basis
vectors.

3.2. Incorporating Filter Applicability

For our problem setting, we are interested in weighting the
subspace projection (which can be seen as a least squares
estimate) by a suitable applicability function, a(l), describ-
ing the influence of neighbor pixels on the center pixel. To
achieve this, instead of convolving the signal, s(k), with the
filters directly, we first multiply them with the applicability
function to obtain a suitable localization of the filter basis.
Thus we use filters defined as

gm(l) = a(=1) fin(=1) ®)

where a(/) is chosen to be a localizing function such that
a(l) > 0, such as a Gaussian function.

Convolving s(k) with gm (1) gives
hn(k) =Y s(k+1)gm(—1)
l

=Y s(k+Da(l) fm(1)
[

(6)

O]

which describes a generalized inner product between s(k)
and f;,(I), where the weighting is provided by a(l). This
generalized inner product redefines the metric in the trivial
basis as

Go = diag(a(l)) ®)

which leads to an expression of the metric in B as
G=B"GyB )
= B*diag(a(l))B (10)

It is worth to note here that the matric G is still invari-
ant as to where in the image the convolution is applied. In
other words, the metric we use for our projection is always
the same. With the introduction of uncertainty, this will no
longer hold.

3.3. Incorporating Uncertainty

Given a signal s(k) and accompanying signal certainty r(k),
we can allow the inner product to adapt to the local uncer-
tainty of the signal. Incorporating the signal certainty in the
convolution gives

hn(k) =Y s(k+1)r(k+Da(l) fm(1) (11
l

corresponding to a weighted inner product between s(k) and

fm (1), where the weights are set according to r(k + )a(l).

This ensures that low certainty entries in the signal are given

less weight when estimating neighborhood pixel regions. As
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r(k) varies with position, we thus get a position dependent
metric Go(k).

Go(k) =diag(a(l)r(k+1)) (12)

In the filter basis, B, we can write the metric as
G(k) = B*Go(k)B (13)
= B*diag(a(l)r(k+1))B (14)

and the local coordinates of the filter basis is given by insert-
ing this expression into Equation (4)

¢ = (B*diag(a(l)r(k+1))B) ™" hu(k) (15)

It is important to note that the metric is no longer spatially
invariant, meaning we have to recompute G~ ! at each point
in the image. The spatial invariance also has the implication
that the convolution will always be non-separable, indepen-
dently of which filters that are used. Both of these things will
impact the optimizations described in Section 4.

3.4. NC Optimization by Pre-computation

Computing the coefficients for every point using Equa-
tion (15) is a costly, as both a matrix inverse and several
matrix products need to be evaluated. Explicitly expressing
the computations with inner products and vector multiplica-
tions, denoting the columns of the base matrix B as b, where
m = 1..M, we can write Equation (15) as

(a-r-by,by) (a-r-by,by) (a-r-by,s)
= : : :
(a-r-by,by) (a-r-by,by) (a-r-bm,s)
(16)

Using the properties of the inner products, this can be rewrit-
ten as

{(a-by-by,r) {(a-by -by,r) (a-by,r-s)

c= : : :
{a-by -bY,r) {a-by -byy,r) (@-bm,r-s)
a7

Pre-computing the quantities (a-b; - b7), (a-b;) and r- s for
all i,j = 1...M, significantly decreases the total number of
multiplications necessary for each point/pixel in the signal.
See [Far02] for more details.

4. Implementing Normalized Convolution in CUDA

This section will highlight and explain strengths and diffi-
culties of performing normalized convolution on the Nvidia
CUDA platform. In short, CUDA [Nvi09,Nvil0] is a paral-
lel computing architecture developed to provide a C, or even
C++, like interface to modern GPUs. Hierarchial layers of
computational resources and memory provide opportunities
to exploit parallel computation, coalesced access to global
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memory, utilization of fast shared memory, loop unrolling
and latency hiding.

This section will begin by summarizing some of the key
optimizations that can be used to speed up any non-separable
convolution and will then proceed to difficulties related to
normalized convolution. The impact of the optimizations on
system performance is presented in Section 5.

A note on the word kernel: CUDA programs are called
kernels, so to avoid the ambiguity between filter kernels and
CUDA kernels we will henceforth simply refer to filters as
filters while a kernel always refer to a CUDA program.

4.1. Optimizing Non-separable Convolution

Non-separable filtering is typically performed on patches of
42— 16° pixels on a version of the image that has been
padded to the nearest multiple of 16. With one thread per
pixel, this pattern allows fast coalesced reads over both im-
age dimensions, copying one image patch to the shared
memory of each available multiprocessor. Any additional
boundary padding necessary for filtering (half the size of
the filter) is typically copied as a secondary step or by ad-
ditional threads. Highest performance is typically achieved
when the patch size is as large as possible without over-
flowing the shared memory. Another important optimization
used in this work is loop unrolling which, as explained later,
is available ‘for free’ as the implementation already utilizes
template functions. The next section will discuss optimiza-
tions specific for Normalized Convolution.

4.2. Optimizing Normalized Convolution

In Section 3.1, we saw that the main mathematical differ-
ence between standard and normalized convolution is that
the subspace into which the signal is projected changes spa-
tially in the image (due to the uncertainty). What this means
in terms of computation is that we need to build, and invert,
the metric matrix at each pixel.

There is plenty of documentation available for large ma-
trix inversion using CUDA. There are, however, very few ex-
amples where matrices have be inverted on a per-thread ba-
sis (which is the case in normalized convolution). Applying
standard, serial methods for matrix inversion is often prob-
lematic as these rely on recursion, a feature not present in
the CUDA programming language.

The matrices that need to be inverted are M X M where M
is the number of bases. These matrices are typically small,
i.e. M <7, but still require iterative solutions if M > 3. The
iterative matrix inversion used in this work is based on the
classic formula of scaling the adjoint matrix, Equation 18:

7o (A) «Adj(A)

Although this method is known to be computationally ex-
pensive and suffer from numerical inaccuracies for larger

! (18)
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matrices it was deemed sufficient for the scope of this work.
The computation of the determinant typically uses a recur-
sive scheme with one dimensionality reduction per recur-
sion. This is also true for the computation of the co-factor
matrix as it relies on computation of determinants for a range
of sub-matrices. This recursive process is performed through
template instantiation using the following syntax.

template<int M> __device__ float Determinant(...)
{ ... Determinant<M-1>(...) ... }

template<> __device__ float Determinant<3>(...);

template<> __device__ float Determinant<2>(...);

template<> __device__ float Determinant<1>(...)

B

This effectively instantiates a unique function per recursion
step, and thus circumvents the problem that no function may
call itself. It is important to note, however, that the manual
instantiation of M = 1 is necessary or an infinite number of
functions will be instantiated, [M, —oc]. The manual instan-
tiations of M = 2 and M = 3 are provided for optimization
purposes.

While function instantiation allows us to execute recursive
processes, it also comes with a memory cost. The determi-
nant function, for example, need to allocate a small array to
hold a sub-matrix. If the ‘recursive’ call to the next deter-
minant function is done within the scope of this allocation,
the result is that subsequent allocations will be performed
on each level of the recursive process. Now, remember that
this is performed on a per-thread basis and that the amount
of available registers and shared memory is small. The ef-
fect of this is that inversion of large matrices (M 2 5) will
be significantly slowed as the shared memory is overflowed.
Exactly when this happens depend on multiple factors, in-
cluding filter and patch sizes.

4.3. Implementation

This section will provide a few additional notes on the
CUDA implementation of normalized convolution. First, the
allocation and utilization of the various memory types in
CUDA will be detailed.

__shared__ float s_datal...];
__shared__ float r_datal...];
__constant__ float precomp_abb|...];
__constant__ float precomp_ab|...];

The two shared memory buffers, s_data and r_data, are al-
located on a per-block basis and are initiated with the appro-
priate patches of the image and its uncertainty information
during kernel launch. The two constant arrays are allocated
on a per-grid basis and are initiated from the host code. pre-
comp_abb and precomp_ab hold the applicability and pre-
computed tables described in Section 3.4.

As constant memory cannot be allocated dynamically, an
upper boundary must be set for the number of bases and fil-
ter size. The simplest way to do so is to use pre-processor
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macros (i.e, #define). Similar to the template situation, a
fairly straightforward way to achieve flexibility even when
using ’fixed” values is to compile the same code multiple
times with different macro values and then select the ap-
propriate one during runtime. This is another example of a
tradeoff between speed and flexibility in CUDA.

With the maximum number of bases, maximum kernel
size and patch size denoted K, M,, and T respectively.
Then, the two patches of shared memory requires (T + 2
Km) * (T +2 % Ky floats each, and the two constant arrays
Mm2 * sz and M, * sz floats respectively. In our imple-
mentation, patch size is set as a pre-processor macro but
could potentially be passed as an argument as CUDA does
support dynamic allocation of shared memory.

In the next section, the CUDA implementation is com-
pared to a C++ implementation. The C++ implementation is
to a large degree identical to the CUDA code, but use a se-
ries of for-loops to account for the lack of parallelism on the
CPU.

5. Results

To evaluate how normalized convolution performs in CUDA,
different implementation options were timed separately.
These are presented here, followed by a general discussion
in Section 6. All performance tests were performed at an im-
age resolution of 512 x 512 pixels using a 2.67GHz CPU
paired with a Nvidia GTX560Ti GPU.

First, the CUDA implementation is compared to a C++
implementation. Results can be found in Figure 4. As ex-
pected, the CUDA implementation is significantly faster
over the entire parameter space. The CUDA implementation
also displays little dependency on filter size thanks to the
utilization of fast shared memory cache and registers. At the
same time, however, a steeper increase in computation time
is evident for cases with more than 4 bases. This steep per-
formance increase is likely an effect of the increased mem-
ory consumption, forcing more samples to be taken outside
of the GPUs fast local registers.

Second, the CUDA specific effects of patch size, memory
layout and template usage were investigated. Figure 5 dis-
plays the performance impact when using template instan-
tiations instead of relying on function parameters for con-
figuring the number of bases and filter size. The template
instantiation is nearly twice as fast as a result of loop un-
rolling and compiler optimizations. Figure 6 shows the ben-
efit of utilizing shared memory in favor of the slower global
memory. Naturally, utilizing shared memory is increasingly
important the more memory that is read, such as for increas-
ing filter sizes. Figure 7 shows the impact of computational
speed when varying the patch size. As expected, larger patch
sizes results in faster computation times. One reason for this
is the increased occupancy of the various levels of compu-
tation on the GPU. Larger patch sizes also reduce the rela-
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Figure 4: C++ vs. CUDA. Top: C++ timings, in millisec-
onds, for varying number of bases and filter size. Bottom:
CUDA timings, in milliseconds, for varying number of bases
and filter size. The CUDA implementation is approximately
100 times faster but also displays more drastic increase in
time consumption for higher number of bases, M > 4. It
is also worth to note that the filter size has less impact in
the CUDA implementation thanks to the utilization of shared
memory.

tive size of the filter skirt area (the pixels outside the patch
but inside the filter radii). As a side note, this is a problem
with non-separable filtering in general if the dimensionality
of the images increases, as the relative area of the necessary
boundary padding for each patch increases.

Figure 8 shows normalized gradient estimation on a real
world data set where the fop row contains (float left ro right);
the reference image, lossy image and the uncertainty map.
The middle row shows three types of gradient estimation on
the reference image and the bottom rows shows the same
gradient estimations on the lossy image. The three types of
gradient estimation are (from left to right); no uncertainty
compensation, re-weighted filters, and normalized convolu-
tion. The example is taken from a series of Computed To-
mography images acquired at varying levels of dosage. the
reference image was acquired at a dosage of 180mAs while
the low-dose image was acquired at 12mAs. The uncertainty
image was extracted by taking the absolute difference of the
two images. It should be noted that the scans were taken
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Figure 5: Templates are used as they offer a decent trade-
off between hardware optimization and program flexibility.
Two variables are considered here; the number of bases and
the filter size. Passing these variables as function arguments
nearly doubles the computation time relative the case where
the values are ‘fixed’ as template arguments. The downside
to templates is that a large number of functions must be in-
stantiated in order to cover all combinations of values.
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Figure 6: Utilization of shared memory is essential in con-
volution as any given memory position is samples multiple
times when applying a filter over a series of neighboring
pixels. The larger the filter, the more important the shared
memory becomes. The timings were performed using tem-
plate functions with a three base setup.

consecutively for the purpose of post-mortem imaging, so
no registration was necessary to align the images. This is
obviously a fabricated case, as we naturally would not have
access to the high dose image when scanning live patients or
would work directly on the high dose image in post mortem
cases. It does, however, serve the purpose of highlighting
how large of an effect uncertainty can have on gradient esti-
mation in medical imaging.

6. Conclusions

In this work we have taken one step towards an uncer-
tainty aware pipeline for medical imaging. Normalized con-
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Figure 8: Noise reduction in gradient computation on low-dose Compute Tomography (IdCT) images. Top row: High dose im-
age (reference), low-dose image, difference image depicting noise in the [0, 1] range. The middle and bottom rows show gradient
computation on the reference and low-dose image respectively. Left: Uncertainty has been discarded. Center: Using normalized
averaging. Right: Using Normalized convolution. Normalized convolution clearly provides a better approximation of the gra-
dients under the presence of uncertainty. The images were generated using a symmetric Gaussian applicability function with
o> =2and a filter size of 11 x 11 pixels. The CT data resolution is 512 x 512 pixels.

volution, an established uncertainty aware image processing
technique, has been implemented in the CUDA program-
ming language to meet the high efficiency demands of the
medical domain. We have demonstrated the importance of
maintaining an uncertainty aware pipeline by showing the
effect uncertain samples can have on gradient estimation.

However great potential CUDA has for speeding up com-
putation of normalized convolution, it is not without limi-
tations. As expected, computation time and storage require-
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ments grow drastically with increased number of bases. This
is, to a large degree, dependent on the chosen scheme to
solve the linear system. Since the primary focus for this work
was gradient estimation, it was deemed sufficient to use the
scaled adjoint matrix and solve the system by using the in-
verse. For larger systems, however, more efficient and nu-
merically robust approaches would be necessary. Memory
consumption in particular will become a major concern as
the number of bases grows and local/shared memory is over-
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Figure 7: The effect on CUDA performance when varying
the patch size. While the patch size should be as large as pos-
sible it is limited by the memory consumption of the threads
it triggers. The timings were performed using template func-
tions with a three base setup.

flowed. We did experience numerical errors in the matrix in-
version process when dealing with larger matrices which fur-
ther indicates that finding the inverse by the adjoint is only
valid solution when dealing with low number of bases. Fu-
ture work will naturally go towards alternative solutions to
solve higher dimensional linear systems under the constraint
of limited fast memory.
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Abstract

Researching formal models that explain selected natural phenomena of interest is a central aspect of most scientific
work. A tested and confirmed model can be the key to classification, knowledge crystallization, and prediction. With
this paper we propose a new approach to rapidly draft, fit and quantify model prototypes in visualization space. We
also show that these models can provide important insights and accurate metrics about the original data. Using
our technique, which is similar to the statistical concept of de-trending, data that behaves according to the model
is de-emphasized, leaving only outliers and potential model flaws for further inspection. Moreover, we provide
several techniques to assist the user in the process of prototyping such models. We demonstrate the usability of
this approach in the context of the analysis of streaming process data from the Norwegian oil and gas industry,
and on weather data, investigating the distribution of temperatures over the course of a year.

Categories and Subject Descriptors (according to ACM CCS): 1.3.6 [Computer Graphics]: —Interaction techniques
G.3 [Probability and Statistics]: —Time series analysis

1. Introduction

Modeling is an essential part of scientific work. To be able to
learn from observations and to utilize the gained knowledge
for subsequent analysis, such as prediction, the modeling of
the observed phenomenon in some sort of a prototype is cru-
cial. Also, central to science is that model hypotheses are
tested, refined and validated, or possibly rejected after test-
ing. In the following, we consider a model to be a physical,
mathematical, or logical representation of a system entity, a
natural phenomenon or process, and that modeling is the act
of creating a model [Sil01]. In experiments or, as we will fo-
cus on, modern process logging, measurements and data is
gathered. Establishing a model on measured data often starts
by employing empirical / statistical tests with trial and er-
ror, finally ending up with a model prototype and the statis-
tical confidence on the model’s accuracy. When and if the
model prototypes hold up to scrutiny, one can aim to gen-
eralize these, and create a model template. The model tem-
plate can be thought of as a scale invariant model, something
that would fit to data irrespective to influencing factors, and
then used to quantify these factors. E.g., a model template of
time over height squared would, if applied to Galileo’s raw
experimental data, establish the gravity constant, along with
the statistical confidence of this value.
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Considering the visualization of particle paths in a toka-
mak (fusion reactor) as another example, we first consider
that the most obvious footprint of direct data visualization
is the fact that the particles intensely rotate — an observed
phenomenon that is principally important, but not really sur-
prising. To see this in a visualization might be interesting,
but shortly after confirming the expected rotation of parti-
cles, we want to proceed and look behind this phenomenom:
is there any secondary motion characteristic to be seen? To
actually check such a hypothesis, we can aim at abstract-
ing already understood and accepted aspects of the investi-
gated phenomenon from the data visualization. This abstrac-
tion leads to three results: (a) the finding itself, which will
undergo an externalization, where the finding is pulled out
of the visualization represented in a different form, and (b)
a residual data visualization — where the finding has been
subtracted from — which then allows for studying remaining
aspects of the observed phenomenon that do not follow the
model. In the case of the tokamak example, we can think
of an abstracted visualization of the particles, e.g., by us-
ing a Poincaré map (the main feature, i.e., the rotation of
the particles, is then no longer visible, but only off-rotation
deviations of the particle paths). This clears the view and al-
lows the user to gain a more thorough understanding of com-
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plex phenomena through iterated analysis, including model-
ing and abstraction. (c) since large scale movements or den-
sities of data are subtracted after the abstraction, this enables
the further study of features which might be a magnitude
smaller than the overshadowing and perhaps obvious fea-
tures.

With this paper we aim to introduce a novel iterative
workflow of assisted modelling, abstraction and subtraction
to completely map a dataset from the originally visualized
view to an abstracted and quantified one. To achieve this
goal, we first provide a novel technique to assist a user to
sketch locally optimal models, and then how to represent
these in an abstract and quantified manner. Our technique
is mainly applicable to data that can be mapped to a 2D rep-
resentation.

The remainder of this paper is organized as follows: next
we discuss some related work. Then we elaborate on the the-
oretical part of this work in Sec. 3, before we go into detail
with respect to our technique in Sec. 4. In Sec. 5 we present
results from the application of our approach and demonstrate
its usefulness in this context.

2. Related Work

Extracting well defined features is a related topic often stud-
ied in the field of flow visualization. Post et al. [PVH"03]
provides a good overview of the current state of art and how
the features are found, abstracted, and quantified. On other
phenomenons where the basic models is understood, data for
visualization can often be reduced or abstracted. Loffelmann
et al. [LKG98] use Poincaré maps as such a technique to
create abstractions of data, reducing the dimensionality, and
thus allowing the visualization of secondary features. On
data in which the model is not understood, Rheingans and
desJardins showed that inductive learning techniques, such
as self organizing maps (SOM), can construct explanatory
models for large, high-dimensional data sets [dR99, Rd0O].
Their technique employs an overlay of models and data vi-
sualization, and thus creates an implicit visual comparison
of model vs. data. Models as such are used in all sorts of
scientific work — it is therefore perhaps beyond the scope of
this work to reasonably discuss the role of models in sci-
ence and visualization. Examples reach as far as into model-
based segmentation of medical data (for example research
for cardiac diagnosis [ZSBHO8]) or into model-based object
recognition (such as for robot vision [CD86], for example).
These approaches show how models are used for classifica-
tion and segmentation. Often, they also utilize a difference
view, in which they show the match of a model to the data
(which here relates to our residual data visualization). By it-
eratively adopting our technique, we can find higher order
features, which are related to the field of multi-resolution
analysis and multi-scale modeling, such as wavelet-based
approaches [Wal04], for example. However, instead of fo-
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cusing on a decomposition in frequency domain, we capital-
ize on partial abstraction which is feature-based and local.

The obvious step after extracting features is to put them
to good use. Liu and Stasko [LS10] investigate how internal
representations (mental models) and external visualizations
relate to each other. The authors state that such mental mod-
els are used during visual reasoning to "simulate" the behav-
ior of the corresponding visualization system [LS10]. Our
approach helps the analyst to externalize such mental mod-
els, and compare the data to it. Shrinivasan and van Wijk
and Yang et al. have investigated how to effectively sup-
port an externalization of findings in visualization. Yang
et al. [YXRWO7] describe a system which allows users to
externalize findings, or nuggets, while exploring a dataset.
These nuggets are then added to a Nugget Management Sys-
tem, where clustering and meta-information, help the sense
making process. They also describe how visualization in this
nugget space prove useful as an abstraction of the origi-
nal data. Shrinivasan and van Wijk present the Knowledge
View [SvWO0S8] in which not only the findings are exter-
nalized, but also the interaction path that lead to it. Their
user study shows favorable results with respect to external-
izing knowledge in mind maps. Shrinivasan and van Wijk
and Yang et al. have investigated how to effectively sup-
port an externalization of findings in visualization. Yang
et al. [YXRWO7] describe a system which allows users to
externalize findings, or nuggets, while exploring a dataset.
These nuggets are then added to a Nugget Management Sys-
tem, where clustering and meta-information, help the sense
making process. They also describe how visualization in this
nugget space prove useful as an abstraction of the origi-
nal data. Shrinivasan and van Wijk present the Knowledge
View [SvWOS8] in which not only the findings are external-
ized, but also the interaction path that lead to it. Their user
study shows favorable results with respect to externalizing
knowledge in mind maps.

The visualization scheme utilized in this work, is highly
dependent on a frequency based technique that also supports
meaningful difference views. Daae Lampe and Hauser pre-
sented a technique [DH11b] that enables the continuous dis-
tribution of data, using kernel density estimates (KDE). This
technique also extends to support the continuous distribution
of data-samples that is temporally connected, in that it cre-
ates a line-kernel that connects these samples. Daae Lampe
et al. also effectively utilized these 2D KDE techniques for
difference views [DKH10] in an application that aimed to
generalize how to create multiple views that highlight the
differences in distributions between distinct categories.

3. The Basic Idea

One of the goals of this research is to effectively support
practitioners and scientists to analyze process data that is
streaming in or updated at considerable rates. We provide
an approach that allows users to rapidly prototype models
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Figure 2: A 2D version of the example in Fig. 3. The left images shows the (logarithmic) height-map after and before subtraction.
The middle image shows the quantified measures as read out from both the primary and the secondary feature (after fitting two
model prototypes). The image on the right shows the data, after abstracting the primary feature, clearly revealing the secondary

feature, even though it was almost completely hidden.
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Figure 1: Our proposed workflow: visualize and observe,
sketch and fit, externalize and subtract, then iterate.

for structures which the user identifies in a visualization of
the data. These model prototypes act (1) as parts of the ex-
ternalization of the user findings and (2) as means to quan-
tify the structures for subsequent user tasks. Accordingly, we
first focus on how to identify structures which lend them-
selves to model prototyping. We see two opportunities: ei-
ther the user has a conceptual model of what to look for (an-
alytic/confirmative setting), or she/he aims at creating one
by looking at the data (explorative setting). In the first case,
it is useful to integrate the anticipated model within the vi-
sualization, to get initial information on how well the data
fits the model. In the second case, it is useful to have a visu-
alization that supports the user in interactively prototyping
the model to then subtract it from the visualization, and get
immediate feedback on how well it fits.

From this description we extract our workflow: visualize
and observe, sketch and fit, externalize and subtract, then it-
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Figure 3: A(x) = N(0,1), C(x) =0.05N(1,0.2) and B(x) =
A(x)+C(x)

erate, as shown in Fig. 1. This figure is read from top left
then right or down. The data is visualized, and by obser-
vation an interesting feature is detected. The user selects a
suitable model template and by sketching onto the visual-
ization, creates an initial model prototype. Through further
sketching and automatic fitting, the prototype is finalized.
This complete prototype is externalized to model space, and
a residual visualization is created by subtracting the model
prototype from the data visualization. At this point the pro-
cedure can be repeated by observing another feature in the
residual visualization, selecting another template to proto-
type, and so on. To explain by example, we consider a test
dataset consisting of serveral random samples adhering to
two different normal distributions. One of these distributions
are of a magnitude smaller than the other one, and thus oc-
cluded. This dataset is shown in Fig. 2 and a simplified 1D
version of the same is shown in Fig. 3.

Visualize and observe: we first draw all the data and the
middle figure of Fig. 2 is shown. In this figure we observe
only a single normal distribution, and thus decide that this
would be a suitable candidate model.

Sketch and fit: in this second step, we pick the selected can-
didate model, the normal distribution, and mark its center
near the observed center directly in the visualization. Imme-
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diatly when the model is placed, an automatic fitting will
initiate and the sketched model will be optimized to fit the
data.

Externalize and subtract: the parameters from the, now
optimized, model are extracted and displayed. In our ex-
ample case, the normal distribution model yielded a mean
u = (0.02,0.01) and variance ¢ = (1.035,1.04), which is
close to the reference N([0,0],[1,1]). These parameters can
then be externalized, e.g., to a simplified table of extracted
results. After this, the density of this externalized model is
subtracted from the view, yielding the visualization to the
right in Fig. 2.

Iterate: Finally, now presented with the view where the
main feature is subtracted, we can start over again by observ-
ing the second feature as another normal distribution. After
sketching and fitting this second normal distribution, we can
extract the parameters N([1.004,1.004],[0.1989,0.2015]),
here compared to the reference N([1,1],[0.2,0.2]).

4. Interactive Model Prototyping

In this section, we explore the details related to the proposed
workflow, which are, visualization, model sketching and fit-
ting, externalization or quantification, and interactive con-
vergence.

4.1. Visualization

To support the proposed workflow we separate our visual as-
pects into three parts, the data visualization, the model pro-
totype illustration, and the residual visualization. The model
prototype illustration serves the purpose of giving a non-
occluding and condensed view of where all the previous
and the current model prototypes are located. Additionally,
the prototype illustrations act as handles for interaction. The
residual visualization serves several purposes. The first pur-
pose is to show how well the model fits the data, and the
second one is to then utilize the visual range better (through
a scale-up operation). Human perception, and thus visual-
ization, has a limited tolerance for range, e.g., there is finite
limit to how many colors we can distinguish, or a limited
range in how we can perceive brightness. By subtracting low
frequency, high amplitude, features, we can effectively and
automatically create a new and optimized range.

Streaming process data requires a direct in situ visualiza-
tion of the data, since it is constantly updated. The visual-
ization technique utilized here, is based on work by Daae
Lampe and Hauser. [DH11b], and 2D Kernel Density Esti-
mates (KDE). This technique visualizes a large set of sam-
ples, but displaying the convolved sum of kernels, one per
sample, resulting in an analytical density function, that sup-
ports meaningfull difference views [DKH10]. Additionally,
the usage of scaled kernels will create a visualization that
shows the distribution of time, independent of sampling rate.

46

4.2. Model Sketching and Fitting

In computer science terms, a model template would be a
class, and a model prototype would be an instance of such
a class. In the process of creating a prototype, sketching is
considered the manual input, and fitting the automatic algo-
rithm assisting the user. Model templates come with prop-
erties, that the prototype needs to instantiate, which we cat-
egorize below. We consider them to be shape, distribution,
and scale.

Shape characterizes the form of the model along the se-
quence of samples (after visualization). A linear structure
can be described by a line model, more complex forms
would follow spline curves, for example. In our case, we
are fine with a piecewise linear model template. However,
more complex models are equally possible (as long as a fit-
ting procedure, see below, is available, as well). We refer to
this central characteristic of a model as the shape construct.
Selecting a shape requires the selection of the following pa-
rameters, shape construct and control points. We will only
consider the following subset of shapes for the remainder of
this paper: the single point construct (see Fig. 2 ), and the
piecewise linear construct, wich will fit data with some cor-
relation.

Distribution determines the form of the model across
the sequence of samples. Whether it is due to noise, weak
measurements, or other natural phenomena, real world data
rarely ever line up perfectly. We therefore consider a certain
data distribution across the sequence of data samples, which
we model accordingly. The definition of the distribution we
will refer to as the distribution construct. Selecting a dis-
tribution requires the selection of the following parameters,
distribution construct and width. In the following we will
denote this width as r, a vector separating the "radius" in the
screen space coordinates u and v.

Scale, finally, is a measure of intensity. Depending on the
visualization parameters, this parameter will have different
meanings. E.g., for a box, the scale will be the average within
it, for other, it will give a more complex measure of the in-
tensity within the model.

Summing this up, we need to find a matching shape con-
struct, a matching position, select a distribution construct,
find the distribution width, and finally determine the scale,
when we aim at fitting the model prototype to the data. To
measure how well a model prototype fits the data, a prob-
lem not very different from image comparison, a correla-
tion function like sum of squared differences has proven to
be useful [GS99]. Other difference norms, such as the L1
norm, for example, also are possible and the choice of which
norm to use is usually application-dependent. After choos-
ing a squared differences norm (here L2), we investigate the
opportunities to minimize it for fitting. To simplify the func-
tion to minimize we will consider the selection of shape con-
struct and of distribution construct as selected manually by
the user (according to his or her a priori assumptions about
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the data). In the following, we denote the discrete scalar
field, which results from mapping the data to visualization
space a D(u,v), where u and v are the screen or canvas coor-
dinates, and the models scalar field (also after mapping into
visualization space) as M(u,v). To generate this scalar field
M, we first need to select the shape position p, the distri-
butions radius/extension r, and the scale/height /. Based on
these selections we have a function L(p,r,/%) which when
mapped to the visualization space represents M

)

Defining UV as the natural numbers from zero to canvas-
width and canvas-height we get the difference measure (L.2):

L(p,r,h) — M(u,v)

5= (D(u,v) —M(u,v))* 2
(u,v) €UV
From eq. (1) and (2) we find that s, the sum of squared dif-
ferences, is a function s(p, r, /). From this we can extract our
target variables through the following optimization:

3

argmin
peUV, reR>0, heR>0

s(p,r,h)

Optimizing this equation is not straightforward, but since
the user inherently sketches close to the desired solution, we
can avoid potential problems with locating the global opti-
mum, and only aim for the local minima.

We experienced satisfying results with the traditional
Newton’s method for this optimization problem, due to its
good convergence [NW99] in local problems. Using New-
ton’s method requires a Hessian matrix, a function that is
twice differentiable, and an initial estimate xq that is suffi-
ciently close to the solution. Calculating the Hessian matrix
(or inverse thereof) is an computationally expensive oper-
ation, and we separate the derivatives and to minimize the
function s by individually minimizing the variables in order
of their influence of the overall model field

argmins(p), argmins(r), argmins(h)
peUV reR>0 heR>0
We look into these optimizations in Sec. 4.4 with measured
results of convergence.

“

4.3. Quantification and Model Prototyping

After completing a number of model prototypes in visualiza-
tion space, we transfer quantitative information back from
visualization space into model space, a technique called ex-
ternalization. Model space can be thought of as a summary
of the understood features found in the data, and thus a more
holistic approach to modeling is possible; one that also takes
model parameters into account, which haven’t dealt with in
visualization space. For example, when visualizing speed vs.
height of an object in free fall, this only can lead to model
prototypes correlating those two parameters, not (yet) con-
sidering other potentially influencing factors, such as aero-
dynamic drag, etc. As established in Sec. 4.2, the informa-
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tion available is the position p, distribution extent/radius r,
and scale . Transferring p to model-space is trivial, and so is
also r. If the selected distribution construct is box or linear,
then the transformed r is directly the radius around our shape
construct. When using other distribution constructs we must
allow for other interpretations of r, e.g., the normal distribu-
tion, where variance or ¢ is more informative.

We have now described how to extract positions of our ab-
straction, its distribution width and a scale, based on a given
intensity. We will look into more detail on how to apply this
information in synthetic and real life cases in the next two
sections, but we can already now see the usefulness in cases
as pure statistical measures, or quantitative readouts of mean
and variance.

4.4. Interactive Convergence

When sketching model prototypes, it is inherently hard to
accurately or optimally draw the model prototype, as this
would require the user to locate a local minimum based on
several parameters. As introduced in Sec. 4.2, this would re-
quire the user to set five parameters, p,r, and &, when she/he
is modifying a single point model construct. In this work
we suggest an assisted prototype fitting, in which the user
gets feedback on whether the first suggestion will converge
towards his/her desired solution, or not. In the interactive
mode, the user moves one point, and when it is released at its
new position, the fitting algorithm will initiate. The iterative
fitting algorithm is configured such that it will slowly con-
verge/diverge at its first steps. If the initial suggestion was
not sufficiently close to the optimal position xx*, it will di-
verge, away from the users desired target position. Instead,
we iterate the fitting only a few steps, with constant step size
instead of using Newton’s method, so that the user can click
and redirect the point before it runs away. When the user
sees that the point is converging towards the desired solu-
tion, she/he can initiate the fitting algorithm that will then
converge with the speeds that Newton’s method offers.

As discussed in Sec. 4.2, we established that we need to
compare the least squares of the model vs. the data. To initi-
ate the fitting, we first need a rasterized version of the data.
This texture is created once per frame, or when the dataset
is updated. Next, we need a rasterized version of the model,
which we create using a construct aware rasterize function,
specific for the different implemented models. To recall, we
considered the data’s rasterized texture as D(u,v) and the
models, M(u,v). Next, we need to calculate the least squares,
and then we need to sum all the calculations for u and v.
These calculations, as specified by Eq. (2), are implemented
on a shader, which first performs the least squares, and sec-
ondly performs the reduction sum. We discussed the sepa-
ration of the optimizing previously (see Eq.(4)), and as our
tests have shown good convergence, when we iterate step-
wise in our previously implied order (ie. one step with posi-
tion, one with extent, and then with height, before reiterating
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Figure 4: Torque in kN.m over depth. The figure on the left
shows the original data, containing some ROB tests we have
identified, modeled and subtracted from the residual view to
the right.

next step). If we have a point construct, we repeat the pro-
cess of calculating the sum of least squares, for our position
p in the positions:

p+Au, p—Au, p+Av, p—Av

Next, for Newton’s method we need £’ (p,) and £ (p»), now
let (for both u and v):

f/(Pn) = (Sn(Pn +A)_5n(Pn_A))/2|A| ()
£ () = ((sn(Pn+4) = sn(pn)) ©)
= (sn(pn) = sn(pn —A))) /[A|
And thus we are able, to calculate p,,+| = pn — L7pa) n>

I ()’
0.

Next, we fit the extension of our distribution r, (in the
case of normal distribution, this would be 6), ending up with
r,+1, finally, before calculating the scale, or height &, of
the distribution. This we implement in a similar manner, by
calculating s, (hn), sn(hn +A), and s, (hy, — A), and creating
the derivatives, using the same procedure as above, then by
Newton’s method, we calculate a new height 4, ;. To extend
the above method, that was defined for point constructs, for
piecewise lines, we repeat the first step, finding p,,1 for all
Pn in the piecewise line segment.

5. Case Studies

We now present two case studies, one on process data from
the Oil and Gas sector on real-time data generated un-
der drilling operations, and one analyzing the temperature
changes through several years.
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Figure 5: A zoomed in view from Fig. 4 onto two rotation off
bottom tests, showing how well this data is modeled and re-
moved from the residual view. The residual view to the right
has a larger area of yellow values due to a dynamic range
color re-scale.

5.1. Process Data

We will apply our approach to a dataset that contains
116,191 time-steps in total, spanning over a period of ap-
prox. 28 hours, with a varying sample rate from 1/30Hz
to 30Hz. It is a multivariate dataset containing 25 variables
at each time-step in three major categories, measured data
from the surface, measurement while drilling (MWD) equip-
ment and derived data. MWD or down-hole measurements
are measured from MWD tools down in the well and then
transmitted to the surface via mud pulse.

A prominent usage of these data-streams are logging,
early detection and warning in case of incidents or analysis
to elaborate on a problem evolving or past. To give an early
warning on potential incidents, a common strategy applied
are friction tests. Increased friction can be a good indicator
on amassed cuttings in the hole. To infer friction, two dif-
ferent techniques are applied: torque based tests, and weight
based tests. When pulling the string up we can expect fric-
tion to act as a force against the movement, thus increasing
the measured weight, and similarly when moving the string
down we expect a lower weight. Rotating the drill string will
give a response torque measured on the surface. This torque
will increase with increasing friction. This test is called ro-
tation off bottom or ROB.

Fig.4 shows abstracted and residual data visualization rep-
resenting ROB. Notice how all the higher densities (repre-
senting time spent performing this ROB), are removed in
the residual view to the right. Fig.5 shows a zoomed in ver-
sion of Fig.4, where two of these tests and additionally their
quantitative parameters are shown. From this model proto-
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Figure 6: Changing torque in kN.m over depth in feet, for
a series of ROB tests. The abstracted results from Fig.4 are
shown in a graph with error bars at 16 for both depth and
torque uncertainty. In this figure, the uncertainty for depth is

negligable.

type, one can now read out the average and mean during this
ROB. A big advantage our technique has compared to the
existing one, where the mean of all measured values dur-
ing the ROB is taken, is that our technique would show a
poor fit, if a poor ROB is performed. An example of a poor
ROB is if the samples are increasing, or decreasing during
the entire ROB period. Another poor ROB would have its
samples clustered at two distinct torques, and a mean would
then be misleadingly in middle between them. After match-
ing a total of 15 of these ROB tests in Fig.4 we go to a more
abstract view, where all the data is removed, and only the
modeled statistcs are left. Fig.6 shows 15 ROB tests, with
their standard deviations shown as error bars for both depth
and torque. This abstraction illustrates quite well a problem-
atic ROB friction that occurred at 3722 and at 3815 feet, but
was put under control at larger depths with more moderate
torque and a lower deviation (more certain measurements).

Quantifying torque is an important step in knowing how
the down-hole conditions are developing, but that is only one
step on the way of getting indications on what the friction is.
There are no accurate algorithms that exist today, that can
accurately calculate friction, even if all different conditions
are taken care of. This is the reason why we look at torque,
since it is an indication of friction even though many more
variables affect the result.

5.2. Temperature

In this section we inspect hourly temperature readings from
a single weather station, over the course of ten years, cour-
tesy of eKlima [Nor]. The top of Fig. 7, displays the curve
density estimate [DH11a] of these curves over an average
year. In this display the most prominent feature is the sea-
sonal change, with high temperatures during the summer,
and lower temperatures during the winter. Fig. 7 also fea-
tures an orange line overlaid to display the cyclic moving
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Figure 7: On top, the distribution of measured temperature
over the average year based on hourly data for ten years, by
using the curve density estimate [DH11a]. The orange curve
shows the cyclic moving average of the temperature over all
ten years. On the bottom, the same data is shown, but here
de-trended, by subtracting the moving average.

average of the yearly temperature for these ten years. Such
a moving average is a good representation and abstraction
for the yearly temperature, given that the data follows a
normal distribution, but might provide false information if
not [DH11a]. To investigate how well this average can ab-
stract the data, we first create a new dataset containing the
differences between the moving average and the measured
temperature. This new dataset of deviations from the moving
average, is shown as the bottom graph in Fig. 7. The higher
peaks, at approximately zero, during the summer months in
this dataset, indicate a more stable temperature, i.e., the aver-
age temperature is measured more often. To investigate how
well the normal distribution fits the de-trended data, we ap-
ply a linear normal-distributed model to it. The resulting dif-
ference view between the applied model and the de-trended
data is shown in figure 8. Now, as opposed to the previ-
ous two figures, the focus is placed on the deviations from
the normal distribution. Our attention is drawn to the high
intensity above the norm in January and December. Since
these intensities are red, they present areas where the mea-
sured value is higher represented than the normal distribu-
tion. However, since the average is placed at zero, it indicates
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Figure 8: The difference between a linear model and the de-
trended data from Fig. 7. The linear model applied has its
meanuony =0, ac = 1.85 and its upper and lower quartile
shown as grey lines. Note that due to the diffence view, the
deviations shown here are of one magnitude greater than in
Fig. 7.

a "tail" of low temperatures dragging the average down, i.e.,
a negatively skewed distribution. A second finding here is
the anomaly placed mid September, where we find a peak
of overrepresented values at an extreme ten degrees below
the average. After closer inspection in the dataset, we found
that this represents missing values which was defaulted to
zero. As a third finding, we point to the light red areas above
the grey quartile line in the summer months. These indicate
that during these months the actual distribution has a positive
skewness, leading to a bigger "tail" towards higher tempera-
tures than the average and standard deviation would account
for.

6. Discussion, Conclusions, and Future Work

Looking at the results from our synthetic test first, we see
that not only primary features are properly detected on ras-
terized data, but also secondary features. From Fig. 2 we
measure that one unit in data space corresponds to 85 pixels,
which means that if we can detect, with this exact resolution,
close to 1/85 a2 0.012 units accuracy, then we have sub pixel
accuracy.

Looking at the results in table 1 we refer to the results
on the secondary feature. These results estimate the original
model with not only sub-pixel precision, but with at a tenth
of a pixel accuracy, on the variance. Further we see that the
secondary feature’s mean is estimated to a level of a third of
a pixel, also sub pixel precision. On the primary feature, we
see that the results are within pixels with regards to the refer-
ence, with the estimates a little on the high side. The primary
feature is the first one fitted in our data visualization, and
thus it includes the secondary feature in its estimate, some-
thing that can explain the pixel offset in u. The results on
accuracy are very promising, which is very interesting con-
sidering that our approach achieves these results at O(n) (in
time complexity, as we rasterize n points once).
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Name Value | Reference | Pixel err.
Primary u X 0.02 0 1.7
Primary u Y 0.01 0 0.85
Primary ¢ X 1.035 1 2.98
Primary 6 Y 1.04 1 34

Secondary u X 1.004 1 0.34
Secondary u Y 1.004 1 0.34
Secondary ¢ X | 0.1989 0.2 0.0936
Secondaryc 'Y | 0.2015 0.2 0.128

Table 1: Error measurements in data space units and pixels
on standard normal distribution with secondary feature, see
Fig. 3 and Fig. 2. A rendering with 85 pixels per unit has
been used for these calculations.

An important characteristic of our approach is the high
degree of interactivity. When displaying streaming data, it is
important to have a visualization scheme that is able to han-
dle large time windows, i.e., if data is streamed one needs at
some point to either omit “old” data from the visualization,
or support a multi resolution scheme. We have implemented
visualization mappings that allow fast rendering (> 60 fps),
even if we show datasets spanning several days (> 200k
samples). The feedback on convergence (or divergence) is
also an important aspect that facilitates interactive analysis.

With this work we have demonstrated how data visual-
ization can benefit from interactive model prototyping, ex-
ternalization and subtraction so that expert users can rapidly
proceed through an in depth analysis of streaming process
data, following the visualize and observe, sketch and fit, ex-
ternalize and subtract, then iterate pattern. Subtracting iden-
tified features from the data visualization allows the user to
reveal secondary features and additionally results in an ex-
ternalized prototype giving quantification and overview.

We have shown that interactive model prototyping in vi-
sualization space can accurately quantify measured data.
Moreover, we have shown that an analyst can quickly com-
pare suggestions for formal models, by bringing them into
the visualization, perform prototyping, and get quantitative
results on how well they fit. Another important part of our
work has been to move visualizations beyond the initial dis-
covery, and to give the users a view into secondary features.
A general conclusion from our work is that application pro-
cesses usually do not stop after discoveries in visualization
and that is therefore important for visualization research to
more intensely think about what has to follow visualization,
e.g., externalization, quantification and ultimately action.

In future work, we plan to look further into different re-
construction techniques, and also different distributions. An
interesting aspect would be to investigate the support for dis-
tributions with rotations or shear, by enabling support for a
full covariance matrix, instead of the vector r. Another plan
is to extend the piecewise linear model to support higher-
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order templates, like spline curves. It would interesting to
consider an extension to multivariate fields, or even to three
dimensional fields, using 3D rasterizing functions.
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Abstract

Insight represents a special element of knowledge building. From the beginning of their lives, humans experience
moments of insight in which a certain idea or solution becomes as clear to them as never before. Especially in the
field of visual representations, insight has the potential to be at the core of comprehension and pattern recognition.
Still, one problem is that this moment of clarity is highly unpredictable and complex in nature, and many scientists
have investigated different aspects of its generation process in the hope of capturing the essence of this eureka
(Greek, for “I have found”) moment.

In this paper, we look at insight from the spectrum of information visualization. In particular, we inspect the
possible correlation between epiphanies and emotional responses subjects experience when having an insight.
In order to check the existence of such a connection, we employ a set of initial tests involving the EPOC mobile
electroencephalographic (EEG) headset for detecting emotional responses generated by insights. The insights are
generated by open-ended tasks that take the form of visual riddles and visualization applications. Our results
suggest that there is a strong connection between insight and emotions like frustration and excitement. Moreover,
measuring emotional responses via EEG during an insight-related problem solving results in non-intrusive, nearly
automatic detection of the major Aha! moments the user experiences. We argue that this indirect detection of
insights opens the door for the objective evaluation and comparison of various visualizations techniques.

Categories and Subject Descriptors (according to ACM CCS): Information Systems [H.5.1]: Multimedia Information

Systems—; User Interfaces [H.5.2]: Evaluation/methodology—.

1. Introduction

Insight, epiphany, eureka moment, Aha! effect [Leh08]—
these are all names for one of the most intriguing and even
mysterious process through which humans gain knowledge.
But what is insight really and how does it enrich our capac-
ity to gain and manage knowledge? There are many defini-
tions, each capturing a slightly different aspect of the expe-
rience. The Merriam-Webster dictionary defines insight as
“the act or result of apprehending the inner nature of things
or of seeing intuitively”. Encyclopedia Britannica exposes it
as the “immediate and clear learning or understanding that
takes place without overt trial-and-error testing”. Whatever
the definition, all suggest the presence of a moment of ex-
treme clarity, a moment when a solution is found that satis-
fies all conditions for the problem that is inspected.

While this concept has been around for centuries, it has
been only introduced in psychology at the beginning of the
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last century [Buell], as the German term “Aha-Erlebnis”.
Since then, the process of insight has been investigated from
the perspective of many fields, like medicine, cognitive neu-
roscience and computer science, to name just a few.

At the same time, some researchers dislike any reference
to spontaneous Aha! moments because it suggests irrational-
ity. Still, many of world’s most famous discoveries have been
achieved by people experiencing a moment of epiphany.
Isaac Newton claimed having a moment of clarity when he
observed an apple falling from a tree, insight that lead to the
formulation of the theory of gravity. Similarly, Friedrich Au-
gust Kekulé von Stradonitz experienced the ring-like struc-
ture of benzene in a daydream [MG90].

Besides the purely knowledge-related aspects of insight,
particular experiences suggest that moments of epiphany are
sometimes accompanied by extremely powerful emotions,
like the joy of understanding a problem or the excitement of
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decoding a riddle after a timely process of analysis. These
moments of triumph have in many instances shown their po-
tential to shift the emotional states of a person. Still, “the
shock of recognition” is not always a side effect of the Aha!
experience [Par06], and further investigation is required to
establish a possible correlation between insight and emotion
on insight.

Furthermore, directly detecting moments of insight is dif-
ficult, and neuroscience has struggled to capture these events
in real-time. While modern methods like fMRI scans sup-
port the identification of Aha! moments [CZGR09], these
approaches are still very restrictive and even intrusive op-
erations for the subjects. Nonetheless, adjacent processes
like emotional reactions generated by the excitement and joy
of insight might be more simply detected by mobile brain-
computer interfaces (BCI) that do not influence the person’s
comfort and mobility to a large extent. These BCI devices
can represent the key for a less intrusive, indirect identifica-
tion and observation of periods of insight, as well as a mi-
gration of insight detection to wherever it takes place with-
out limiting the environment of its existence, i.e., medical
facility.

The following sections shortly highlight related work in
the field of insight research as well as EEG-based detection
of emotional states and corresponding brain activity. Next, a
preliminary study is presented that involves the observation
of brain signals by a commercial EEG headset and the trans-
lation of these signals into emotional reactions generated by
moments of insight. We highlight the results of this study,
as well as capture some advantages and limitations of in-
direct EEG-detection of insight-related patterns. Finally, we
present possible future directions of this research and sum-
marize our conclusions.

2. Insight and Visualization

Many scientific areas have taken it upon themselves to bring
clarity to the concept of insight. As a result, various char-
acteristics of insights have surfaced during the past years,
some more relevant than others in comprehending the se-
ries of processes that converge to create an Aha! moment.
Studies have found that insight can be seen as a two-phase
process [QZ08]. During an initial step, a subject tries to sys-
tematically explore the space of possible solutions to the
task. If this approach fails to give results in a certain time-
frame, an impasse is achieved that can manifest itself in the
form of frustration [SAMO6]. People try to overcome this
impasse in a subconscious manner that builds upon relaxing
the constraints of the problem or approaching it in a non-
conventional manner (thinking out of the box). If the change
in the mental representation of the problem is successful, the
second phase is reached, the impasse is overcome, and the
subconscious process suddenly and unexpectedly provides
the person with a piece of information—an insight.
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Studies suggest that the presence of prior knowledge
about the problem or tasks as well as knowledge of one
or multiple possible solutions or patterns, can interfere with
the unconscious processing that leads to an insight [AFS79,
WSCTO00]. The reduced prior knowledge only adds to the
unpredictability of this concept, which is one of its essential
characteristics derived from the complexity of mental activ-
ities. In [Mar90], insights are considered in terms of pattern
matching, where the mind is trying to establish an approxi-
mate fit between the set of current patterns and previous ex-
periences. Further, a categorization is highlighted involving
the information content of the epiphany in terms of antic-
ipation: to recognize (expected information) and to notice
(unexpected information).

Besides the field of psychology, various studies from
medicine and cognitive neuroscience have focused on pin-
ning down the processes and brain activity in the moment
of insight. Most of these employed brain-imaging tech-
nologies, like electroencephalography (EEG) and functional
magnetic resonance imaging (fMRI) [BJBFKO05], to ob-
serve the brain activation patterns of subjects while solv-
ing a wide range of insight-connected problems. Participants
were asked to solve specific insight problems, visual and
logical riddles [LNO3], and anagrams [AZKI09]. Some of
these problems, like anagrams, are used because their solu-
tion can be achieved in at least two ways: through a con-
scious, systematic search of the space of possible solution
or through sudden insight that appears abruptly in the con-
scious mind [KFG*08, BIBFK05]. The experiments con-
cluded that tasks that involve problem solving via insight ac-
tivate certain parts of the human brain [JBBH*04, KFG*08],
leading to the possibility of detecting when a subject experi-
ences an Aha! moment, and distinguishing this from simply
finding a solution based on a systematic search.

But what about fields like information visualization that
have the concept of insight at their core? Over the years,
researchers have focused on defining insight and its im-
portance for visualization [SNDOS5, Nor06, Pla04, CZGR09].
Most famously, insight is defined as the “purpose of visu-
alization” [CMS99], the ultimate goal by which successful
representations and interactions should be measured. But
how can we measure something as unpredictable and mul-
tifaceted as insight?

Most approaches in the visualization community try
to achieve this by including characterizations that are
aimed at defining insight in an objective, quantitative man-
ner [SNDOS, Nor06], with attributes like time, complexity,
domain value, depth, uncertainty, unpredictability, correct-
ness, expectedness, and others. Attention is sometimes fo-
cused to a particular topic, like cartography [MG90], to in-
vestigate the appearance of insight when working with a cer-
tain type of representation.

Still, in many publications, the focus quickly shifts to-
wards the importance of insight for evaluating visualiza-
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tions. If insight is the purpose of all visualization, then it
should also be the measure by which the quality and func-
tionality of visualizations is determined. Currently, this is
achieved in most cases by performance and accuracy experi-
ments on restrictive benchmark tasks. Sadly, such restrictive
tasks often introduce bias or capture only the performance
for a particular type of task without giving answers about the
performance of another. While [SNDO05,Nor06] highlight vi-
able alternatives to this by suggesting open-ended protocols
together a set of quantitative measures for insight, such ex-
periments could represent an intrusion in the analysis flow of
the user by introducing interruptions or imposing the think
aloud method.

In the following section, we highlight an approach
that overcomes some limitations of the previously pre-
sented methods, by employing a mobile non-intrusive EEG-
solution for detecting moments of insight during visual prob-
lem solving.

3. EEG Detection of Emotion and Insight

As moments of insight are accompanied by powerful emo-
tions of joy and satisfaction on discovery or comprehension,
the question arises if an objective connection can be estab-
lished between the Aha! moment and the emotional explo-
sion. In order to evaluate if insight generates emotional re-
actions that are detectable by means of EEG measurements,
we devised a preliminary experiment that focuses on captur-
ing the feelings of users while involved in visual problem
solving.

This study is based on our previous work, where we inves-
tigated the capabilities of the Emotiv EPOC wireless neu-
roheadset to detect facial expressions and emotional states
[COEKI11]. After a validation of the EEG headsets func-
tionality in simple tasks aimed at triggering certain emo-
tional responses, the EPOC was used as a real-time evaluator
of more complex applications, like spot-the-difference tasks
and computer games. A set of emotions was considered dur-
ing the tasks, including engagement, excitement, satisfaction
and frustration. These emotions were computed by means
of the Emotiv intelligent framework that interprets the sig-
nals from each electrode to offer a real-time summary of the
user’s feeling. The output of the EEG device was then com-
pared to common evaluation methods, like video log analysis
and post-task questionnaires. The results of this comparison
are highlighted in Figure 1.

The average differences between the EPOC results and
the questionnaire answers combined with the video log tran-
scripts showed that the emotional states captured by the
EEG headset were similar to the ones reported by the users
themselves. On average, the distances between the responses
were under one unit on a 5-point Likert scale (strongly agree,
agree, neutral, disagree, and strongly disagree), with a stan-
dard deviation of again under a unit [COEK11]. Moreover, a
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Figure 1: Average difference between the EPOC device
output and the questionnaire results for the two scenarios.
Top figure, left to right: spot-the-difference task with en-
gagement, excitement, satisfaction, frustration; Bottom fig-
ure, left to right: FPS game with engagement, excitement,
satisfaction, and frustration. The distance of one unit in this
5-point scale is equivalent, for example, to the distance be-
tween “strongly agree” and “agree”, or “disagree” and
“neutral”.

paired sample t-test was computed in order to validate the re-
sults. Overall, the test suggested no significant difference be-
tween the subjectivity measurements and the questionnaire
answer, except for one of the eight instances from Figure 1.

In this initial study, we built upon the validation of the
EPOC device and its capacity to detect emotion states to ex-
plore the existence of a correlation between insight and emo-
tion. More precisely, the spectrum of emotions that is consid-
ered in the following experiments involves only the excite-
ment and frustration levels of the participants. The ultimate
goal of this endeavor is the analysis of how well emotional
states can reflect the presence of insight, and if capturing
these states by EEG enables the detection of Aha! moments
in information visualization techniques.

3.1. Pilot Study

The current study involved six participants with a good
knowledge of visual representations and visualization tech-
niques. The subjects were given a set of four tasks, two rep-
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resented by visual insight problems and two information vi-
sualizations. For the visual riddles, the subjects had to find a
unique solution, most likely resulting in a single fundamen-
tal insight. This allowed for a simple comparison of the mo-
ment of insight with the emotional states prior and during
the discovery. At the same time, for the visualizations the
participants were asked to find as many insights about the
data as possible. For each tasks, every user had ten minutes
to offer her/his insights.

Insights take time to process and clarify in the mind. Carl
Friedrich Gauss said once after an epiphany: “I have the re-
sult, only I do not yet know how to get to it” [DGDO04].
Therefore, once a user would report an insight, the EPOC
output before this moment was inspected. More precisely,
fluctuations in the level of frustration over a time period of
two minutes before the insight, as well as changes in the ex-
citement levels of the user ten seconds prior to the insight
were explored.

3.1.1. Visual Insight Problems

For the visual riddles, all participants were initially subjected
to a larger set of problems, of which only two were selected—
Eight Coin Problem and Matchstick Arithmetic—that none
of the subjects reported to know beforehand (Figure 2). For
these two problems, only in 58% of all cases a solution was
reached. In other words, the six participants reached an in-
sight in 7 cases out of 12. Figure 3 highlights the correlation
between insight and emotions in these cases.

Figure 2: Representation of the eight-coin problem. The
top figure represents a possible initial configuration for the
coins, while the bottom representation highlights the solu-
tion to the problem. The configuration of the coins has to
be modified by moving only two coins, such that in the new
grouping each coin touches exactly three others [OMCO02].

One can notice that over 80% of those who managed to solve
the visual riddles have felt frustrated in the two minutes be-
fore the insights. This is also suggested by other publica-
tions, that cite frustration or deadlock as a prerequisite for
the generation of an Aha! moment [MG90]. In a slightly
lower percentage of cases, the subjects have also experi-
enced excitement in the seconds prior to the insight.
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While these results by themselves give us a reduced
amount of information about the connection between insight
and emotion, Figure 4 captures the percentage of emotional
reactions for subjects that have not experienced insight at
all. The lack of insight for these participants was suggested,
on one hand, by their lack of a solution for the problems, but
also by a post-task questionnaire that each of them filled out.

frustration

frustration
+excitement

o
o
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o
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I
~

Percentage of detection with insight
o
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Figure 3: Measured emotions with the EPOC headset in the
presence of insight. The graph presents the average percent-
age of cases when frustration was detected before insight
(Bar 1), excitement was detected during insight (Bar 2), and
both frustration before and excitement during insight were
measured (Bar 3).
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Figure 4: Measured emotions with the EPOC headset in the

absence of insight. The graph presents the average percent-

age of cases when frustration was detected and not followed

by insight (Bar 1), excitement without insight (Bar 2) and

the presence of both emotions when no insight was achieved
(Bar 3).

Percentage of detection without insight

By inspecting both Figures 3 and 4, one notices that in both
cases the frustration levels are around 80%, independent of
the presence of an insight. But at the same time, the detection
of excitement is much more likely in subjects that have expe-
rienced an insight. When looking at both of these emotional
states, excitement and frustration were detected for 72% of
the experienced insights. At the same time, the combination
of excitement and frustration only appears in about 20% of
the cases where no insight was gained by the subjects.
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As frustration seems to be a recurring element in problem
solving, the time of appearance for the feeling of frustration
was analyzed. Our results suggest that states of frustration
tend to be measured in participants more often during the
later stages of an exploration process (second part of the ten
minutes window). Also, emotional states of frustration that
last longer (over one minute) are more likely to be followed
by excitement, which we hypothesize might be correlated
with insight. As this is a pilot study, further research involv-
ing more tasks and participants will be required to confirm
these results.

The two visual problems (Figure 2) were followed by a
questionnaires related to the emotional and mental states of
the participants. After explaining what an Aha! moment is,
we asked those that reported answers to the problems if they
experienced an insight in this sense, or if it was a systematic
search-and-find process that generated their answers. All the
participants that experienced frustration and excitement, and
that also reported the solution to the task, have confirmed
that they experienced a moment of insight. On the other
hand, in two instances, participants that supplied a solution
and reported experiencing an epiphany were not reported by
the EEG device as experiencing an increased frustration and
excitement level.

3.1.2. ManyEyes Visualizations

For the information visualization tasks, we selected two vi-
sualizations from the ManyEyes website, as it harbors var-
ious datasets represented by widely accepted visualization
techniques [VWVH*07]. More so, as the visualization are
collaboratively explored and annotated, one can detect those
that have a popular thematic and a high potential for reveal-
ing patterns and supporting hypotheses manipulation. The
popularity of the visualizations was important in the selec-
tion process, as it could suggest the overall effort that users
would invest in mining for insight in that representation. At
the same time, a visualization that captures the tendencies of
a topic that is highly relevant to the analyst has, in our view,
a higher chance of generating an emotional reaction.

The two visualizations that were selected contained data
about global demographics and social media, and were rep-
resented as a stacked graph and a cartographic visualization,
respectively (Figure 5). The participants had an accommo-
dation period with the ManyEyes website, during which the
main supported interactions were highlighted to them. Be-
fore being the task, the participants were instructed to find all
possible insights in the visualization. This approach is sim-
ilar to the one in [Nor06], where insight was also observed
by applying an open-ended protocol, without additional re-
strictions to the insights that were considered.

Furthermore, it was also suggested to the subjects to focus
more towards deep insights that involve new hypotheses and
multiple data types, to avoid noticing only simple facts about
the data. Similarly to [SNDOS5] and [Nor06], all spawned in-
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Figure 5: Map visualization from the ManyEyes website
employed in our experiments.
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Figure 6: Correlation between the number of insights and
the instances where frustration, excitement and both frustra-
tion and excitement were detected. The results are grouped
by depth of insight: the four leftmost bars represent the val-
ues for depth Level 1, the next four for depth Level 2, and the
last four bar encode the number of insights and correspond-
ing detected emotions for the deepest insights.

sights were grouped by depth into three levels: the first level
refers to trivial insights that include direct observations of
one data type; Level 2 insights that are generated by a com-
bination of multiple data types or insights about a process;
and Level 3 insights that refers to new hypotheses about the
underlying information. The EPOC EEG headset was used
to inspect the levels of emotional frustration and excitement
during the interaction of the users with the visualizations.

Figure 6 presents the correlation between the number of
generated insights and the various emotional states the users
experienced. The bar chart is divided into three sections,
representing the different depths of the captured insights
and their corresponding emotions. The number of simple in-
sights seems to dominate the representation, as deeper in-
sights were more rarely detected. This fact is even more vis-
ible in Figure 7, where every single eureka moment and emo-
tional state was plotted along a time axis.

Although the number of deeper insights is lower than the
one of trivial observations, one notices the fact that deeper
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insights have a higher probability of generating an emotional
response, especially a higher probability for excitement dur-
ing the Aha! moment. This culminates in our tests for the
deepest insights with a detection accuracy of 100%, via the
EEG measurements of emotions, when considering both the
prior experience of frustration and the excitement on discov-
ery. Note that in Figures 6 and 7 the results of the two visu-
alizations are convoluted, as no significant differences could
be detected between the results for the two visualizations.

By using the temporal dimension, we also notice in Fig-
ure 7 that users more quickly detect the simpler insights than
deep ones, and that the deep ones take more time and are less
likely to be detected. Moreover, Level 3 insights are more
probable to generate an emotional reaction that combines
frustration and excitement, while easily noticeable facts are
less likely to be accompanied by excitement. Therefore, the
probability of accurately capturing an insight by measuring
the emotional response of a subject via EEG seems higher
when the insight is deeper, more complex, and it occurs later
in the analysis process.

As previously, the participants have been asked to com-
plete a questionnaire after employing the visualizations.
Questions that were posed involved the interaction and vi-
sualizations, as well as the relevance and accessibility of
the data presented in them. Many participants suggested that
they did not experience the Aha! effect. Reasons given for
this included the fact that the information they discovered
had a low complexity and was “easy to find”. Furthermore,
while they were interested in the presented topic, they were
not involved with it to the extent that any newly discov-
ered insight would influence their way of thinking (“I don’t
think this can surprise me”). When inquired about the mo-
ments of insight, participants mentioned that they reached
some answers by a simple search process. As suggested by
[AZKI09], logical search for new information is a process
different for gathering knowledge than the one of epiphany.
Based on the questionnaire results, an even stronger corre-
lation was noticed between the instantaneous insights that
would not involve a systematic search process and the emo-
tional responses; but as these investigations were subjective—
based on open-end questions and the verbal narration of the
participants’ insights during the task—no quantitative values
are currently available.

These answers, together with the unpredictability of in-
sights, could represent a partial explanation for the limited
number of deep insights generated by the participants. Our
hope is that further experiments can generate a larger set of
insights in diverse visualizations, and thus offer a more com-
plete view of the possibilities and limitations of mobile EEG
detection of insight.

Another relevant aspect for the validation of EEG mea-
surements for detecting insight moments is given by the false
positives. In our scenario, false positives are represented by
moments in time when no insight is generated, but the emo-
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tional states of frustration and excitement are detected in-
side the time-frame described at the beginning of this sec-
tion. In the second row of visualization tasks, only nine such
instances were recorded by the EEG system. As the possibil-
ity exists that these were generated by elements external to
the software system (real-world or mental distractions of the
user), further investigation is required to deduce their impact
on a larger scale. Note that an insight is implicitly consid-
ered true by the issuer, at least in the initial stager of the
Aha! moment. Usually, in knowledge tasks a generated in-
sight later undergoes a validation process that implies the
systematic analysis of all facts and the insight information.
This can result in an erosion of confidence, but even insights
that contain false information will most likely have the po-
tential to generate an emotional response. As a result, the
EEG measurement of emotional states generated by insights
should not be considered as a validation of the provided in-
formation, but as a sign of for the presence of insight.

4. Future Work

One can hypothesize about the potential of EEG
measurements—and in a wider sense of emotion detection—
to accurately capture the presence of moments of epiphany
or insight in subjects during various tasks, like problem
solving, pattern recognition and extraction, concept manip-
ulation, etc. Although the nature of insight and emotion
is clearly subjective, the presence of a mechanism for
connecting these elements and reliably detecting one of
them through mobile brain-imaging [COEK11] opens an
entire set of possible research directions for the future.

A major opportunity in this sense is represented by the
quantitative detection of insights in the process of evaluating
visual applications and information visualization techniques.
Especially for information visualization methods, the capac-
ity to generate insights is the essence of a powerful represen-
tation [Nor06]. While emotional response does not quantify
the power of an insight, it is capable of suggesting the pres-
ence of a reaction generated on insight. Additionally, this
can suggest the relative value of the insight to the person,
as our tests revealed that insights generate a detectable emo-
tional reaction mostly if they are sufficiently deep, take a
longer amount of time and effort to achieve and the topic
of the problem is relevant to the subject. Therefore, in the
future we plan to further investigate non-intrusive, mobile
detection of emotional states of users during interaction and
analysis of visualizations. Our hope is the development of
new EEG-based tests for evaluating and comparing different
visualization techniques, by simply looking at the number of
insights that they enable. Such an approach could enable the
detection of good visualization techniques and even foresee
how easily users with a particular background would adopt
these visualizations.

Besides evaluation of visualization techniques, the capac-
ity to detect the moment of insight can be used for automatic
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Figure 7: Correlation between the insights generated by the participants and the emotional responses detected by the EEG
headset. The insight moments are marked by 25 plus (+) signs and are plotted along the horizontal timeline. Note that all +
signs are visible and there is no perfect overlap between two moments of insight. The colors of the insights represent the depth
of the generated insight: blue is Level 1 (simple), orange is Level 2, and red is Level 3 (deepest). The green and red vertical
lines beneath the insight + signs indicate the presence of an emotional response. A green line under a certain + sign indicates
the presence of frustration previously to the insight generation. Similarly, the red line under a particular plus sign indicated
the presence of excitement in the moment of insight generation. The three colored lines above the + signs represent the kernel
density estimates for individual Gaussian kernels constructed around the three types of data points from the horizontal axis.

operations like data tagging and binding based on the inter-
actions the user executed shortly prior and during the mo-
ment of insight, highlighting of information involved in the
Aha! moment and capturing layout screenshots that are rel-
evant to a particular insight. Certainly, these methods would
have to be implemented in a visualization solution that is
more flexible, offering a wide range of closely coupled inter-
action possibilities (e.g., focus+context, InfoVis dashboards,
etc.) and including a dataset that is more complex than the
one highlighted in the previous section of this paper.

5. Conclusions

Insight plays a vital role in knowledge and understanding,
especially in the field of visual applications. In the paper at
hand, we narrowed our attention to the field of information
visualization in the hope of exploring if insights in visual
tasks have the potential of generating emotional responses.
We measured the emotional responses of a set of subjects
with the mobile EPOC EEG headset while trying to com-
plete visual tasks: solve visual riddles and extract insight
from visualizations. The obtained results have suggested not
only a strong correlation between insights and feelings like
frustration and excitement, but also that EEG measurements
have the potential of detecting emotions corresponding to
Aha! moments in an non-intrusive way. Further, it seems that
the most accurate detection can be achieved if the generated
insights required more thinking time, had already generated
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frustration in the subject, and contained potentially complex
and unexpected information.
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Abstract

Digital visualization tools are widely used in planning nowadays around the world by various contributors to the
field and in different planning scales. Visualization facilitates perception of underlying thoughts and objectives of
planning alternatives and consequently assists with communication of the plan to different stakeholders. This, in
turn, enables them to actively and efficiently participate in the procedure from the very initial stages to the imple-
mentation phase thanks to the insight provided by user-friendly visualization tools. Available visualization tools
for planning, however, are either not integrated and efficient enough or too resource- or expertise-demanding and
thus not entirely fulfilling the qualities mentioned above. This study is a search for a conceptual framework for an
integrated web-based visualization tool. Web-accessibility diminishes temporal and spatial distance among the us-
ers and planning agents and provides the possibility for more participation in and interaction with planning
projects. Within this study, major characteristics of an integrated tool have been investigated through literature,
online resources, contacts with experts and practitioners, a survey over off-the-shelf products and comparative
analysis of the outcomes. An evaluation cube was initially developed and used as the basis for provision of a set of
dual criteria. A selection of visualization tools were examined against those criteria and results were demonstrat-

ed visually. Eventually, findings were used to provide a back-casted example of the integrated tool.

Keywords: visualization, participatory planning, web-based, CAD, GIS, urban planning

Categories and Subject Descriptors (according to ACM CCS): 1.3.8 [Computer Graphics]: Applications

1. Visualization as a means for participatory planning

Demise of rationalism in planning due to social
movements and widespread activities of non-governmental
organizations in recent decades has paved the way for a
more participatory approach towards planning [Rut85].
Terms such as communicative planning, collaborative
planning and participatory planning swiftly found their
way into the planning literature [Hea03] representing the
fact that the borderline between providers and users of the
plans is now blurred — if not fully lifted. Communicative
planning helps strengthening social sustainability within
the society by propelling planning processes towards mi-
cro levels and grassroots [MWO08]. How to promote a par-
ticipatory approach towards planning in practice, however,
has always been a ground for discussion specifically when
it comes to methods, practicalities and tools to be de-
ployed [Bra09][CR04][Wat03][Hea03][Tew98].

Contemporary planning tools and techniques should fa-
cilitate collaboration among stakeholders during all plan-
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ning phases. The more comprehensive, informative and
interactive these tools are, the more equipped the planner
will be to attain her/his facilitating role [CR04]. A shift in
planning paradigms has thus occurred in favor of more
visual approaches. Visualization is considered as a Public
Participation Spatial Decision Support System (PP-SDSS)
which is aimed at consensus-making [SK09]. The need for
perceivable visualizations as a means for a widespread
inclusion is perpetually emphasized by scholars [Sie06]
[Sim01]. Yao, Tawfik, and Fernando contend that visual
models are required in different stages of planning within
collaborative urban planning support systems [YTFO06].
Considering tremendous technological advances in visu-
alization tools, it is deemed necessary to reformulate plan-
ning procedures based on these potentials aiming at more
democratic planning routines.



2. Contemporary visualization tools: technological
advances and empirical shortcomings

Planning instruments of our age should be capable of
bidirectional transaction of ideas among planners and
stakeholders and provide maximum authority for all
stakeholders to participate in the process regardless of
temporal or spatial distance [BCWO0S8]. On the other hand,
due to incredible technological improvements in display
quality, realistic effects and Internet technology, 3D envi-
ronments are now fairly available and workable similarly
for experts and non-experts. It is no longer unrealistic to
envision planning environments where all stakeholders
can easily interact with planning proposals, submit their
contributions in real-time [Banl1] and create own ideas
while the simplicity and feasibility of the approach largely
relies on the powerfulness of the methods for visual com-
munication of planning proposals.

Ubiquitous
User-friendly

GIS applications
Rendering Tools

Efficient
Integrated

Figure 1: The spectrum of contemporary visualization
tools according to their efficiency, availability and ease of
use.

The term Visualization in planning refers to the optimal
data representation framework designed for both planners
and public within a planning procedure which uses
Internet as an infrastructure for rapid, cheap and efficient
dissemination of data [HJHO1]. Such a combined use of
visualization tools and Internet is more than essential for
an efficient communicative  planning  practice
[Bra09][See08][SDD98]. Visualization environments are
largely diverse in magnitude of use, usability and effi-
ciency. Some techniques are extensively resource-
demanding such as Cubes. The most efficient and inte-
grated available visualization systems are too complex and
resource-demanding and require high level of expertise
and experience to handle. This is not intrinsically a pitfall;
but in practice, this has proved to notably hinder public
participation i.e. in the form of digital divide [Bra09]. On
the opposite end are applications which operate on
ordinary PCs and laptops through the web which, in turn,
are not as productive, integrated and planning-oriented as
the tools of the first group. Figure 1 depicts the spectrum
of contemporary visualization tools based on parameters
such as efficiency, availability and ease of use.
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Visualization environment for a web-based participatory
planning procedure should ideally be workable for differ-
ent groups of users and fairly integrated so as to bring all
diverse planning issues together within a simplified and
unified planning tool [Sta00]. In addition, the final product
should be flexible enough to feature customized interfaces
for different planning scales.

3. Digital visualization and modelling tools

The two major families of digital applications deployed
in modelling and visualization for planning purposes are
CAD and GIS applications. CAD applications have
traditionally been common to small-scale planning
projects (e.g. architecture) while GIS tools have governed
the realm of territorial and regional planning. CAD
solutions are usually more accurate due to their geometric
base. They are often used to create three-dimensional
models of built environment while GIS normally deals
with two-dimensional maps. GIS applications are
generally known as analytic tools compared with CAD
tools which are mainly used based on their visual
representation capabilities. A summarized comparison of
generic characteristics of the applications within the two
categories is provided in Table 1: Analytic comparison of
capabilities and limitations of CAD and GIS applica-
tions.

Table 1: Analytic comparison of capabilities and limita-
tions of CAD and GIS applications.

CRITERIA

CAD GIS
Common Use in Architecture, Urban Planning,
Planning and Urban Design Community Planning,
Design Regional Planning
Scaling to Needs ~ Scales Not Scales Well

(Too (Geography to

Geometric) Geometry)
Planning And Limited Suitable Instruments
Design Flexibility And  For Planning
Capabilities Possibility For

Design
Dominant High Realistic Schematic Visualizing
Visualization Visualizing Capabilities
Mode Capabilities
Analytic Few Analytic Analytic Functions for
Strengths Capabilities Modelling Systems
Dominant Physical Form Natural and Socio-
Content Economic Phenomena
Dominant High Virtual Thematic



Presentation Reality Representation
Capabilities Capabilities Capabilities
Number of Increase in Increase in Number of
Alternatives Number of Alternatives/Scenarios
Alternatives
Automated Operator- Semi-Automated
Modelling Demanding Modelling
Modelling
Accuracy High Accuracy  Limited Accuracy
Due to

Geometric Base

Workable 3D

Environment

3D Visualization Mainly 2D, limited

3D

This is now however something of the past. The two
families are moving closer over time. This converging
attitude is actually manifested in new products of the pio-
neer firms within the two categories e.g. Revit by Auto-
desk and 3D Analyst by ESRI Besides, a closer
interaction with the Internet and a variety of web-based
products and functionalities can be monitored in both

groups.

Innovative technological features such as VRML (in the
past) and initiatives of pioneer companies e.g. Autodesk,
ESRI and Google (quite recently) have been substantial to
this scenario of integration. Widespread use of Google
Sketchup and Google Earth by public and planners for
creating a shared digital globe is an articulate example.
Digital models of the buildings can now be created in
Sketchup, located on their exact place on Google Earth
and linked to their corresponding web-pages. This is
nevertheless more appropriate for visual representation of
already existing built features rather than planning
practices. Some recent efforts have been done to use the
same routine for planning purposes as well such as City
Planner initiative by Agency 9 [Agel0]. Geometric models
of Sketchup are nontheless not constructed according to
informative hierarchical patterns. This hampers linking
the models to databases; something which is required for
integrated planning purposes.

4. Aims, objectives and scope of the research

This study is a search for a conceptual framework for an
integrated web-based participatory planning tool. Based
on the literature, it is hypothesized that provision of agile,
distributed and astute routines for visualization is the key
to a better communication with stakeholders during
planning period. The sought-after integrated visualization
tool is primarily aimed to provide solutions at urban scale.

This study, in particular, examines the capacities of
available visualization tools and techniques to be deployed
for maintaining a collaborative planning procedure. This
has been realized through a thorough search for theories
and literature on use of visualization in planning, a com-
prehensive survey over a set of state-of-the-art visualiza-
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tion applications followed by evaluation and analysis of
the findings. Finally, generalities of a back-casted visuali-
zation interface are presented.

5. Background activities and institutional frameworks

The point of departure for this study was the project
KTH Classroom Search Engine & 3D KTH Virtual Cam-
pus initiated by the Division of Geo-informatics in School
of Architecture and the Built Environment of KTH in
2009. Within the project, digital exterior and interior
models of the buildings throughout KTH main campus
were constructed through footprint extrusion and en-
hanced with photorealistic mapping of the facades using
Google SketchUp. Challenges confronted during presenta-
tion of digital models of the buildings in the ensuing
seminar partly inspired the idea behind this study. Later
on, getting in touch with ViSuCity (Visual Sustainable
City) project helped to consolidate the subject as an inter-
disciplinary master thesis and, at the same time, a part of
working package 8 (WP8) of the ViSuCity project
[Banl1].

6. Methodology

Current study is a qualitative research initiating with a
descriptive and exploratory survey followed by an evalua-
tive phase and a brief prescriptive supplement at the end.
Within the first phase, the overall design of the research
was formulated and narrowed down to its most essential
components.

Interviews and discussions with experts of visualiza-
tions helped developing an overall insight to the compli-
cated and multi-disciplinary area of visualization. Choice
of experts within the focus group (professionals in rele-
vant fields) was based on their being competent and well-
acknowledged within their fields of expertise and their
availability. Utmost effort was also made to select people
with various backgrounds to cover diverse aspects. At this
stage, generalities of the field were discussed through
face-to-face meetings and without any questionnaire or
detailed agenda. The intention was to facilitate the ex-
ploratory approach of the initial phase and help discover-
ing new areas of concern which were deemed necessary
for developing a holistic insight.

Online search was carried on in two different ways:
searching through websites, weblogs and web-catalogues
of companies active in visualization and planning authori-
ties as well as acquiring Google Alerts. The latter is a
service which is activated in Gmail and periodically sends
a set of relevant links to user’s inbox based on the key-
words provided. Visualization and planning were the main
keywords used which were over time combined with other
words and phrases such as participatory and urban plan-
ning so as to enhance the results. Proposed web pages
were regularly monitored and filtered based on their rele-
vance and importance and findings were incorporated into



the research process. This approach helped access the
state-of-the-art actors, activities, findings, trends and
knowledge in the field which were later on used for choos-
ing case studies.

Study of bibliographical resources helped discover his-
tory and basics of visualization in planning and also intro-
duce a set of relevant disciplines e.g. collaborative plan-
ning, city modelling, virtual reality, augmented reality,
Geographic Information Systems, Public Participatory
GIS, Web 2.0, neogeography, e-government and decision
support systems. These contributed to a more comprehen-
sive understanding of the context over which the research
question was to be examined and provided with a holistic
solution.

Simultaneous use of the aforementioned sources of in-
formation contributed to accurate delimitation of the prob-
lem to be studied. Web-accessibility was also identified as
a momentous quality for the looked-after visualization
tool. The research question was consequently developed
to: What are the main characteristics of an integrated
web-based visualization tool for enhancing stake-
holders’ participation in planning procedures?

In search of the integrated web-based visualization tool
and based on the knowledge and insight already gained, an
evaluative survey over a set of case studies was then con-
ducted. Case studies were selected through online search.
The main criteria for choice of visualization tools were
being technically avant-garde and relatively outstanding in
capabilities and possibilities. The visualization demonstra-
tor of ViSuCity, Neo4 UrbanPlanner, was also considered
as one of case studies. Examples were intended to possess
favoured characteristics discovered through previous phase
of study. Selected visualization tools were studied and
generally acknowledged through a survey over their web-
sites, weblogs, catalogues, manuals, user feedbacks, demo
versions and available literature also contacts with devel-
opers and marketing agents through e-mail, phone call,
net-meeting and meeting sessions.

An evaluation cube was then developed to introduce a
method based on five parameters for evaluation of the
whole range of visualization tools. The idea of the cube
was basically taken from Prof. Ulf Ranhagen’s notion
(cited in [Banl11]). Here, however, the cube was used in a
slightly different sense: as a method for evaluation of ex-
isting planning/visualization tools which will, in turn, be
used to clearly outline characteristics of the integrated
web-based planning tool. This evaluation method demon-
strated in Figure 2 is based on locating existing visualiza-
tion and planning tools onto the units within the cube.
Major criteria which have been proposed for evaluation of
each package are efficiency and workability. SWOT analy-
sis method is proposed for a more comprehensive survey
over each case (strengths, weaknesses, opportunities and
threats). The three factors of user groups, planning as-
pects and planning scales and criteria such as efficiency
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and workability which had been proposed within the cubic
model were then expanded to a set of dual criteria aimed
at better elaboration of the optimal tool. Functioning in 2D
or 3D environments, determining an integrated or specific
approach, being user-friendly or expert-oriented, more
interactive or more informative, suitable for planning or
mere visualizing purposes, possessing visual or informa-
tion-rich architecture, being workable or resource-
demanding, participatory or excluding, using realistic or
schematic representations and being interoperable or self-
sufficient were the criteria set for further evaluation of
case studies.

Scales

Efficiency

Figure 2: The evaluation cube.

A number of prominent visualization applications were
then selected, studied, categorized and examined against
dual criteria. Eventually, findings were applied to devise a
back-casted proposal as a concrete example of an inte-
grated web-based visualization tool for participatory plan-
ning.

7. Case studies

Selected case studies to be examined against dual
criteria are: City Engine, City Maker, City Planner, Urban
Circus, Neo4 UrbanPlanner and Symbiocity Scenarios.

City Maker™ is a multidisciplinary 3D visualization
platform which is used in variety of fields including urban
planning, management, administration, surveying,
architecture, transportation, emergency, power and
utilities. The product operates in close relationship with
GIS applications and exchanges a variety of file formats
such as DXF and DWG with planning packages. Mass
data processing, delicate visual effects and interoperability
are the most prominent features of City Maker. It has
nonetheless an expert-oriented configuration and is not
workable and user-friendly enough so as to be efficiently
used by lay users. CityMaker has been developed jointly
by Digital City Research Center of Beijing Tsinghua
Urban Planning & Design Institute and Gvitech
Technologies. [GVI10].



City Engine operates in real-time and possesses an in-
teractive interface [Ciel0]. Using procedural methods for
rapid creation of urban fabric ruled by generic geometry-
creation grammars is the main principle in City Engine
[PMO1]. This real-time creation of photorealistic represen-
tations of a fictive city or district based on a set of parame-
ters which are set by users can be efficiently used in web-
based visualization of the future. Nevertheless, City En-
gine is primarily focused on physical manifestation of built
environment and should also be linked to dynamics of the
city to be developed into a visualization tool for planning.
Moreover, it is currently a stand-alone application. City
Engine is the flagship product of the Zurich-based
company, Procedural Inc.

City Planner is a user-friendly, web-based visualization
tool for creating, sharing and communicating future urban
plans. Inputs to the program are 3D models of urban
entities constructed in SketchUp, Maya or 3D Studio Max.
Digital models of planning proposals are placed into their
global coordinate space and made available online for
being observed, visually analyzed and evaluated by
stakeholders. The product provides the infrastructure
required for adding geo-referenced feedback to a
developing urban plan [Cipl0]. The tool is however
mainly intended for visualization of planning alternatives
rather than actual urban planning practice and does not
generally include analytic functions. City Planner is
developed by Agency 9 AB [Agel0].

Among available interactive visualization products,
Neo4 Urban Planner is one of the pioneers in creating
realistic, static and animated outputs integrated with
analytic planning tools. The product supports a variety file
formats such as COLLADA, CityGML and those of ESRI
ArcGIS. Neo4 Urban Planner is developed by Sightline
Vision AB, Stockholm-based company which has been
founded in 2000. It has undergone some modifications
over time so as to expand its area of functionality e.g. in
order to also perform social visualization [Sigl0]. More
web-based functionalities have been recently added to the
product e.g. interactive multi-criteria evaluation for
planning. Models have been linked to Google Maps and it
has been made possible to add comments and sketches to
the model and get feedback in real-time. Neo4 Urban
Planner is one part of the demonstrator of the ViSuCity
project.

Symbiocity is not basically a planning product but a
trademark bringing together thousands of Swedish
companies so as to provide a multidisciplinary and
framework for marketing Swedish sustainable planning
products and services around the globe. Symbiocity was
established in 2008 and is administered by Swedish Trade
Council. Symbiocity Scenarios is an online game within
Symbiocity website which visualizes consequences of a set
of planning strategies on a virtual city in real-time. The
principals behind the user-friendly interface of the
application can be deployed for developing a professional
planning package with a participatory approach [Sym10].
In other words, SymbioCity’s most impressive features are
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realistic representation of urban features and dynamisms
and availability through the Internet which facilitates col-
laboration and offers a fairly interactive and workable
interface.

Urban Circus visualizes planning proposals with lots of
realistic details in real-time and within a four-dimensional
environment. It covers a variety of planning issues in dif-
ferent phases and is highly interoperable. Nonetheless,
Urban Circus is not very participatory and its interactivity
is mostly limited to navigation tools and presentation
modes rather than decision-making and alteration possi-
bilities. This visualization software takes input from
3DSMax, Maya and ArchiCAD among all. Outputs range
from 2D rendered scenes, 3D panoramic view, 3D videos,
4D planning environments and interactive web pages.
Urban Circus Company is based in Brisbane, Australia
and has been founded by an urban planner, Dr. Ben Guy
in 2004 [Urb10].

peciFie

SELF-SUFFICIENT

Figure 5: (a) Symbiocity Scenarios, (b) Urban Circus.



Figures 3-5 depict a summary of evaluation of the six
case studies against dual criteria developed earlier within
this research. Blue spots and their proximity to one end of
each pair of dualities represent that the product possesses
those characteristics. Hence, most-favored situations are
where green areas and blue spots coincide the most.

8. Conclusion

The purpose of the evaluation phase described above is
not ranking or categorization of the cases. Judgments are
carried out in an approximate way and based on available
sources of information. Diagrams convey merits and
pitfalls of selected packages in a clear and concise visual
setting. Findings through this approach are complementary
to specifications for the integrated visualization tool
acquired previously through literature review and online
search.

Based on evaluation diagrams the following conclusions
can be drawn:

- All studied cases possess three-dimensional visual
interfaces which are deemed necessary for
visualization tools.

- Almost all case studies provide realistic visualizations
and they often also use schematic representations in
combination for specific purposes.

- A majority of selected products are fairly interoperable
and interactive. Only SymbioCity Scenarios is not
efficient at exchanging inputs and outputs with other
packages which is not a deficiency in essence since it
has not been design as a planning tool.

- Most cases are user-friendly and information-rich.
This is in line with the fact that the to-be-developed
web-based visualization tool of tomorrow should be
easy-to-use and also better connected to databases so
that it fulfills the requirements for an integrated
visualization media.

It goes without saying that there will still be a need for
sophisticated expert-oriented visualization tools with
numerous menus, functions and parameters to be
accurately set by experts of relevant disciplines; but these
will no more contribute to the participatory approach
which has been of the main focus for this study. The same
argument holds regarding an integrated approach towards
web-based visualization tools: there will still be a need for
specific visualization tools in the fields of e. g. lighting,
noise, landscape, infrastructure, transportation, security,
safety, circulation, line of sight, pollution, energy
efficiency, etc. Whilst the communicative visualization
tool should be capable of providing a holistic insight to lay
users and offer an integrated yet workable solution.

Workability is the quality that a few examples possess.
Even though technological developments enhance
workability of digital tools on a daily basis, it is still quite
necessary for the integrated tool to avoid resource-

demanding solutions so as not to dampen the collaborative
attitude by triggering digital divide [Bra09]. The
evaluation cube, dual criteria, evaluation diagrams and
this concluding part altogether envision the overall
structure of the conceptual framework for the integrated
web-based visualization tool. In the following, a further
step is taken to provide a concrete back-casted example of
the realized visualization tool which could satisfy
requirements of the already-developed conceptual
framework.

9. Proposal for the Integrated Web-Based
Visualization Tool

Figure 6: Back-casted interface of the proposed inte-
grated web-based visualization tool.

Figure 6 features the back-casted interface on a normal PC
or laptop screen. The consequences of the changes made
by the user to planning parameters through adjustment
bars on the right side can be viewed within the window on
the left side in real-time. The user can navigate freely
throughout the scene to examine the outcome from
different points of view. The change in values is only
allowed within specific ranges. Figure 7 demonstrates the
output of moving the Green Area slider to the right. New
green areas are optimally located in various spots around
the district.

Figure 7: Real-time visualization of a change in the pa-
rameter Green Area by the user.



Change of a parameter by the user can evidently be
visualized in numerous ways. The optimal alternative
should thus be produced and presented by the tool through
pre-designed algorithms which are in turn based on local
planning regulations and routines and implications of
available spatial data. When all values are set, the visual
consequences are carefully studied and examined from
various points of view and the optimal configuration is
envisioned, the user can publish her/his planning
alternative by pressing the Vote button. All users are thus
free to compose their own planning alternatives
through an intelligent and fully customized
visualization/planning tool instead of choosing among a
limited set of planning alternatives. Based on the area
of responsibility and scientific qualification of the user, a
Multi-Criteria  Evaluation (MCE) tool which is
incorporated in the system assigns corresponding weights
to each category of voters before putting the results
together and developing an overall alternative or a set of
collaborative choices.

Customization to different user groups and planning
scales is an essential quality for a visualization tool.
Adjust controls for planning within district level, for
instance, will be totally different from those in the case of
planning procedure of an urban block. Besides, the degree
of realistic visualization should correspond to the planning
stage. This example should only be considered as one of
numerous possibilities for the integrated web-based
visualization tool provided as a complement to theoretical
findings.

10. Discussion

A major challenge in this study was the perpetual risk of
using outdated data (literature, reports, software tutorials,
technical recommendations, etc). New technological
features in the realm of computer graphics in general, and
web-based visualization tools in particular, are being
developed and immediately presented to planners and
public on a daily basis. Reliable scientific materials of a
couple of months ago can thus easily be part of the history
at the time being. Low band-width of the Internet, for
example, was once considered as a serious impediment to
transfer of photorealistic visualizations to the public
[SDD98] which is no longer pertinent in the field of web
infrastructure. Of the four types of virtual cities that
Smith, Dodge, and Doyle introduce and describe (Web
Listing Virtual Cities, Flat Virtual Cities, 3D Virtual
Cities and True Virtual Cities) only True Virtual Cities
can now be considered as a pertinent case within urban
modelling discourse [SDD98]. The three other definitions
refer to some abstract or symbolic models which do not
comply with contemporary virtual environments'
requirements. Nevertheless, utmost care has been taken to
recognize and eliminate outdated materials based on
findings of the complementary online part of the study.

Another area of uncertainty was differentiating between
visualization, planning, presentation, drafting and
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enhancement tools. According to definitions of the term
visualization the concept is closely intertwined with data
representation and thus goes far beyond the mechanical act
of virtual construction of an urban element in a schematic
or realistic manner [BASO0][SDD98][OHD99]. On the
other hand, a visualization tool is a medium which
visually interprets planning ideas and also helps examine,
alter and introduce planning proposals; but it should not
necessarily act as the core of planning procedure. The
interrelationship between the two concepts of planning
and visualization makes it difficult to define the
boundaries of the research and seems to cause problems
particularly in choice of examples of visualization tools.
To better comply with the definitions of the term,
however, ubiquitous tools such as Auto Cad, Micro
Station, Revit, 3D Studio Max, Maya and Rhyno were not
selected as case studies.

Another challenging ground was avoiding contradictions
when defining criteria for an efficient visualization tool. A
fully integrated package, for example, which has taken a
variety of disciplines into account, normally becomes so
complicated that can no longer be realized and used by
non-expert stakeholders. The fact that there is always a
limit to the extent drastically diverse requirements can be
met by the sought-after visualization tool should always be
taken into account.
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Abstract

In this paper we present our developed bidirectional reflectance distribution capturing pipeline. It includes a
constructed gonioreflectometer for reflectance measurements, as well as extensive software for operation, data
visualization and parameter fitting of analytic models. Our focus is on the flexible user interface, aimed at material
appearance creation for computer graphics, and targeted both for production and research employment.

Key challenges have been in providing a user friendly and effective software for functioning in a production
environment, abstracting the details of the calculations involved in the reflectance capturing and fitting. We show
how a combination of well-tuned tools can make complex processes such as reflectance calibration, measurement
and fitting highly automated in a fast and easy work-flow, from material scanning to model parameters optimized
for use in rendering. At the same time, the developed software provides a modifiable interface for detailed control.
The importance of having good reflectance visualizations is also demonstrated, where the software plotting tools
are able to show vital details of a reflectance distribution, giving valuable insight in to a materials properties and

a models accuracy of fit to measured data, on both a local and global level.

1. Introduction

Visual realism and predictive rendering results are the cen-
tral challenges in many computer graphics applications.
These aspects are especially important in applications such
as product visualization and rendering for commercials,
where the synthesized images cannot in any way deviate
from the corresponding real world objects. The key factors in
the creation of high fidelity renderings are accurate modeling
of the scene light transport and scattering events. This has
led to research and development of advanced material mod-
els, so called bi-directional reflectance distribution functions
(BRDF). A BRDF is a 4D function describing the reflectance
and spectral characteristics of a material at a point on a sur-
face with only a small number of parameters, typically three
to five.

BRDFs are traditionally modeled by hand by an artist who
adjust the parameters such that the model mimics the prop-
erties of the desired real world material. This is, however, a
time consuming and difficult task, and the result is also of-
ten not fully reliable. A major difficulty for the artist during

69

BRDF modeling is to understand which visual effects of the
material are introduced by the BDRF and which effects that
are caused by the virtual light setup used during modeling.

This has led to the introduction of methods for measuring
real world materials [WLL*08] and using this information
for parameter fitting of BRDF models have been proposed.
Using measured material data enables highly accurate nu-
merical modeling of real world BRDFs in a fast and conve-
nient way. This, however, comes with the drawback that the
measuring and parameter fitting procedures are very com-
plex, and requires deep understanding of material modeling,
color science, and numerical optimization techniques. It is
therefore highly important to develop tools that make such
systems viable for use by artists in fast paced production en-
vironments.

In this paper, we present an overview of our pipeline for
measuring, processing and fitting of BRDF parameters to
real world material properties. Our pipeline consists of a
custom built high accuracy camera based gonioreflectome-
ter, and a software pipeline for data processing and BDRF
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parameter fitting. Our software framework has been specif-
ically developed to support artistic requirements of non-
technical experts and includes a set of carefully selected
techniques for visualization of the data at each stage in the
process, and interaction tools which gives the user full con-
troll over the parameter fitting process.

2. Background

Having a good estimation of a materials reflectance proper-
ties plays an important role in many different areas, such as
in the paper, textile and color industry; and to a large extent
in computer graphics where the rendering equation used for
creating synthetic images is governed by the bidirectional re-
flectance distribution function [Kaj86]. The BRDF specifies
for each light direction incident at a surface point on a mate-
rial, how it is distributed over the hemisphere above the point
when reflected. It is usually formulated in spherical coordi-
nates with four dimensions for the incoming and outgoing
polar and azimuthal angles, p(@;,0;,00,00) = p(@;, Do).

A number of models for describing BRDFs have been
proposed — both empirical (such as the Blinn-Phong [Bli77]
and Ward [War92] models) and physically based (e.g. the
Cook-Torrance model [CT81]). For many material model-
ing purposes such models can describe the reflectance well.
However, given a real-world material which should be repro-
duced in rendering it is not straightforward to set the parame-
ters of a BRDF model by hand cause of the high dimension-
ality; although the modeling may be perceived as accurate
from a certain viewing direction and under certain lighting
conditions, it can behave differently in other circumstances.
Having parameters that are fitted to a reflectance measure-
ment of the material instead, ensures that the model is used
globally optimized to the sought material.

Constructions built for reflectance measurements are
named gonioreflectometers and classically utilizes a four de-
grees of freedom setup, where a light source and a detec-
tor can be placed at any angle in the hemisphere above a
material sample point. This usually provides a high preci-
sion and well-controlled measurement environment where
one measurement is done for each light source/detector posi-
tioning. Examples of such high precision and multi-spectral
measurement devices are e.g. the Spectral Tri-function Auto-
mated Reference Reflectometer (STARR), developed at Na-
tional Institute of Standards and Technology (NIST) [PB96],
or the examples from the Physikalisch-Technische Bunde-
sanstalt [Erb80, HGHO06]. While these represent expensive
high standard equipment, a simpler gonioreflectometer with
commercially available components and a straight-forward
design was presented by [WSB*98].

With image-based techniques it is possible to use infor-
mation from different pixels on the sensor for simultaneous
capturing of a set of reflectance samples, resulting in a sig-
nificant increase in speed of a BRDF scanning. However,
with measurements on pixel level it is difficult to match the
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high precision of classic single detector gonioreflectometers.
If the data should be used for optimizing an analytic model,
this is not a significant problem, since small inaccuracies
have little effect on the final outcome.

Different methods have been presented for performing
multiple angle readings. One is by having a curved mirror
reflecting different angles onto different parts of the image
plane. In [War92], Ward captures the reflectance for all ex-
citant reflectance angles in the same image using a hemi-
spherical mirror and a fish-eye lens, yielding fast measure-
ments. The concept with an ellipsoidal mirror, but in a dif-
ferent setup, was also brought to a small hand-held device
in [DR97, MDL*98], aimed at use in the industry together
with a graphical user interface (GUI) for operation. An al-
ternate approach is to have a parabolic mirror focus on a
measurement point on a material sample, with light incident
on the mirror, so that it shows an image of the reflectance for
a set of angles [DW04].

Instead of having mirrors to enable multiple reflectance
readings, a material geometry other than planar can be used
to create an angular image. In [MWL*99, MWLTO0O] spheri-
cal samples were used together with a light source to cover a
large part of the outgoing reflectance angles in one image.
The technique was also extended to include general con-
cave objects by having their geometry known, e.g. by scan-
ning. A similar approach for fast measurements was taken
in [MPBMO3], and extended in [NDMOS5] to incorporate
anisotropic materials by performing measurements on a set
of material strips on a rotating cylinder, where the strip ori-
entations represent different azimuthal light angles.

3. System overview

The reflectance measurement setup is shown in Figure 1,
and is related to the one described in [WSB*98], with four
stepper motors controlling the four axes of incident and
excitant light directions, but it utilizes a CCD camera as
reflectance detector. The 4-axis construction offers greater
flexibility and improved quality compared to image-based
multi-angular capturing aproaches, with the possibility to
average a measurement over a region. Furthermore, the setup
supports continuous movement of the rig while the camera
is reading, where capturing can be done at over 20 positions
per second.

The built device utilizes 0.002° resolution stepper motor
rotary tables, a 14-bit 1388x1038 pixels CCD sensor firewire
camera, and a halogen light source with equalizer for a tem-
porally consistent output. With a rig construction like ours,
where the camera and the light source are kept on arms ro-
tating above the material sample, the angles close to retro-
reflection are occluded. In our case the camera is placed
closer to the material than the light source, which result in
an occluded region of about £-5°. Except for these angles,
all directions in the hemisphere can be captured at high an-
gular precision and accuracy.
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Figure 1: The capturing device with stepper motors control-
ling rotation of the arms. Instead of having the light arm
rotating for different incident azimuthal angles, the material
plate can be rotated.

A reflectance scanning is performed by having the camera
doing continuous sweeps over the material, capturing the re-
flectance at predefined positions as the average over a user
specified pixel radius. Denoting the incoming light direction
(9;,0;) and the outgoing direction (¢o,0,), where ¢ and 6
are the azimuthal and polar angles respectively, this means
that the camera sweeps are accomplished by having ¢;, 6;
and @, fixed while 0, is continuously changed.

To be able to cover the dynamic range of reflectance, mul-
tiple exposures are needed [DM97]. Having the camera mov-
ing continuously over the material sample, it would be inef-
ficient to stop at every saturated sample position and capture
with shorter exposure times. Instead, the camera completes
a sweep over the material ignoring over-exposed samples.
Subsequently, the camera is swept over these sample po-
sitions using a shorter exposure time. The procedure is re-
peated until there are no saturated samples left to scan.
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To enable simultaneous threaded calculations of re-
flectance, the captured images in a material scan are directly
stored in a queue which is processed in a second thread,
so that the reflectance evaluation processing does not be-
come a bottleneck. The processed samples are then stored
as unstructured data in four dimensional space, where each
sample is assigned an incoming and outgoing light direction.
The unstructured storing is to have an extendable approach
for data storage, e.g. enabling adaptive sampling schemes.
When used in visualizations the data is extrapolated onto a
4D uniform grid for simple and fast look-up.

4. Visualization and interaction

In providing a versatile system for physically based mate-
rial reflectance modeling, we have developed comprehensive
tools for measuring, viewing and fitting model parameters to
BRDF data. With the software we try to address a number
of general requirements we put on our system, which can be
summarized as follows:

1. Users should be able to perform calibration of the system,
e.g. for correct color output.

2. Performing a material scan should be on a selected level
of abstraction; that is, selected from predefined settings
or in a more manual approach.

3. Visualization of BRDF data should be able to show de-
tailed reflectance properties in an informative manner,
and make viewing of the high dimensionality intuitive.

4. Optimization of analytic BRDF model parameters to the
measured data should be possible, and automated to the
extent it is possible. It should be easy to change the fitting
conditions for finding alternative parameter solutions.

5. Interaction with the software should be intuitive, and suit-
ing usage both in production and more advanced areas.

4.1. User interface

To be able to use complex measurement equipment such as
the gonioreflectometer in a production environment, a well-
deployed user interface is of great importance. We propose
an interface aimed at providing a fast and highly automated
work-flow, from the measurement of material reflectance to
exported BRDF model fitted to the gathered data. The soft-
ware, for which the interface is demonstrated in Figure 2,
enables automated and direct procedures for easy integra-
tion in a production pipeline at the same time as supporting
a large number of user inputs, and an “advanced mode” for
research oriented usage.

The process of measuring and fitting a material is de-
picted in Figure 3. A general calibration file stores the state
of the GUI, while the camera calibration and color profile
are created through a calibration procedure in a wizard. The
output of a measurement is binary unstructured reflectance
data, onto which a color profile can be applied and a fitting
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Brdf Scanning & Fitting
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(a) Scanning interface

Brdf Scanning & Fitting

(b) Visualization/fitting interface

Figure 2: Overview of the interface, which is divided into a scanning and a visualization/fitting interface.

started. The final outcome is optimized BRDF model param-
eters output to useful file formats for use in rendering.

Since the terminology used in relation to reflectance cap-
turing and fitting not always is self-explanatory for those not
familiar with the details of BRDFs, through-out the inter-
face informative help is provided on all constituent tools by
means of offering mouse triggered help on widgets.

4.2. Visualization modes

Having four dimensional data, careful thought is needed for
visualizations, to show the details of a BRDF. The plot-
ting and rendering tools available in the interface illustrates
a measured materials reflectance in an informative manner
from different abstraction levels, for insight into the material
properties, and for comparison to parametric models in the
fitting procedure. There are four different ways of visualiz-
ing the reflectance as function of incoming/outgoing angles,
shown in Figure 4:

e Polar plot, Figure 4(a): For a specified incident light di-
rection, the plot shows the reflectance along a selected
(o, or slice angle, plotted in the direction of the reflec-
tion. It illustrates a slice of the reflectance distribution in
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the hemisphere above the measured point, where the plot-
ted data shows the magnitude as the distance to the origin
of the plot. The direct correspondence to the reflectance
distribution makes the visualization informative and easy
to interpret. The restriction to one slice angle, however,
makes it difficult to get an overview of the global BRDF
shape, but for a local — in depth — comparison of mea-
sured data and fitted reflectance model small differences
are easy to distinguish using the polar plot.

Cartesian plot, Figure 4(b): The visualization is similar
to the polar plot, but here the slice of the hemisphere has
been transformed to a cartesian coordinate system so that
the vertical distance represents the reflectance for the dif-
ferent angles. While the polar plot gives an intuitive view
of the reflectance distribution, the cartesian version shows
an abstracted representation that is easy to read and use
for comparison with BRDF models.

Hemispherical plot, Figure 4(c): The reflectance is
drawn as colors for the entire hemisphere, viewed from
above, for the specified incident light direction. In this
way a large amount of data can be visualized simultane-
ously, for an easy overview of the reflectance distribution
over all excitant directions. While the rendering shows a
global image of the reflectance, it is difficult to see small
local differences when comparing to a fitted BRDF model.

Geometric plot, Figure 4(d): Here, the hemispherical
plotis rendered with GPU acceleration and interaction can
take place, turning the plot for different views. Further-
more, there is an option which adds a geometric scaling
according to the reflectance, creating a 3D representation
of the distribution. This “extrusion” can be modified to
get more or less effect, in visualization purposes, and can
be seen as the 3D equivalent of the polar plot. Having the
distribution rendered as a geometry provides very intu-
itive information on the material reflectance on a global
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(a) Polar (b) Cartesian

(c) Hemispherical

(d) Geometric

Figure 4: Examples of the different visualization modes. Plotted together with the measured data is a fitted Ward BRDF.

level, and comparing to a fitted BRDF model differences
are easy to spot.

To summarize, the different rendering options are com-
plementing each other. They all play important parts in an
informative system for visualization of a measured materi-
als reflectance properties and comparing it to a parameter
fitting, on both a local and global level.

4.3. Parameter optimization

The fitting of an analytic model to the measured data is done
in a non-linear least square manner using the Levenberg-
Marquardt method, in a C/C++ implementation [Lou04].
During the optimization the visualizations are updated with
the new parameters, and error measurements formulated as
the root mean square difference are displayed, for visual
feedback of the fitting progress and comparison by means
of mathematical similarity.

For a fitting process, default start parameters, possibly
scaled by the maximum input reflectance value, yields good
results with most materials. However, since the parameter
space, especially at high dimensions, can have a number of
local minima, changing the parameters starting positions can
give a different final outcome. To enable tuning of the pa-
rameters for a fitting, the interface provides interactive tools.
The tuning is performed with sliders for diffuse and specu-
lar parts of the RGB-channels for a BRDF model, and with
a slider for the general gloss, or width of the specular peak.
With this classification of the tuning tools, the process be-
comes intuitive for an artist familiar with simple material
properties.

Since the construction of the measurement stage makes
samples around the retro-reflection direction occluded, there
will be a set of faulty reflectance measurements. To avoid
having this data affecting the fitting, the interface provides
an option where the user can input an angle specifying the
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radius of a circular area around the retro-reflection direction
where data will be ignored. Furthermore, a user specified
amount of positions near gracing angles can also be speci-
fied for rejection; since polar angles near & = 90° are sen-
sitive to calibration, and measured from a smaller material
projection area on the sensor, this is useful for removing un-
reliable data.

One difficulty when fitting to highly specular materials is
the high contrast between diffuse and specular values in the
BRDF, which can make the parameter optimization overem-
phasize the large specular peak, resulting in lost accuracy
of the diffuse parts. To overcome this problem the fitting
interface provides an option for fitting to the logarithmic
BRDF, decreasing the diffuse/specular contrast. To have a

Rejection region
‘ ‘ —— Measured (336373 samples]
| | Fitting data

20.00 -67.50 -45.00 -22.50 0.00 22.50

45.00

67.50 20.00

Figure 5: Visualization of logarithmic fitting conditions,
plotted together with the original data. Note that the data
is completely ignored in the rejection regions, represented
by red.
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stable logarithmic BRDF, avoiding the problems of near zero
values, it is formulated according to Equation 1, where ¢ is
a user parameter for controlling the contrast reduction. The
impact of the contrast reduced BRDF for fitting can be seen
in the screenshot in Figure 5, where ¢ = 0.1.

p,og:10g10(1+%), 6>0 1)

4.4. Calibration

Of great importance for the quality of a measurement pro-
cess outcome is having a good calibration. Most calibra-
tions can be performed when setting up the capturing sys-
tem, but some need consideration during usage. For example
can a color calibration be needed, e.g. when changing the
light source lamp. The software offers standard color pro-
filing — provided by the Argyll Color Management System
(ACMS) [Gil08] — in an easy to use wizard interface (Fig-
ure 6), targeted for non-research production. Since the mea-
surement rig enables light incident from all directions in the
hemisphere, it would be an ideal stage for capturing a color
chart and evaluating its diffuse color. However, the capturing
distance puts restrictions to the size of the color chart, and a
more general approach is therefore taken. The camera arm
is rotated by 90°, so that the chart can be captured at any
distance. This produces a color transformation that is cali-
brated in color, but not in scale cause of the capturing light-
ing conditions. The correct scaling is found by evaluating
the diffuse color of an arbitrary reference patch in the mea-
surement setup, with light incident from a set of directions
representing the hemisphere. Applying the color profile, it is
used to find the correct scaling.

The created color profile can be applied directly in the
measurements, but a more general approach is to use it ex-
ternally on to the data when performing a fitting, enabling
changing of profile.

5. Discussion

Four material measurements are visualized in Figure 7, both
plotted for red, green and blue color channels in cartesian
coordinates, drawn as colors for the excitant hemisphere
from above, and rendered in 3D. A Ward BRDF model has
been fitted to the materials; it is plotted together with the
measured data in the cartesian plot, and drawn next to the
higher dimensional visualizations. The fittings have been
performed with the default settings, and the calibration used
was created in the calibration wizard. The measurements
shows very dense data, for visualization; in practical situa-
tions measurements can be significantly sparser without sac-
rificing fitting quality.

The figure also shows the importance of having good re-
flectance visualizations in the fitting process. With informa-
tion only from the cartesian plot, the optimization of the
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Calibration Wizard
flectance evaluation (1 of 1)

Reflectance scaling evaluation. Here, the correct scaling for the measurements is evaluated from capturing of a reference patch.
The capturing is made over the hemisphers to get the diffuse color of the raference, so the rig must be connected and switched on. crescarcH
Settings

Exposure (ys): c———— 40000 3]

sample radius: e——— (1000 |3]
Quality: e Medum
Referance calor (in sRGB)

Macbeth white

R <ol SE

Al channels saturated | B
Channel saturated

Figure 6: Screenshot from the calibration wizard. The ex-
ample shows the interface for evaluation of the reflectance
scaling.

Ward model to the silver lacquer material seem to be ill-
fitting. However, the geometric rendering more clearly illus-
trates a distribution with a narrow specular peak and a more
spread specular base, where the fitted BRDF has conformed
to the base, resulting in a globally more optimized result. In
the hemispherical color rendering this global optimization
can also be seen, where the high specular peak is cropped to
white. In conclusion — the visualizations of the distribution
where the entire hemisphere of excitant reflectance is shown,
can give valuable information of the material appearance be-
havior and the parameter optimization result that is difficult
to see in a classic 2D plot.

Having a construction with a 4-axis capturing stage and
a high performing camera, we can make measurements of
high quality, with high precision information on reflectance
directions and a complete image of information for each
measurement position. Using this information to calculate
the reflectance averaged over a small user specified pixel
region we yield data with large noise reductions as com-
pared to image-based approaches where large areas of the
reflectance hemisphere are captured simultaneously. The im-
proved data comes at the cost of longer measurement times,
but with the system construction and software, enabling con-
tinuous movement while capturing, and the possibility to ex-
tend measurements to use more of the captured image data,
the time can be significantly reduced as compared to 4-axis
gonioreflectometers that need to halt at every measurement
position.

The measurement time depends to a large extent on the
material; a highly specular material is slower to scan com-
pared to a diffuse since the specular peak have to be traversed
several times with shortened exposure time. The time also
depends on the stepper motor controller settings, i.e. max
speed and acceleration. How fast the rig can be set to move
is governed by the frame rate of the camera and the exposure
time used. The utilized camera can capture at 16 frames per
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Figure 7: Different material measurements, together with a fitted Ward BRDF. From left to right: silver lacquer, blue lacquer,

red textile, wood.

second at highest resolution. However, if only some part of
the sensor need to be used, the frame rate can be increased.
In the examples in Figure 7, the measurements were sam-
pled uniformly spaced at every 1° in both @, and 8,, and
the stepper motors ran at a max speed of 20° /s. For one in-
cident light direction, scanning took approximately between
40 and 50 minutes. For a good optimization, a set of inci-
dent direction need to be used, but the excitant directions
could be sampled significantly sparser, and therefore the to-
tal scanning — for use in fitting — does not need to take more
than 10-15 minutes for isotropic materials.

The parameter optimization time depends on parameters
such as number of measured samples, shape of BRDF, num-
ber of parameters in the BRDF model, model function, CPU
used etc. In most cases it is finished in a matter of sec-
onds, or possibly minutes with a dense measurement sam-
pling scheme.

We have only used our measurement system assuming
isotropic materials, thus needing only one dimension —
the polar angle — in the incident light, and with fitting to
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isotropic BRDF models. However, the system is fully capa-
ble of measuring anisotropic materials, adding the dimen-
sion of the incident azimuthal light angle.

6. Further work

The developed system is centered around the different in-
teraction and visualization possibilities, for achieving a sys-
tem for easy use in many application areas. To further con-
firm that the requirements are fulfilled, an evaluation should
optimally be performed. The capturing pipeline should be
tested by a number of people with different backgrounds in
the area, to evaluate the measurement, visualization and fit-
ting interfaces with respect to parameters such as usability,
efficiency and quality of outcome.

The capturing device is at the moment used in its simplest
form for BRDF measurements, with a single reflectance
measurement for each position of the scanning rig. Further
work is intended with the setup though, and since empha-
sis has been on extendibility a strong research platform is
provided for such work.
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In the current system only a fraction of the pixels in an
image are used, and many extensions of the setup could be
done using more of the information. With this data multiple
samples can be retrieved simultaneously, either for captur-
ing different light directions on a homogenous material, or
for calculating values for a spatially varying BRDF. Another
useful extension would be to estimate a non-planar geometry
and use for scanning.

The current measurements are done at the spectral loca-
tions achieved with the RGB-filters of the camera. General-
izing this for larger coverage of the spectral domain could be
done with for example a filter setup.

The measurements we have done are all sampled uni-
formly by specifying a range and a sampling density for each
dimension of the BRDF (¢;,6;,¢0,6,). Having a setup like
ours, however, it would be interesting to investigate the pos-
sibilities of having an adaptive sampling scheme. Since the
fastest changes in a materials reflectance happens close to
the specular peak, around the perfect reflection direction, an
adaptive scheme would measure this area more thoroughly,
and differently depending on the material. Alternatively, a
fixed sampling scheme where the specularity is sampled
more densely than the diffuse parts, would yield measure-
ments more effective than uniform sampling.

7. Conclusion

In this paper we have demonstrated our flexible material re-
flectance measurement system, centered around the interac-
tion and visualization possibilities. We have shown how the
developed software enables an abstraction of the calculations
and understanding needed in measurement of reflectance and
optimization of BRDF models to measured data. The user
interface of the software provides a scanning and fitting en-
vironment which could be used at a highly automated level
in a simple physical material modeling work-flow. We have
also pointed to the importance of having different and com-
prehensive visualization tools, both for insight in to the re-
flectance properties of the material and for confirming the
accuracy of an optimization process.
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Abstract

3D reconstruction from visual hulls is a well established technique for camera based reconstruction of 3D
objects in computer graphics. We propose in this paper to employ visual hull techniques to quantify the volume
of diffusely defined gaseous structures. In our evaluation, visual quality of the 3D reconstructions is secondary.
Instead, using synthetic ground truth data, we determine the number of independent silhouette images needed to
achieve a stable volume estimate. We also estimate the influence of different segmentation results of the silhouette
images on final volume estimates. Our results show that comparably few camera views yield to convergent volume
estimates. For the type of 3D data studied, visual hull reconstructions overestimate actual volumes with about
50%. This proportion seems to be consistent for different data sets tested and may serve for re-calibration of
volume estimation of gaseous structures.

Categories and Subject Descriptors (according to ACM CCS): 1.3.3 [Computer Graphics]: Picture/Image
Generation—Digitizing and scanning 1.4.1 [Computer Graphics]: Digitization and Image Capture—Imaging ge-

ometry 1.4.9 [Computer Graphics]: Applications—I.4.10 [Computer Graphics]: Image Representation—

1. Introduction

In context of environmental analysis, methane (CHy) is one
of the most critical greenhouse gases, as it remains in the
atmosphere for approximately twelve years. According to
Wuebbles [Wue02] methane is more than 20 times more
effective in trapping heat in the atmosphere than carbon
dioxide (CO;). Methane gas is released from a variety of
natural and man-made sources. Emissions of methane from
open dumping and improper land filling of municipal solid
waste are estimated to contribute to 3 - 19% of the anthro-
pogenic emissions word-wide [Tal07]. Identification, quan-
tification, and reduction of CH,4 emissions from landfills can
make a significant contribution to decrease the greenhouse
gas stock. Among the largely available and low cost meth-
ods to detect methane gas are pellistor based sensors. They
are used for fixed point measurements of gas concentrations
at specific positions. Recently, infrared (IR) based measur-
ing principles have been used to develop new sensors for
fixed point measurements. They exploit the fact that many
gases absorb energy within a narrowly defined band in the
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IR spectrum. While traditional fixed point measurements can
reveal concentrations of gases at specific locations, they are
of limited value for quantifying the actual volume and its
spatial distribution. Very recent research aims at using novel
IR imaging devices to capture gas distributions [SM10]. In
previous work segmentation methods based on optical flow
analysis have been proposed to identify the presence of gas
in the camera image [hS11].

The objective of the work presented here is to quantify and
describe the 3D spatial distribution of gaseous structures us-
ing IR camera images from multiple views. In particular we
aim to determine the number of camera views needed in or-
der to obtain volume estimates of sufficient precision. An-
other objective is to evaluate the potential effect of different
segmentation results of the 2D silhouette images on the final
3D volume estimate.

2. Related work

Reconstruction of 3D geometric objects is the purpose of
several different multi-view geometry algorithms in com-
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puter vision. One class of these algorithms identifies feature
points in different views [HZ03]. Using a RANSAC pro-
cedure, a robust estimate of the fundamental matrix is ob-
tained by applying the eight-point algorithm based on best
estimates for corresponding points [Har97]. The fundamen-
tal matrix describes the geometric relationships between two
camera views and it is subsequently used to triangulate the
positions in 3D space for sets of homologous feature points
[LF95]. One advantage of these image based algorithms is
their capability to describe surfaces of objects through dense
point clouds, which form the basis of highly detailed polyg-
onal surfaces.

Images of methane gas (and other gases) generated by IR
imaging devices are, however, not well suited for this type
of multi-view 3D reconstruction approach. As is shown in
Figure 1, gas becomes even in the infrared spectral range
apparent only as a transparent shadow, since gas only ab-
sorbs (attenuates) the IR radiation from the background. Gas
clouds do therefore not expose any clearly structured surface
towards the observer. Instead, they can be identified only as
diffuse areas with rather fuzzy boundaries.

For this type of boundary based 2D object representations,
visual hull algorithms seem to be a more feasible approach
for 3D reconstruction. Reconstruction of the visual hull of
an object assumes that an object is captured with many
different camera views of known positions and directions
[Lau94, LW10]. After determining the silhouette of the ob-
ject in the camera images, silhouette edges are projected
back into 3D space forming a set of general cones. The inter-
section of all cones represents the visual hull of the object,
and it is an estimate for the geometry of the reconstructed ob-
ject. Laurentini has shown that for non-concave geometries
an object can be reconstructed faithfully with O(n5 ) silhou-
ettes where the number of faces of this object is n [Lau97].
It is obvious that the accuracy of the reconstructed geometry
increases as the number of camera views is increased. Nev-
ertheless, concavities in an object cannot generally be recon-
structed accurately [Lau95]. Most algorithms published for
reconstruction of the visual hull [Sze93, LMS03, LBNO8]
use discrete silhouette representations from real or synthetic
camera images. Efficient memory techniques have to be
employed to maintain adequate resolutions for the recon-
structed volume. Szeliski proposed an octree for backprojec-
tion [Sze93]. Recent implementations use 3D texture map-
ping [LMS03,L.MS04, LBN08] and GPU accelerated algo-
rithms [LMS04, KSK*08, LBNOS] for the back-projection
into 3D space. These algorithms have generally limited pre-
cision depending on texture sizes and render buffer limits.

3. Method
3.1. Evaluation approach

Figure 2 shows an example of an original polygonal object
rendered with simple Phong shading (left) and its visual hull
retrieved from a set of silhouette images (right). The recon-
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Figure 1: Infra-red (IR) image showing methane gas leak-
ing from a deduction pipe.

Figure 2: An example of a polygonal model (left) and its
volumetric reconstruction using visual hull methods (right).

structed object is initially a discrete voxel model, which can
be transformed into an explicit polygon representation us-
ing iso-surface reconstruction. Alternatively, as is the case
here, it can be rendered directly using a volume ray-caster.
The picture of the visual hull in Figure 2 clearly shows that
visual artifacts are inevitable as fine detail is not preserved
in the reconstruction process. For most visual applications,
the reconstructed objects are again texture mapped with the
original camera images which makes artifacts less salient. In
our specific application we aim at using visual hulls to esti-
mate the volume of gas and smoke clouds. For this purpose,
we have some different requirements and limitations:

e As the visual hull is primarily intended for volume quan-
tification, visual artifacts are not critical.

e Monitoring of gas leakage will require expensive IR imag-
ing, which calls for a low number of different camera po-
sitions.

e Detection of gas clouds in IR imagery is a very delicate
image processing task, which at present state implies seg-
mentation results with some uncertainty.

In our experiments we want to find out how many cam-
era images are sufficient to reconstruct gas clouds with an
acceptable quantification error. Another issue is to identify,
to what extend different segmentation results in the camera
images affect the quantification of the reconstructed volume.
Figure 3 illustrates the different steps in our evaluation ap-
proach; they are described in the following subsections.
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Figure 3: Flowchart illustrating the evaluation approach.

3.2. Data acquisition by simulation

For evaluation of the volumetric accuracy of visual hull
reconstructions, a known ground truth data set is needed.
Smoke and non-visible gases are, as stated before, very dif-
fusely defined and no practical means exist to capture a re-
liable reference volume of gas. We therefore decided to use
a synthetic dataset as reference standard. Various methods
exist in computer graphics to simulate fluids and smoke,
among others wavelet-based approaches for volumetric sim-
ulation [KTJGOS8]. For our experiment we used the refer-
ence implementation by Kim [KT] and simulated volumet-
ric smoke on a 5123 voxel grid. From each simulation se-
quence we captured 300 snapshots (volumes) and we spo-
radically chose a few volumes out of these sequences as ref-
erence volumes. We parametrized the smoke/gas simulation
so as to accomplish plausible appearances of smoke plums.

3.3. Volume segmentation

The simulation of gas and smoke results in raw data that rep-
resents smoke through density values in the range between
0.0 and 1.0. As in a real scenario, the appearance of a gas
cloud is not well defined by clear borders or contours in
the density field. The identification of gas will rather depend
on the employed segmentation methods and parameters; this
will imply some uncertainty in regard to the actual shape of
smoke. We mimic this uncertainty in the segmentation by
applying different thresholds to the raw data, in order to re-
trieve reference volumes of varying conformance with the
actual gas shape. The segmented reference volumes serve as
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ground truth for the volumes to be estimated using the visual
hull reconstruction.

3.4. Silhouette image rendering

The reconstruction of the 3D geometry of the reference vol-
ume requires a set of silhouette images of the same raw
dataset. We implemented a ray-caster with a simple ray eval-
uation function that evaluates to one as soon as a voxel above
the threshold along the ray has been encountered. The result-
ing images are binary silhouettes of the raw volume from an
arbitrary number of randomly chosen camera positions on a
sphere around the raw data volume.

3.5. Visual hull reconstruction

The reconstruction of the volume using the visual hull ap-
proach is accomplished following an algorithm similar to
the one published in [KSK*08]. The algorithm operates in
a slice-order; that is, the volume is reconstructed by ren-
dering subsequent slices of the volume using screen-filling
quads. For each slice, every binary silhouette image is raster-
ized into the frame-buffer. Hereby the corresponding camera
parameters are used to configure the texture projection ma-
trix. The stencil-buffer is used to increment buffer elements
where the silhouette image is not empty. The overlapping re-
gion in each slice is hence determined by all buffer elements
that are equal to the number of camera views. The resulting
frame-buffer for each slice is copied back into the volume
memory. To reconstruct a volume of size 5123, 512 render
passes are required, each rasterizing »n silhouette images into
the stencil buffer. The volume resulting from this stage is in
the following referred to as the reconstructed volume.

3.6. Comparison

The final step of our evaluation is a simple volumetric com-
parison, whereby classified voxels in the reference volume
are enumerated and compared with the number of voxels
in the reconstructed volume. Here, we take the number of
voxel as a discrete measure for the volume of smoke in each
volume, which allows for a fairly basic overall quantitative
comparison. In order to get a more qualitative picture of the
differences between reference volume and reconstructed vol-
ume, a voxel wise comparison can be achieved by calculating
the subtraction volume.

Variables to be controlled in this evaluation are the number
of silhouette images for visual hull reconstruction, and the
chosen segmentation threshold.

4. Results

This section presents some results of our initial simulation
based evaluation. Figure 4 shows in the upper row an exam-
ple of one gas volume rendered with surface shading. The
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Figure 4: Results of the simulated smoke dataset. The upper row shows surface renderings of the smoke volume for different
volume segmentation thresholds. The bottom row shows silhuette images rendered with a ray-evaluation function that binarizes
voxels with corresponding thresholds. Thresholds from left to right are: 0,01; 0,1; 0,2; and 0,4.

four different pictures show the same raw data volume seg-
mented with four different threshold values. Apparently the
size and structure of the gas cloud change dramatically as
the threshold is increased. In the bottom row, the same raw
data volume has been rendered as a silhouette image using
the corresponding threshold values and from one camera po-
sition. Note that the camera position for silhouette rendering
is not exactly the same as the one used to render the pictures
in the upper row. The pictures of the silhouettes illustrate
that a sharp definition of the borders of a smoke/gas cloud
is problematic, as smoke is very diffusely defined without
sharp borders. Over- or undersegmented silhouette images
are therefore likely to occur and they hamper reliable vol-
ume quantification.

Figure 5, upper row, shows surface rendered images of the
reconstructed volumes. In this figure, reconstructions were
accomplished with increasing numbers (3, 7, 14, and 35 im-
ages) of silhouette images and for the reference volume with
a fixed threshold of 0,01 (same as the leftmost volume in Fig-
ure 4). The image series demonstrates that the overall vol-
ume for a simple convex object is reconstructed fairly well
with only a few reconstruction views. Results are neverthe-
less not acceptable from a visual quality point of view, even
in the reconstruction with 35 silhouettes. That is, visual ap-
pearance of the reconstruction still lacks visual detail that
is present in the ground truth data volume. The bottom row
of Figure 5 shows a semitransparent rendering of the sub-
traction volume. It illustrates where and how the reference
volume and the reconstructed volume differ. Yellow areas in-
dicate voxels that have been reconstructed without actually

80

being part of the original volume. Blue voxels (on top) in-
dicate small structures that have been lost in the reconstruc-
tion process. At large, the reconstruction is conservative and
yields to volumes, which are bigger than the original vol-
ume.

A quantitative comparison of the reconstructed volume with
the original volume is illustrated in Figure 6. It shows the ra-
tio R/ O of the volume sizes of the reconstructed volume with
the original (reference) volume. It is clearly visible that this
ratio decreases for an increasing number of silhouettes used
for reconstruction, which suggests that the reconstruction of
the volume becomes increasingly refined for more recon-
struction views and hence better approximates the original
object. Figure 6 contains observations for the same dataset
and ten different segmentation thresholds.

5. Conclusion and Discussion

In this work we have investigated, if visual hull reconstruc-
tions can be used to quantify gas volumes recorded with IR
imaging devices. Based on the result of our experiments we
can so far conclude the following: For the purpose of volume
quantification, visual hulls appear as a promising estimation
technique, even if only comparably few camera views are
used for reconstruction. Our initial results show that recon-
structed volume sizes converge comparably soon to some
steady level. With approximately 16-20 camera views the
estimated volumes reached a fairly constant size, which was
not significantly improved even with more camera views. It
seems as if the inclusion of even more camera views is im-



S. Seipel & P. Jenke / Volume quantification using visual hulls

Figure 5: The upper row shows surface renderings of the the visual hull reconstructions for increasing numbers of silhuette
images (from left to right: 3 images, 7 images, 14 images, and 35 images). The bottom row is a visualization of the subtraction
volumes for increasing numbers of silhuette images. In all cases, reconstructions were applied for a volume segmented with a

threshold of 0,01.

portant to reveal visual detail; for quantification of the vol-
ume, however, these details are not significant. For the type
of data volumes tested in our experiment, estimated volume
sizes reached a steady value of about 150% of the original
volume size for many of the datasets we tested. This value
might therefore be instrumental for calibration of the volume
estimation procedure in this type of application.

Another interesting finding is that estimation of volume sizes
follows the same trend regardless of the chosen segmenta-
tion threshold. However, absolute levels do vary significantly
depending on the segmentation results. While for most seg-
mentation thresholds (between 0,01 and 0,1) volume esti-
mates are confined within narrow ranges, for higher and
lower thresholds the volume estimates can differ by approx-
imately 100% throughout. A comparison with Figure 4 may
give one explanation for this. Depending on the segmenta-
tion criterion (here threshold) over- or undersegmentation
can yield structurally very different results, which are partly
reflected by hugely varying volume estimates in the recon-
struction. For a final practical application this implies that
reliable segmentation of the gaseous structures in the origi-
nal IR image material is as least as important as maintaining
a sufficient number of different camera views.
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Abstract

The use of 3D shapes in different domains such as in engineering, entertainment, cultural heritage or medicine, is
essential for representing 3D physical reality. Regardless of whether the 3D shapes are representing physically or
digitally born objects, meshes are a versatile and common representation for the 3D reality. Nonetheless, the mesh
generation process does not always produce qualitative results, thus incomplete, non-orientable or non-manifold
meshes frequently are the input for the domain application. The domain application itself also demands special
requirements, e.g. an engineering simulation requires a volumetric mesh either tetrahedral or hexahedral, while a
cultural heritage color enhancement uses a triangular or quadrangular mesh, or in both cases even hybrid meshes.
Moreover; the processes applied on the meshes (e.g. modeling, simulation, visualization) need to support some
operations, such as querying neighboring information or enabling dynamic changes of geometry and topology.
These operations need to be robust, hence the neighboring information can be consistently updated, during the
dynamic changes. Dealing with this mesh diversity usually requires dedicated data structures for performing in the
given domain application. This paper compiles the considerations toward designing a data structure for dynamic
meshes in a generic and robust manner, despite the type and the quality of the input mesh. These aspects enable a
flexible representation of 3D shapes toward general purpose geometry processing for dynamic meshes in 2D and
3D.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geometry

and Object Modeling—Curve, surface, solid, and object representations

1. Introduction

The use of 3D shapes in different domains such as in en-
gineering, entertainment, cultural heritage or medicine, is
essential for representing 3D physical reality. This is true
for several 3D shape representation schemes such as point
clouds, isosurfaces, subdivision surfaces, meshes, paramet-
ric surfaces and B-reps, among others. These representation
schemes have a tight inherited relationship with the produc-
tion technique. In the case of physically born objects, for
example a laser scanner can typically generate a point cloud
suitable for triangulation, while a CT scanner can usually
generate volume data suitable for isosurfacing. On the other
hand and referring to digitally born objects, CAD systems
( [Lee99]) classically model with B-reps or CSG schemes
and free-form 3D modeling systems normally work with
parametric, polygonal or subdivision surfaces. Although the
representation schemes for digitally born objects can easily
be transformed into the representation schemes of the physi-

&3

cally born objects, the opposite case is not a straightforward
process, e.g. producing a B-rep with its corresponding ge-
ometric and topological description from a polygonal mesh
is a complex procedure. Furthermore, the application con-
text also influences the utilization of specific shape repre-
sentation schemes, for instance in engineering B-reps, para-
metric surfaces and meshes are commonly used; polygonal,
subdivision or parametric surfaces are frequently employed
in the entertainment industry; in the cultural heritage field
subdivision or polygonal surfaces and meshes are widely es-
tablished; while B-reps, parametric surfaces and meshes are
extensively exploited in the medicine sector.

Meshes are commonly used in the above mentioned do-
mains and within these domains; meshes commonly sup-
port visualization, analysis, animation, modeling and sim-
ulation processes or other dedicated domain applications.
The performance of these domain applications greatly prof-
its from the neighboring information of the mesh. For in-
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stance, a curvature analysis computes the vertex curvature
for the 1-ring neighborhood ( [BKP*10]) and a non-diagonal
entry in a linear system of a simulation problem is com-
puted by means of the contribution of the elements around an
edge ( [PSSSMO09]). Nonetheless, the mesh generation pro-
cess ( [FGOO]) does not always produce qualitative results,
thus incomplete, non-orientable or non-manifold meshes fre-
quently are the input for the domain application. Represent-
ing such meshes require generic and robust methods, in or-
der to reliably compute the neighboring information. Addi-
tionally, the representation of dynamic meshes demands ef-
ficient methods for consistently updating the corresponding
changes in the topology of the mesh.

There is a trend in the computer graphics community and
especially in the geometry processing research field, focus-
ing on the analysis and processing of dynamic meshes. This
trend is enabling the discovering and the development of so-
phisticated methods and algorithms, leading to a more real-
istic reproduction of the reality, by means of either faithful
animations or novel procedures for analyzing the behavior
of the reality. Several methods and algorithms have been de-
veloped, in order to deal with dynamic meshes. Nonethe-
less, the majority of these approaches only consider the ge-
ometry of the mesh as dynamic, while the topology of the
mesh remains unchanged. This consideration is justified by
the complexity and the performance overhead that opera-
tions with dynamic topology, such as meshing, remeshing
and multiresolution generate. Nonetheless, the implementa-
tion of algorithms with only dynamic geometry causes sev-
eral artifacts and limitations, which need to be compensated,
in order to make them reliable. On the other hand, an inte-
gral processing of meshes, where geometry and topology can
dynamically be handled, can unlock the potential of current
algorithms and it will also enable the combination of many
operations, which today are considered as divergent.

We present in this paper the considerations toward design-
ing a data structure for dynamic meshes in a generic and
robust manner, despite the type and the quality of the input
mesh. The methodology is generic enough to deal with trian-
gular and quadrilateral meshes or tetrahedral and hexahedral
meshes, or even hybrid surface or volumetric meshes. The
robustness of the methods enables the representation of in-
complete, non-orientable, non-manifold meshes or meshes
with a high genus, thus the neighboring information is al-
ways consistently computed regardless of the quality of the
input mesh. We also propose recommendations on how to
identify geometric degenerecies or topological inconsisten-
cies. Additionally, we present a possible implementation of
the methods for computing and querying the neighboring in-
formation. We believe that these methods allow for a flexible
representation of 3D shapes toward general purpose geome-
try processing for dynamic meshes in 2D and 3D.
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2. Related Work

There is a substantial work in the scientific community in
developing mesh data structures, most of them dedicated to
specific domain application. We classify the proposed data
structures in data structures for static meshes and data struc-
tures for dynamic meshes, regardless the dimensionality of
the mesh.

2.1. Data Structures for Static Meshes

One of the pioneers in this area is Baumgart [Bau72],
[Bau75], who introduced the winged edge data structure.
In a later work, Muuss and Butler [MB91] described the
advantages of the radial-edge data structure for represent-
ing non-manifold geometry and the corresponding Boolean
operations for modeling. Campagna et al. [CKS98] pro-
posed a data structure for triangular meshes called directed
edges. Kettner [Ket98], [Ket99] presented a design frame-
work for combinatorial edge-based data structures of poly-
hedral surfaces and planar maps, where the half-edge data
structured was chosen and implemented (in CGAL). Levy et
al. [LCCCO1] proposed the circular incident edge list (CIEL)
data structure for generating iso-surfaces in an unstructured
grid, based on the notion of oriented half-edge. Botsch et
al. [BSBKO02] developed OpenMesh, an implementation of
the half-edge data structure for static polygonal meshes.
Kallmann and Thalmann [KTO02] implemented a data struc-
ture for representing planar meshes in a compact manner,
by means of vertex adjacency. Allegre et al. [ABGA04] pro-
posed a hybrid shape representation, by means of combining
a skeletal implicit surfaces and a polygonal mesh, which are
assembled with an extended CSG tree. Alumbaugh and Jiao
[AJO5] developed a compact array-based representation for
surface and volume meshes, as a generalization of the half-
edge and half-face data structures respectively. Blandford et
al. [BBCKO03], [BBCKO5] proposed a compact representa-
tion for simplicial meshes, based on storing the link for a set
of (d — 2) simplices.

Weiler et al. [WMKEOQ04] presented a tetrahedral strips
encoded in texture maps for rendering purposes, by means
of ray casting algorithms. Cignoni et al. [CGG*04] devel-
oped a technique for out-of-core construction and view-
dependent visualization of large surface models, based on
a tetrahedral spatial partition of the model. De Floriani and
Hui [DFHO3] presented a data structure for non-manifold
three-dimensional simplicial complexes also able to repre-
sent one- and two-dimensional top simplexes (wire-edge and
dangling faces respectively). De Floriani et al. [DFGHO04]
proposed a data structure for d-dimensional non-manifold
simplicial complexes, based on encoding boundary and co-
boundary relations within an incident graph. De Floriani and
Hui [DFHO5] compared different data structures for simpli-
cial complexes, concluding that the most compact data struc-
tures are adjacency-based, while almost all support optimal
retrieval of topological information. De Floriani [DFKP0S5]
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created a survey on data structures for Level-of-Detail mod-
els of freeform geometry, including point-based, triangle-
based and tetrahedron-based data structures for regular and
irregular meshes. Lage et al. [LLLVO5] developed a com-
pact half-face data structure for manifold tetrahedral meshes,
which is able to cope with scalability issues according to the
application. Hui et al. [HVDFO06] proposed a decomposition
approach for representing non-manifold simplicial complex
3D shapes as a collection of tetrahedra, dangling triangles
and wire edges.

Sander et al. [SNCHOS8] presented a scheme for efficient
traversal of mesh edges for rendering purposes, using ad-
jacency primitives and ordering these primitives for vertex
cache locality. Gurung and Rossignac [GR09], [GR10] de-
veloped a compact representation for tetrahedral meshes,
based on the sorted opposite table concept, which requires
4 references and 9 bits per tetrahedron. They provide a set of
wedge-based operators for querying and traversing the mesh.
Sieger and Botsch [SB11] presented the design decisions for
a polygonal mesh data structure, aiming to improve usabil-
ity, performance and memory consumption. Their work is
based on an array-based halfedge data structure. Gurung et
al. [GLLRI11a] introduced a compact triangle mesh repre-
sentation, which only needs about 2 integer reference per
triangle, by means of combining the use of a quad mesh to
represent the connectivity of the triangle mesh and a spe-
cial sorting algorithm (SOT), nonetheless they need to re-
build the S table, when the connectivity changes. Gurung et
al. [GLLR11b] developed the LR (Laced Ring) data struc-
ture for representing the connectivity of manifold triangle
meshes. Its supports constant-time adjacency queries and it
is suited for meshes with fixed connectivity, as any changes
to the connectivity require a rebuilt of the data structure.
This is a characteristic, which is shared by the data struc-
tures for static meshes. These data structure requires a pre-
computation step, to encode the neighboring information
and any change in the topology of the mesh requires a com-
plete re-computation of the information.

Furthermore, the capabilities of GPU computing are en-
abling new opportunities for visualization, but most impor-
tant for computing time consuming applications. In this con-
text, Lefohn et al. [LSK*06] developed a template library
(Glift), abstracting the random access to GPU data structures
such as stack, quadtree, or octree. However, they did not in-
vestigate the implementation and abstraction of mesh con-
nectivity structures. Lefebvre and Hoppe [LHO06] proposed
GPU-based hashing structure for efficient random access of
sparse data. In order to handle 3D domains, they proposed
a hashing function for mapping the 3D domain to a 2D tex-
ture, e.g. by storing 2D pointers of the connectivity of 3D-
adjacent voxel elements, generated by the intersection of the
voxels with the surface mesh. DeCoro and Tatarchuk [DT07]
introduced the probabilistic octree data structure, similar to
adaptive octree structures, for vertex clustering in the con-
text of a mesh simplification algorithm. Hu et al. [HSH09]
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created a data structure on the GPU for progressive surface
meshes, by building a static buffer for the vertices and a
dynamic buffer for the topology, although to maintain the
dynamic buffer, they also required additional static and dy-
namic data structures. GPU-based data structure are very
promising, however many of the current implementations
deal with pre-computed dynamic data for efficient visual-
ization purposes. Dynamic changes (e.g. on the topology of
the mesh) are still very expensive.

2.2. Data Structures for Dynamic Meshes

The small number of data structures dealing with dynamic
meshes, allow for a limit set of topological operation on
the mesh. Weiler [Wei85] evaluated 4 different edge-based
data structures for solid modeling operations (e.g. Euler op-
erations). Chen and Akleman [CAO3] developed a set of
topological validity algorithms for different 2-manifold data
structures in the context of mesh modeling. Danovaro and
De Floriani [DDF02] proposed a compact data structure
for a half-edge multi-resolution of tetrahedral meshes, built
through full-edge collapses. De Floriani and Hui [DFH04]
presented edge collapse and vertex split update operations
for non-manifold simplicial objects and their correspond-
ing encoding for a non-manifold indexed data structure.
De Floriani et al. [DFMPS02], [DFMPS04] developed
a data structure and the algorithms for dealing with non-
manifold multi-resolution simplicial meshes. Danovaro et
al. [DDFM™05] proposed the half-edge tree data structure
for compactly encoding Level-of-Detail tetrahedral meshes,
built through the application of half-edge collapses. To-
bler and Maierhofer [TMO06] developed a surface mesh data
structure for rendering and subdivision operations, by means
of representing the rendering information as indexed face set
and separately representing the topological information for
rendering and subdivision. Attene et al. [AGFF09] proposed
a set of algorithms for converting a non-manifold tetrahe-
dral mesh to a combinatorial 3-manifold or a PL. 3-manifold
by means of local modifications on the mesh. The proposed
data structures for dynamic meshes are mainly dealing with
multi-resolution problems (e.g. Level-of-Detail), however
there are limitations regarding either the type of the mesh or
the quality of the input mesh. Thus, we present the consider-
ations toward designing a data structure for dynamic meshes
in a generic and robust manner.

3. Memory and Performance

Data structures for static meshes usually aim to compactly
encode the topology (and neighboring information) of the
mesh, exploiting sequential dependencies and enabling a
minimal set of queries for maximizing the performance of
the dedicated domain application. Any other query, which
is not foreseen in the original design, is normally very ex-
pensive. Thus, these data structures achieve minimal mem-
ory consumption and maximal performance for the given
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application. On the other hand, data structures for dynamic
meshes cannot encode the topology (and neighboring infor-
mation) with sequential dependency, since it will require a
re-build of the encoding if modifications on the topology are
performed. Hence, the memory consumption cannot always
be optimized. This implies that the data structure needs a
mechanism to rapidly update the neighboring information
and additionally to increase or decrease the number of com-
ponents without expensive memory handling (0D - vertices:
V., 1D - edges: E, 2D - faces: F, 3D - cells: C). Memory
buffers are a solution for avoiding the costly memory han-
dling for removal or addition of components, nevertheless in
order to be efficient, the accurate estimation of the number
of components is crucial. In this context, the Euler Formula
gives a very good estimation for surface meshes with genus
0:

F+V—-E=2.

Thus, for a given number of faces (F) and vertices (V), the
number of edges is:

E=F+V -2
A similar formula holds for volume meshes with genus 0:
V4+F—-E=C+1.

Table 1 presents the behavior of the formula for the tetrahe-
dral (Figure 1) and hexahedral meshes (Figure 2). Hence, for
a given number of cells (C) and vertices (V), the number of
edges can by estimated by

E~(2xV)+C,

and in a similar way, the number of faces can be estimated
by

F=V+(2xC0).

This estimation is much more accurate than the typical esti-
mation for tetrahedral meshes (E =~ 6 x Cand F =~ 4 x C)
and for hexahedral meshes (E =~ 12 x Cand F =~ 6 x C).
If the meshes (surface or volume) contain genera, shells and
loops, an approximation can be made, based on the previous
formulas.

Table 1: Topological components of two tetrahedral (rows 1.
Sphere and 2. Gargoyle) and two hexahedral (rows 3. Hex2
and 4. Rubber) volume meshes with genus 0.

\%4 E F C V+F—E
13 42 50 20 21
221039 1152799 1723886 792125 792126
12 20 11 2 3
9367 24354 20812 5824 5825
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Figure 1: Tetrahedral meshes with with genus 0: sphere and
gargoyle.

Figure 2: Hexahedral meshes with genus 0: hex2 and rub-
ber.

4. Neighboring Information

After having the estimation regarding the number of compo-
nents, it is important to define the needed neighboring infor-
mation, in other words, the needed relationships for stream-
lining the application. For instance, a simulation process re-
quires the computation of the contribution of the cells around
an edge and the contributions of the cells around a vertex,
therefore these relationships should efficiently be queried.
These relationships can be pre-computed during the initial-
ization phase of the mesh or these can be computed on de-
mand during the querying process. The design decision is in-
fluenced by three factors: i) memory consumption, ii) query-
ing performance, and iii) updating performance. If the rela-
tionships are pre-computed, more memory is required, the
updating process is more time consuming, but the querying
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process is very fast. On the other hand, if the relationships
are computed on demand, less memory is required, the up-
date process is less expensive, but the querying process is
more time consuming.

An efficient querying process (considering that sequential
dependencies cannot fully be exploited) can be achieved by
means of creating topological templates. This is motivated
by the hierarchical creation of the topological components
of the mesh ( Cell, Face and Edge). For instance, when cre-
ating a tetrahedron, the tetrahedron is reponsible for creating
its triangles and at the same time, each triangle is reposible
for creating its edges. Hence, given this hierachical process,
the edges of the tetrahedron can be inferred from the edges
of the triangle by means of the topological template. Table 2
presents an example of a topological template for a tetrahe-
dron, based on the schematic indications from Figure 3.

The table presents the 4 triangles (F;) of the tetrahedron
and the generated edges (Fe;) for each triangle. The arrows
indicate the correspondence between the edges of the trian-
gles with the edges of the tetrahedron (Ce;). For this partic-
ular case of the topological template of the tetrahedron, a
simple exercise was performed with the gargoyle of Figure
1 with about 800K tetrahedra, in order to compare the per-
formance difference between the pre-computing and com-
puting on demand strategies. The task aimed to traverse the
6 edges of the tetrahedra in a for loop: the pre-computation
case required about 40ms, while the computation on demand
required about 240ms, 6 times more, nonetheless the initial-
ization process and the updating process were faster. In both
cases, the topological template was used for pre-computing
and for computing on demand.

The topological templates do not only improve the query-
ing process, they also improve the initialization and updating
process, because of the built hierarchal information. Refer-
ring back to the schematic example of Figure 3, a concept
of smart edges is represented by two opposite edges, in this
case ¢; and e; 1. Therefore when adding a new tetrahedron
to the mesh, instead of looking for existing faces (triangles)
in the mesh, by means of querying faces around the vertices
of the tetrahedron, the existence of the smart edge is before-
hand evaluated. If the edge exists, the query is reduced to the
faces around the edge, which are much less than the faces
around the three vertices of the needed face.

In the case that the edge does not exist, the face can-
not exist either, therefore the face can directly be created.
A similar process is applied, when creating a face, but in
this case, smart vertices are the reference for querying for
the edges of the face. It is worth mentioning that depending
on the domain application, the querying process can also be
streamlined by means of using spatial data structures (e.g.
k-dimensional tree - k-d tree, binary space partitioning -
BSP, octree, bounding volume hierarchy - BVH, etc.), which
assist in finding subparts of the mesh in 3D space, avoid-
ing querying and evaluating every single component of the

87

mesh, for instance for efficient collision detection or mesh
Boolean operation applications.

Table 2: Topological templates for a tetrahedron, showing
the correspondence between the edges of the triangles and
the edges of the tetrahedron, given the hierarchical creation
process.

Fi Fe; Feiy) Feiyp

Vi, Vit1, Vigs ViVier Viri-Vies Vigs-Vi
— Ce; — C€i+3 — C€i+4
Vi1, Vis Vigo Vit1-Vi ViVise  Vipa-Vin
Vitz, Vies. Vit Vigo-Vies VsVt Vipi-Vie
— Cejy1 — Cejtn

Vies, Vigo, Vi Vits—Vip2 Viga-Vi Vi-Viis

— Ceiys

5. Mesh Modifications

The access to the neighboring information of the mesh, ei-
ther by pre-computing or by computing on demand, en-
ables efficient processes (e.g. modeling, simulation, visu-
alization) of the domain application. In the case of dy-
namic meshes, these processes generally change the geom-
etry and the topology of the mesh. There are two different
approaches, either the geometry remains constant and the
topology is changed (e.g. progressive meshes) or the geom-
etry is changed and those changes invoke modification in
the topology (e.g. mesh modeling). In either case, the typ-
ical actions on the mesh are called fopological operations.
The basic operations are: i) edge-split, ii) edge-collapse, and
iii) edge-swap, and they aim to correct degeneracies on the
mesh (e.g. inverted elements — faces or cells) or to improve
the quality of the mesh (e.g. condition number for numerical
simulations).

Although the operations require several steps, the mesh
data structure only needs to support vertex or element re-
moval and vertex or element addition. For instance, edge-
split involves removing all the elements around an edge.
Edge-collapse requires removing all the elements around
one of the vertices of the edge to be collapsed (sometimes
also merging the two vertices), and therefore removing the
vertex (with its correspinding references). Edge-swap im-
plies removing the elements around the edge to be swapped.
The addition of new vertices or elements is already provided;
since these operations are used during the initialization of
data structure. Any other operation should be created on a
top layer, in order to avoid overloading the mesh data struc-
ture with multiple application-motivated operations.

If the modifications of the mesh are not carefully applied,
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Vi+2

Figure 3: Topological components of a mesh: vertices V, edges E, faces F, and cells C (model from the AIM@SHAPE repository).

the mesh can easily become inconsistent. Thus, the data
structure should also support basic geometric and topolog-
ical tests, to warn the user if needed. For instance, to check
the internal angles of faces and dihedral angles of cells, or to
check the manifoldness of the mesh (for 2D: two faces per
edge, for 3D: two cells per face or in both cases orientation
of components). Nevertheless, the user should be able to en-
able or disable those checks, according to the needs of the
application. An additional important aspect given the con-
tinuous change in the mesh is the ability to know the bound-
ary of the mesh at any time without the need to traverse the
mesh, especially for vertices and edges.

In the case of volume meshes, the faces on the boundary
are easily recognized by having only one associated cell and
this fact can be used for transferring information to its asso-
ciated edges and vertices during the initilization and update
processes. If a reference counter is associated to each ver-
tex and edge, this needs to increase when an incident face
is identified as being on the boundary and this needs to de-
crease, when an incident face is identified as not being on
the boundary (e.g. when the neighboring cell is created). By
the end of the initialization process or after the update pro-
cess, a counter of 0 means that the edge or vertex is not on
the boundary, any number above 0 indicated that the edge or
vertex is on the boundary. This information is relevant for
rapidly visualizing the changes in the mesh without perfor-
mance drawbacks. Figure 4 illustrates on the top the modi-
fication of different surface and volume meshes and on the
bottom the deformation (drag of a hole) of a tetrahedral mesh
within a simulation environment.

6. Conclusions

There are several mesh data structures for triangular meshes
and some for tetrahedral meshes. The exploration of quad-
rangular and hexahedral data structures is very limited in
the community. Many of the data structures are designed for
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minimizing the memory consumption for specific domain
applications. Nevertheless, there are not enough data struc-
tures, which robustly represent 3D shapes regardless of the
quality of the given input mesh and there are very few data
structures supporting dynamic meshes. These two aspects
are an essential requirement toward general purpose geom-
etry processing in 2D and 3D. We presented in this paper
considerations in terms of memory and performance, neigh-
boring information, and mesh modifications, toward a data
structure for representing dynamic meshes in a generic and
robust manner. We will further develop our ideas, in order
to find the most appropriate tradeoff between the different
exposed aspects, as well as new strategies for improving the
performance without affecting the memory consumption and
keeping the flexibility.
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Abstract

The KTH School of Computer Science and Communication (CSC) established a strategic platform in Simulation-
Visualization-Interaction (SimVisInt) in 2009, focused on the high potential in bringing together CSC core com-
petences in simulation technology, visualization and interaction. The main part of the platform takes the form a
set of new trans-disciplinary projects across established CSC research groups, within the theme of Computational
Human Modeling and Visualization: (i) interactive virtual biomedicine (HEART), (ii) simulation of human mo-
tion (MOTION), and (iii) virtual prototyping of human hand prostheses (HAND). In this paper, we present recent
results from the HEART project that focused on gestural and haptic interaction with a heart simulation.

Keywords: Virtual and Interactive Environments

1. Heart

Cardiac disease is the major cause of death in western so-
ciety. The vision of the HEART project is to build a virtual
human heart from medical imaging data, together with an
interactive interface (see Figure 1) with visual, haptic and
sonic feedback. External collaborators include Umea Uni-
versity, Linkoping University, KTH School of Technology
and Health, and the Barcelona Supercomputing Center. The
basic idea is to use medical imaging technology to create a
virtual model of the heart wall motion, blood flow dynamics,
and mechanical stresses. Visual, haptic and sonic interaction
with the heart model can be used to get an enhanced un-
derstanding of the heart function, and for help in diagnosis
as a complement to medical imaging information. In addi-
tion, the interactive interface opens for modifications of the
virtual heart, simulating cardiac disease or available treat-
ment options, such as choosing between different mechani-
cal heart valves, and thus offering a tool for decision support
in planning surgery or other treatment.

Today the model takes the form of a left ventricle blood
flow simulation, based on a geometrical model from patient-
specific ultrasound data (Figure 2), including a visual and
haptic interface [Aec09], [HJ06].
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Figure 1: 3D interaction with a simulation of the blood flow
in the left ventricle of the heart.

2. The numerical simulation

The simulation is produced by first defining a moving geom-
etry from measurements for which a mesh can be generated
(described in subsection 2.1), the incompressible Navier-
Stokes equations are then posed on the geometry (described
in subsection 2.2), and numerically solved by a finite ele-
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Figure 2: Geometric model of the left ventricle constructed
Sfrom ultrasound in collaboration with Umea University
(Mats G. Larson, Anders Waldenstrom, Ulf Gustafsson and
Per Vesterlund).

Figure 3: MRI measurement (left) from Linkoping Uni-
versity (Tino Ebbers), and computer simulation (right) of
the blood flow in the heart in collaboration with KTH-STH
(Lars-Ake Brodin and Michael Broomé).

ment method (FEM) (described in subsection 2.3). The soft-
ware implementation of the method is briefly described in
subsection 2.4 together with the results.

2.1. From patient-specific ultrasound to the geometrical
heart model

In our approach [Aec09] the blood in the left ventricle (LV)
is driven by the prescribed movement of the inner heart wall.
The model geometry of the LV is based on ultrasound mea-
surements of the position of the inner wall at three different
levels at twelve specific time points during the cardiac cycle.
This is of relevance, as the movement of the heart wall is not
uniform during the heart cycle that lasts about one second.
Surface meshes of the chamber are constructed from these
measured points, for each sample time, as shown in Figure
2. We then build a three-dimensional mesh of tetrahedrons
at the initial time and apply Hermite interpolation to allo-
cate the position of all boundary nodes at every time step.
The Laplace mesh smoothing algorithm is used to deform
the mesh to fit the given surface meshes during the cardiac
cycle.
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Mean velocity of the blood at the outflow
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Figure 4: Mean velocity measured at arbitrary points at the
outflow in the simulation and velocity at the outflow derived
with help of ultrasound measurements

2.2. Mathematical model

We simulate the blood flow with the incompressible Navier-
Stokes equations. The Arbitrary Lagrangian-Eulerian de-
scription [DHPRFO04] is used to account for the movement
of the mesh. We seek the velocity u and pressure p:

i+ ((u—w)-Vu—vAu+Vp=0

V-u=0 1)

with v the kinematic viscosity and W the mesh velocity.

By defining different boundary conditions, we divide the
cardiac cycle into the basic stages of diastole and systole. A
no-slip boundary condition on the wall and closed valves is
applied and the pressure is prescribed to model the inflow
through the mitral valve and the outflow through the aortic
valve.

2.3. FEM with Streamline Diffusion Stabilization

We apply the General Galerkin (G2) ¢G(1)cG(1) Finite El-
ement Method (FEM) [HJ06] with piecewise continuous
linear solution in time and space for solving the govern-
ing equation 1. For the standard FEM formulation of the
model we only have stability of the discrete solution U but
not of its spatial derivatives. This means that the solution
can be oscillatory, causing inefficiency by introducing un-
necessary error. We therefore choose a weighted standard
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Figure 5: Simulated blood flow velocity represented as directional 3D glyphs (left) and streamlines (right).

Figure 6: The pressure data visualized with volume rendering (left), ISO surfaces (center), and using a cut plane for slicing

(right).

FEM/streamline diffusion method as follows: find the dis-

crete velocity U and pressure P in the corresponding discrete

function spaces Vy and Q with test functions v and ¢ such that
(U= Uk (@ W) 0" )
+(2ve(U"),e(v)) = (P, V-v) +(V-U".q)

+SD5(U",P";v,q) =0 Y(v,q) € Vi x Q" (2)

where 0" =1/2 (U” + U”71>, e(u) = 5 (Vu+Vul), knis
the time step on time interval n, and with the stabilization
term defined as

SDg(U",P";v,q) =

S (O =W . vO"+ VP — f), (0" —W"1) - Vv+Vg)

(8:V 0",V ) 3)

81 and &, are the stabilization parameters.

2.4. Simulation results

The simulations are done in DOLFIN [LW10], a differen-
tial equation problem solving environment, and UNICORN
[HINJ11], a unified continuum mechanics solver, which are
developed as a part of the software project FEniCS and
where we are active contributors.

The mean velocity at the outflow and inflow, as well as
the pressure, are quantities that are interesting for medical
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examination and that can also be used for evaluation of the
model. An example is shown in Figure 4.

3. Gestural interaction with a 3D Visualization

The interactive HEART demonstration is a public showcase
designed to aid the perception and understanding of the sim-
ulation. Blood flow and pressure are visualized in 3D and
can be manipulated using physical movement and gestures.

3.1. Visualization of blood flow

The system was developed using the Visualization Toolkit
(VTK, http://www.vtk.org) which provides efficient imple-
mentations of many advanced graphics techniques. Our vi-
sualization animates deformations of the heart geometry
throughout a heartbeat while illustrating other properties of
the simulation.

The blood flow velocity field produced by solving eq. 2 in
UNICORN is illustrated by arrows proportional in size to the
flow velocity. Optionally flow can be visualized by animated
streamlines, both alternatives shown in Figure 5.

The pressure data (also from eq. 2) is visualized using
hardware accelerated volume rendering techniques. Option-
ally ISO surfaces can be used or an interactive cut plane.
Alternatives shown in Figure 6.
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The system also supports stereoscopic rendering with
head tracking, as shown in Figure 7.

Figure 7: The system also supports stereoscopic rendering,
here enabled in anaglyph (red/cyan) mode.

3.2. Gestural interaction using a depth-sensing camera

A depth-sensing camera (Microsoft Kinect) was used
to acquire input for natural interaction. The OpenNI
tracking library (http://www.openni.org) was com-
bined with the OpenCV computer vision library
(http://opencv.willowgarage.com) to recognize gestures
and track the joints of users in 3D.

The OpenNI library provides real time 3D tracking of hu-
man body joints, of particular interest to us are hands and
head. In order to provide the algorithm with necessary body
metrics the user must first take the calibration pose shown in
Figure 8.

Figure 8: For skeleton tracking of the user, a one-time cali-
bration pose is required initially.

3.3. Detection of open/closed hands

The 3D tracking provides accurate positional data, which we
use to manipulate parameters of the visualization. Since we
track the user’s hands constantly we need to provide a way
for users to easily initiate / abort interaction with the simu-
lation.

By swiping one closed hand in the air the user can turn
the simulation around to inspect it from different viewpoints.
The camera can also be zoomed out and in by closing both
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Figure 9: The user "grasps the heart" to rotate it with the
right hand.

hands and moving them closer together or further apart re-
spectively, as shown in Figure 9 and Figure 10.

The detection of open/closed hands is achieved by the
combination of different techniques which aim to cover the
majority of cases. First the a polygon approximation of the
hand contour is acquired from the depth camera image, in
which we can locate and isolate the hands using the informa-
tion of the tracked joints. Similarity of the the hand contour
area to the area of its convex hull is often a strong indication
of a closed hand. To improve this estimate we analyze in
detail the differences between the contour and hull. Finally
we apply a custom algorithm to look for sharp consecutive
changes of direction along the contour, usually signifying
outstretched fingers. By experimenting with the parameters
of these algorithms we arrived at a solution that makes ac-
curate predictions in real time for most cases and does not
produce any significant lag. See Figure 11.

3.4. Haptic feedback

Additional experiments were conducted wusing a
desktop application built in C++ and CHAI 3D
(http://www.chai3d.org/), which allowed the wuse of
haptic devices (e.g., SensAble Phantom Omni, shown in
Figure 12, left) for experiencing the dynamics in a heart
beat. It allowed the user to move a 3D cursor inside the
blood flow simulation and "feel" the movement of particles
through the haptic feedback propagated through the device’s
stylus. The particular haptic device used could, however,
only generate forces to control a single point’s 3D position,
which would be mapped to the stylus’s tip. Haptic devices
with 6 degrees of freedom (i.e., 3D position and 3D torque)
are significantly more costly and complex, but most still
only allow interaction at a single point.

3.5. Lo-fi haptics with motorized faders

As an alternative solution, a series of experiments were also
conducted using a low-cost control fader device (Behringer
BCF2000, shown in Figure 12, right) that has eight mo-
torized faders. This device allowed multi-dimensional input
(from the user) and output (from the simulation). The fader
device was interfaced using the MIDI protocol and made it
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Figure 10: From left to right: a) The user has both hands open, as also indicated by the on-screen hand symbols. b) The right
hand is closed, which allows the user to rotate the model, by moving the closed hand. c) After moving the hand the user observes
the simulation from another angle, the hand must now be opened to stop rotating.

Figure 11: Hands are analyzed by comparing the contour
to its convex hull, and by using a finger detection algorithm.
This makes it possible to establish whether hands are open
or closed.

possible to map various parameters to fader movement on
the device. More motorized faders are straightforward to add
by daisy-chaining multiple devices, which is natively sup-
ported by this type of the device as well as the MIDI proto-
col.
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Abstract

On tangible tabletops, Tangible User Interfaces (TUIs) can signalize their identity, position, orientation, and state
by active infrared light. This provides rich interaction capabilities in complex, dynamic scenarios. If TUIs have to
transfer additional high-resolution information, many bits are required for each update. This has a negative impact
on the overall update rate of the system. In the first part of this paper, we present an in-house map application
where interaction with time-dependent contour lines may benefit from high-resolution TUI states. Prototypical TUI
concepts such as slider, ruler, and dials further motivate the benefit of high-resolution tracking. In the second part
of the paper, we depart from a device tracking overview and then show how tangible devices for tabletops typically
use infrared (IR) emitters and a camera to send information about their position, orientation, and state. Since
transferring many additional information bits via a normal camera-based tabletop system is not feasible anymore,
we introduce next a new system setup that still offers a sufficiently high update rate for a smooth interaction. The
new method can be realized as a tabletop system using a low-cost camera detecting position, combined with a
low-cost infrared receiver detecting the state of each device. Since both kinds of sensors are used simultaneously
we call the method “dual mode.” This method combines a camera-based tracking with the possibility to transfer
an almost unlimited amount of states for each device.

Categories and Subject Descriptors (according to ACM CCS):

General terms: Algorithms, Performance

Keywords: Active tangible devices, tabletop, dual mode, IR tracking, multiple TUIL

1. Introduction

The advent of widely available interactive tabletops has cre-
ated high expectations among users for such systems. Tan-
gible tabletops where active devices (TUIs) are tracked to
inform about their identity, position, orientation, and state
can provide rich interaction within complex, dynamic sce-
narios. InfrActables [GSK06] delivers such an experience by
providing users with active TUISs. In that system, TUIs have
form factors such as pen, handle, ruler, and color tool, which
may enable a more natural interaction style. Each of these
TUIs has a few state-triggering widgets, such as buttons
on top of the bricks or a micro switch under the pen’s tip.
Thereby, users can control states while positioning the TUI
on the surface. Informing about TUI states over a large range
at a high-resolution requires sending many bits for each up-
date and comes at the cost of system update rate. However,
tracking of TUIs has so far been limited to the spatial and
temporal resolution of the camera CCD chip. Future scenar-

99

ios where TUIs control dynamic high-resolution parameters
of dynamic map-based scenarios, economic simulations, or
science education are promising [KF10]. In such application,
TUIs with dynamic high-resolution input streams will en-
able system designers to use richer forms of interaction. For
instance, a slider, ruler, or dial equipped with a potentiome-
ter can send its input value (sampled though an A/D con-
verter) offering up to 2048 adjustment levels. To implement
such functions for systems like InfrActables, a TUI needs
to employ a much higher number of state bits than today.
We could not utilize this number of states on the initial sys-
tem because the update rate would then drop dramatically.
In this paper, we address this problem by introducing a new
additional state detection method for use in active tangible
tabletops. This method allows us to build tangible tabletops
with a high number of states using low-cost components.

The first part of this paper presents an existing map-based
application where interaction with time-dependent contour
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Figure 1: A rangible tabletop map-based application for
TUI and pen-based interaction with Google Maps.

lines may benefit from high-resolution TUI states. Previ-
ously researched TUISs such as slider, ruler, and dials can be
expected to work with our system. Besides being a research
contribution in and of itself, our application serves also as
motivation to research improved multi-state device tracking.
In the second part of this paper, we first give an overview
of alternative forms of tabletop tracking before we focus on
the tracking of actively emitting devices. The second contri-
bution of this paper, an improved multi-state device tracking
method, called “dual mode”, is then presented. The paper
summarizes the current status and indicates potential future
work.

2. Tangible Tabletop Map-based Application

Users involved in time-critical planning with interactive
maps sometimes use physical tools like ruler, dials, and pens
in order to share knowledge with each other and collabo-
rate in creating a common operational picture. Previous re-
search has demonstrated that tangible tabletops can help in
these tasks [PLAQ9]. For the purpose of crisis resource man-
agement, we have built an interactive table with tangible de-
vices and an information visualization framework prototype.
The framework allows creating crisis management scenar-
ios using Google Maps-based Flash applications. To inter-
act with this application, we propose actively emitting TUIs
such as slider, ruler, and dials. While the design and use of
these devices has been proposed in related projects [GSK06]
[SIG*06] [WWIJ*06], we consider the tracking method pre-
sented next as critical in making the use of such devices suc-
cessful.

One of the most important features of a tangible crisis
management application is believed to be time-dependent
shape, or contour line, editing. Indeed, crisis management
experts often draw shapes on paper maps, for instance, in
order to represent the spreading of a fire. Those shapes are
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Figure 2: Map interaction screenshot: Shape control is
done by moving the nodes of a parametric curve, time con-
trol employs time-line at the bottom.

associated with thematic, spatial, and temporal content. In
the case of a fire, a shape may represent an area that is burn-
ing at a specific time. In one related example, Igarashi et
al. [IMHOS5] presented algorithms and applications where
users can move and deform a two-dimensional shape with-
out manually establishing freeform deformation (FFD) do-
main beforehand. Inspired by this work, one of our current
implementations employs a so-called parametric curve de-
scription. Using Flash parametric curve libraries, we have
been able to implement from a rather high level of abstrac-
tion (Figure 2). When expert users receive data about the
development of a phenomenon, they often model this de-
velopment using time-dependent shapes. A first problem en-
countered when drawing shapes on a map is how to associate
temporal and thematic content with a shape. In our system
this raises two issues: firstly, how tangible interaction can
make shape and time control precise but still easy and intu-
itive, and, secondly, how a user can modify shapes while still
being able to keep track of their associated temporal, spatial,
and thematic contents. As for the first issue, we conjecture
that TUIs such as slider, ruler, and dials may benefit shape
and time control. Figure 3 shows some prototypical uses of
multi-state devices such as dials and a frame. Tracking TUI
states with values assuming values over a large range at a
high-resolution requires sending many bits for each update
without compromising the system update rate. Achieving
this without making compromising on system update rate is
the focus for the remainder of this paper.

Figure 3: Multi-state device on existing tabletop system
showing tangible continuous parameter control for values
such as time, radiation level, or population (left); selection
frame with two-handed continuous control of radar visual-
izations or mode selectors (right). (Simulated images)
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2.1. Device tracking

Since a tabletop system is both a display and a multitouch
input device at the same time, the complementary use of
physical devices providing input may benefit certain types
of applications [SR09]. Such devices may improve the flu-
idity and reduce the cognitive load of the user-system in-
teraction [FB09]. Thus, the tabletop system must be able to
distinguish between intended input from devices, and unin-
tended input from other objects on the table [KF10]. Fur-
thermore, tabletop systems must be able to detect multiple
devices simultaneously when one or multiple users are inter-
acting with the system.

2.2. Tracking in Tabletop Systems

In order to enable intuitive interaction with the content vis-
ible on the tabletop, devices other than the mouse and key-
board must be used. There is a class of devices that are eas-
ily identifiable by their inherent function known as ‘physical
icons’ or phicons [[U97]. In this case, each device usually
has a static association so that the tabletop system is able to
detect its identifier (ID) in addition to its position. Once the
device’s ID is known to the system, the underlying function-
ality is also defined since the association cannot be changed.
However, other tabletop devices might have a dynamic as-
sociation that allows for simpler detection algorithms. In the
latter case, the devices have a more general character, and so
the intuitiveness is only guaranteed by the displayed content,
i.e., the graphical user interface (GUI). The dynamic associ-
ation is user-triggered and follows predefined steps. These
steps may require some learning on the part of the user.

Tabletop systems must be able to detect the position of an
interaction device and, in the case of phicons or other spe-
cialized input devices, their ID. While it is important in a
global context for the position of the device to be displayed
on the tabletop’s surface, the ID is relevant for integrating
a device’s specialized functionality into a specific applica-
tion. More degrees of freedom (DOF) than given by planar
interaction become relevant. For instance, the z-coordinate
may be used to distinguish between writing and pointing in
pen-based interaction. Additionally, the tracking and detec-
tion system’s latency should be below the user’s perceptual
threshold, otherwise user irritation may occur. During nor-
mal operation on a tabletop system, various objects may be
placed on the surface which are not meant for interaction,
but which could interfere with the system, e.g. by shadowing
effects. Unlike a mouse, which is a relative pointing device
that detects the travelling distance and orientation, all track-
ing systems for tabletop systems allow absolute pointing: the
object is detected at precisely the place where the user puts
the device.
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2.3. Tracking Active Devices

Our work has been inspired by two contributions in the
area of tangible tabletops using active TUIs: SmartFiducial
[HK11] and MightyTrace [HKKOS8] [Hof11]. In SmartFidu-
cial, active tangibles communicate with a host computer us-
ing wireless radio frequency (RF) transmission. Object posi-
tions are detected using a visual tracking system, thus adding
a further level of complexity to the TUI design, as well as
the host computer. Moreover, there is always a risk of un-
intended interference with RF communication. Hence, we
deemed this approach to be unsuitable for our application.
Inspired by the fast IR-sensors in MightyTrace, we decided
to apply them as additional sensors to a camera-based sys-
tem. In MightyTrace, a matrix of IR sensors is used to de-
tect the position and state of TUIs. Each device is assigned
a specific time frame during which its LED is turned on.
Thus, each device can be detected unambiguously. For send-
ing states, there are even more time slots for each device. For
example, if a device has eight different states it then needs
four time slots, one for detecting its position and three for
sending its state bits (thus eight different states). However,
the main restriction with such a time-multiplexed approach
is that the system update rate is limited not only by the num-
ber of devices on the surface, but also by the number of states
each device may have.

2.4. Dual Mode Tracking Method

Here, we introduce a new approach to improve multi-state
IR tracking of tangibles on tabletops. Mainly, we aim to de-
sign low-latency active devices, that is, devices with more
states without reducing the high refresh rate of the system.
Moreover, we are interested in a cost-effective solution. We
suggest a distinct way to combine a low-cost camera for po-
sition detection and a low-cost IR receiver for state detection
of each device, in what we call a dual mode approach.

Considering the physical size of a table and the states re-
quired for tools such as sliders, rulers, and dials, we may
simultaneously have five devices on the surface, each with
2048 possible states or adjustment levels. To meet this re-
quirement, we use two different receivers: a camera capable
of detecting positions, and an IR receiver capable of detect-
ing the states of the devices. Concerning latency require-
ments, two terms are frequently employed: “update rate,”
which is the number of positions and states being updated
per second, and “lag,” which is the “response time” of the
system to user input.

Much like in QualiTrack [HNKO09], the devices and the
camera are synchronized. Moreover, each device is assigned
to a specific time slot. All devices emit IR light on each
frame, except on their assigned time slot (Figure 4). Since
the camera sees all the devices in every frame except one, the
average update rate of the system equals f (M-1)/M, where
f is camera frame rate (Hz) and M is the maximum number
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of devices we want to have on the table (which is preconfig-
ured and constant in the system). Camera frames are indexed
in cycles of M frames. Since newly placed devices wait for
up to one cycle to start IR transmission, the maximum setup
delay equals M/f. Thus, using the dual mode method, the
number of devices does not reduce the system’s update rate,
nor does it increase its lag. Only the setup delay will be neg-
atively affected. We can now unambiguously identify each
device and its position. Device tracking uses a blob-tracking
algorithm [SHB* 10]. While we assume that a device has one
LED source only, instrumenting a device with two or more
sources and combining their positions can give device orien-
tation [Hof11].

Dev 1

Dev3

Dev4

sl

_m
_

5

NII.

1 3 4

Figure 4: Position information transfer example with M set
to 5 and with devices 1, 3, and 4 (rows) present. A cycle of 5
frames (columns) is shown. Blue cells are IR flashes sent by
the devices to be detected by the camera.

Each device transmits its state information using its IR
LED between two synchronization signals, i.e., the speed of
transmitting the state information is significantly higher than
the speed of the camera (Figure 5). This is feasible since
the state information is read by a simple IR receiver and not
by the camera. The interval between two consecutive cam-
era frames is further divided into M sub-frames. Within each
sub-frame, only the corresponding device sends its state in-
formation. The bit rate, R, of the sensor we employ can be
up to 22 kbps. Hence, with the camera exposure time, e, and
f and M as defined above, the maximum number of state bits
per device equals: R ((1/f - e)/M). For example, with M set
to 5, f at 60 Hz, and e at 10 ms, each device can transmit
up to 29 bits of state information, allowing more than half a
billion states per device.

Camera Frame i Camera Frame i+1
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Figure 5: State information transfer example with M set to
5 and with devices 1, 3, and 4 (rows) present. One interval
between camera frames i and i+1 is shown. Blue cells are IR
flashes to be detected by the camera; red cells are IR flashes
to be detected by the IR receiver.
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2.5. Current status and future works

At an application level, we plan to further examine tasks re-
quiring the use of multi-state tangible devices on tabletops.
To this end, we plan to realize the slider, ruler, and dials
accompanying the pen for use with our map-based table-
top application. Drawing on design principles and solutions
from previous work [HKKO08] [HNKO09] [GSKO06], this will
call for engineering new TUISs tailored to this use. In a later
phase, we foresee designing, running, and analyzing user
studies to validate the usability and acceptance of the so-
lutions.

At a tabletop device tracking level, we have evaluated the
feasibility of the proposed method by implementing its es-
sential subsystems. In particular, we implemented the IR re-
ceiver and changed the QualiTrack TUTISs to send state infor-
mation using our dual mode method. We also investigated
whether the battery operated TUIs allow us to send signals
powerful enough to be detected by the IR receiver, consid-
ering the distance between them. Our findings show that it
is feasible to implement a tabletop using our new method.
A next step in this project will be to implement a complete
tangible tabletop using the method with the suggested slider,
ruler, and dials.
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Abstract

This paper gives an overview of several aspects of visualization for city planning as they were used in the project
ViSuCity. The overall objective of ViSuCity is to develop an effective web-based, interactive visualization demon-
strator, ViSuCity, to support sustainable city planning in terms of information sharing, analysis, development,
presentation and communication of ideas and proposals throughout the city planning processes. In this paper, we
discuss and show some results regarding LOD, scalability, streaming, and examples of visualization of roads, etc

that are important for city planning.

Categories and Subject Descriptors (according to ACM CCS): 1.3.8 [Computer Graphics]: Applications—

Keywords: visualization, computer graphics, LOD, urban planning, city planning, streaming, scalability

1. Introduction

ViSuCity, a Visual Sustainable City Planning Tool, is a
project that was jointly funded by the Knowledge Foun-
dation, Swedish Foundation for Strategic Research, Vin-
nova, etc. in 2008 through its first call for Visualization
Demonstrators (Heavy). The project consortium has many
partners from academia (KTH Geoinformatics, Urban Plan-
ning and Computer science and communication), industry
(Sightline, Sweco, Digpro, Blom) and community (Stock-
holm City Planning Administration, Stockholm County’s
Regional Planning & Transport Office and the Swedish Road
Administration).

The overall objective of this research was to develop an
effective web-based, interactive visualization demonstrator,
ViSuCity, to support sustainable city planning in terms of in-
formation sharing, analysis, development, presentation and
communication of ideas and proposals throughout the city
planning processes. Parameters relevant for an integrated
sustainable city planning, such as transportation system, in-
frastructure, energy, water and waste management, green
structure, etc will be integrated to enhance the quality of
both the planning process and the planning results. A short
overview of the project can also be found in [ViS].
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2. Research questions in the project ViSuCity

The research and development of the ViSuCity project was
focused on the following eight research issues:

e How can a visualization framework be used to enhance
the quality of both the planning process and the plan-
ning result including parameters relevant for an integrated
sustainable city planning, such as transportation system,
technical infrastructure, energy supply and efficiency, wa-
ter and waste management, green structure, etc.?

e How can we efficiently generate 3D models of the present
& past (if possible) built environment using remotely
sensed data and existing 2D data?

e How can GIS and BIM be integrated in the most efficient
manner for planning?

e How can we refine spatial, object and web database tech-
nologies for effectively retrieving & managing 3D data &
other spatial data related to sustainable planning?

e What is the most efficient way to present large volume of
planning data to planners, decision-makers and public via
internet?

e How can we implement easy-to-use tools such as multi-
criteria evaluation (MCE) for analysis of sustainable plan-
ning alternatives? How to effectively visualize results of
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Figure 1: The image is streamed and when coming closer
more details are being presented.

MCE and various sustainability indicators at different
scales to support sustainable planning?

e How can we promote participations from different stake-
holders and the public by giving users the ability, e.g., to
a) easily discern, enlarge, turn and enlarge/diminish cer-
tain aspects within integrated structures, b) redline or edit
certain features in a planning scenario?

e How can interdisciplinary collaboration among experts
and other stakeholders within and between the private and
public sector be strengthened by new visualization tools
in order to enhance the quality of the planning process
and the quality of planning proposals with regard to sus-
tainable urban development? Is the demonstrator effective
and easy to use? How can the usability successively be
followed up and analyzed in the chosen case studies?

3. Methodology and implementation

The research questions in this project have been treated
with different methodologies as it is a very interdisciplinary
project. It would not be possible to go into detail on method-
ology for all the research questions and implementation is-
sues in the project. We will in this short paper focus on a few
questions, mainly with relations to visualization. Available
tools were investigated in order to see how they could be
used for the purpose of the project. Examples of tools and
techniques investigated were OpenStreetMap, CityEngine,
Generative Modeling Language (GML), Level of detail and
streaming. The techniques were studied together with the
software system Neo4. More details on the project can be
found in [ViS10].
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Figure 2: Roads are being connected using different algo-
rithms and techniques, here set up with the editor in the Neo4
system in ViSuCity.

4. Visualization details

Here we will highlight a few of the visualization techniques
that have been used and investigated in the project.

Streaming: On a computer, the user can interactively dis-
play a city plan, in ViSuCity, in less graphical complexity
and have a shorter visibility distance of the city plan in full
detail. When the user moves about in the 3D city plan de-
tails starts to show up as the user comes closer. These de-
tails loaded in a data stream either from the local hard drive
or streamed over the internet directly in relation to how the
user is acting. As the performance of computers grows, the
visibility distance can be greater and greater meaning that
more data in full quality can be presented at the same time,
thus the visibility distance is one parameter that ViSuCity
can control to adopt to the capability of the computer. This
presents the two fundamental benefits with interactive real-
time streaming of 3D content, one is downloading content
and presenting on demand of the users actions in navigation
the city plan, and in the other end the data to be streamed,
the amount is determined by how much the computer is ca-
pable to present. In a master thesis project streaming is used
to show various levels of details [Thol0], as illustrated in a
global view in Figure 1.

Scalability: In the project data about rendering quality has
been collected and can be used to adjust the quality accord-
ing to the computer and the need of the user, who can set the
quality in a dialogue (set to High, Medium or Low).

Road visualization: to connect roads in crossings turned
out to be a non trivial problem and different options and al-
gorithms were investigated in order to achieve a good visual
result also when angles between roads meet in angles close
to 180 degrees [Bar10]. An example of road connections is
shown in Figure 2.
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Figure 3: Two 3D models in different level of details from
Blom’s production environment used in the project.

LOD: level of detail is a common technique for adjusting
the presentation in a balance between quality and computa-
tional speed. This technique has been used in ViSuCity. An
example can be found in Figure 3.

Compression: The need for compression is a key feature
for many graphics applications both for hardware oriented
systems and for software systems that need extensive storage
for the data in urban planning. Wavelet based point compres-
sion has been investigated in the ViSuCity project [WQO09],
see Figure 4.

5. Visualization in context of ViSuCity

The ViSuCity project includes many research questions as
described above. In this paper we focus on a few of the ques-
tions that are related to visualization and graphics although
it is hard to extract visualization issues without taking other
aspects into consideration. The purpose of visualization in
ViSuCity is to help the user to take the decisions needed for
the city planning process. It is also important to realize the
very complex process for city planning including many dif-
ferent users such as politicians, experts, citizens, represent-
ing different spatial and/or planning levels from the national
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Figure 4: Automatic grouping of a LiDAR point cloud into
objects with distinct height differences. These objects are
then classified into terrain, buildings and trees.

and regional scale to the detailed scale including city dis-
trict level, block level, building level, apartment level and
equipment level. Included are also different aspects such as
planning of landscape, public space, transportation, waste,
water, energy, social and economic aspects. An overview of
the process used can be found in Figure 5. For many of the
stages in the figure appropriate visualizations are needed.

It can also be important to use tools for visualization to-
gether with tools for evaluation. The Figure 6 is intended to
illustrate this fact.

6. Some examples of results

A final report from the project is given in [ViS10]. Examples
of reports and papers from the project are given in [Alm10,
Bar10,MB11,Mao10, OlIs09, Par10,Poo09,Ran, She, Tho10,
WQO09].

One result of the project was a demonstrator. The demon-
strator’s key features and capabilities are summarized as fol-
lows:

e Flexible tools to efficiently import existing 3D models
and deploy available GIS and other data to generate a
3D model of the actual and current situation that relies on
open standards for data exchange (IFC, GML, CityGML).

e Able to easily import and manipulate alternative volume
studies and detailed studies created by architects and engi-
neers in this interactive 3D environment. - Able to import
and visualize traffic and transportation, technical infras-
tructure, environmental parameters other than buildings
and adopt it to the visualization.

e Multi-criteria evaluation tools (see Figure 7) to analyze
certain aspects of urban planning alternatives with regard
to sustainability for example accessibility to public trans-
portation, energy, water and waste flows, microclimatic
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Urban Development Process

Development Programming Projection Implementation | Administration
achievements
Examples where Comparison between Further development Support for Visualisation

visualisation supports
development of
suggestions and
solutions

system alternatives for
integrated water,
sewage and waste
management

of chosen system
alternative

implementation — follow
the building and
construction process

supporting the follow-
up of the district’s
performance

Examples where
visualisation supports
evaluation and
follow-up

Visualised multi criteria
analysis linked to system
alternatives

Follow-up model with
indicators and target
levels — hierarchical
construction from
object to region

Follow-up model with
gap analysis target —
performance during
implementation

Follow-up model with
gap analysis target —
performance during
administration stage

Programme
development

Interconnecting base
model for all input
elements and multi
criteria analysis

Base model with
illustration possibilities,
showing target levels
and simulated
measurements

Base model illustrating
the implementation and
showing the
construction process
and preliminary

Base model showing
performance in for
example three levels
(not fulfilled, fulfilled,
highly fulfilled

performance in different
construction stages

Figure 5: Different stages in the urban development process in ViSuCity.

conditions, air pollution and noise etc by innovatively vi-
sualize information in 3D,4D and 5D. This will facilitate
the weighing of criteria as well as the evaluation of al-
ternatives of these criteria as important part of the MCE
procedure.

Tools to aid decision support, alternative studies, redlin-
ing, commenting, analysis of consequences, etc.
Possibilities to analyze effects and consequences of phys-
ical plans with regard to all these aspects combined.

Able to adapt to the different stages of the planning pro-
cess, for local computer work and web-based presenta-
tion.

Able to deploy the city plan project as an interactive 3D

e Il
o Il

=4

Figure 6: Different alternatives are visualized and the table
gives evaluation criteria.
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presentation to be experienced on the web in an easy to
use platform.

An example from the prototype of ViSuCity can be found in
Figure 7.

7. Discussion and conclusions

The need for visualization is obvious in a project for city
planning. There are several different aspects that have been
met and investigated in ViSuCity. They include:

- pure visualization problems and techniques

- integration with evaluation criteria

- modeling and data collection to be used for visualization

- user oriented adjustments when designing the interface of
the system

- sustainable aspects of the system

Figure 7: Multi-Criteria Evaluation in ViSuCity.
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Visualization is a key issue in a city planning tool like Vi-
SuCity and it is important to keep up with the fast evolution
of the techniques both from a hardware point of view and
from a software and algorithmic point of view. In spite of
this it is clear that the integration with other aspects in the
system is also a complicated problem. Many challenges re-
main to be solved and treated when designing and building
tools for sustainable city planning. They include such things
as to make the visualizations more accessible for non ex-
perts.
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Abstract

Most of the interfaces which are designed to control or program industrial robots are complex and require special
training for the user. This complexity alongside the changing environment of small medium enterprises (SMEs)
has lead to absence of robots from SMEs. The costs of (re)programming the robots and (re)training the robot users
exceed initial costs of installation. In order to solve this shortcoming, we propose a new interface which uses
augmented reality (AR) and multimodal human-robot interaction. We show that such an approach allows easier

manipulation of robots at industrial environments.

Categories and Subject Descriptors (according to ACM CCS): H.5.1 [Computer Graphics]: Multimedia Information

Systems—Artificial, augmented, and virtual realities

1. Introduction

Almost all of the mass-market production plants use robots
for different tasks such as welding, palletizing and tend-
ing. Although the benefits of using robots in industrial en-
vironments is well-known and the cost of robot hardware
has decreased, still there are not many small medium enter-
prises (SMEs) that use them. One of the reasons lies with
the (re)programming costs of such robots. SMEs have more
dynamic production line, therefore changes in robot tasks
will add extra costs for (re)programming them. If industrial
robots could be easily programmed by the engineers that
work in the production line, they might be more useful in
the SME sector. With this sense, we aim to develop an easier
interface for interacting with industrial robots.

Traditional way of programming industrial robots in-
volves the use of teach pendant. Programmers use it to
move the robot’s tool center point (TCP) through the desired
points. This approach has several shortcomings: (i) Jogging
an industrial robot with 6 degrees of freedom with a joy-
stick with three degrees of freedom is very time consum-
ing and cumbersome; (ii) the operator doesn’t get any visual
feedback of the process result before the program has been
generated and executed by the robot; (iii) many iterations
are needed for even the simplest task [PPS*03]. Although
6DOF joysticks are available [SF09], they are not industry
standards yet.
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New robot programming interfaces should address these
shortcoming. A visual feedback of what the robot is view-
ing and what it is (and will be) doing, can help the operator
to understand robot actions, specially with complex tasks.
This visual feedback can be in the form of virtual and/or
augmented reality and addition of an object-based interface
to it, will allow the user to define robot movements based
on the objects. This approach would speed up the program-
ming phase of the industrial robot. Our proposed system uses
an AR interface on a tablet device. Manipulation is done
at physical object level. The user can issue high level com-
mands such as pick or put by clicking on virtual objects in
the augmented display, therefore removing the necessity to
jog the robot at a lower level. With this approach the user
will get more and better feedback about the task and have
better control of robot states. The path the robot will take
can be virtually drawn and the robot can be virtually sim-
ulated removing the necessity of doing several iterations by
the robot. Furthermore, it can provide usability of previously
learned/taught skills at higher levels.

Augmented reality (AR) is a term used for overlaying
computer generated graphics, text and three dimensional
(3D) models over real video stream. Virtual information
is embedded into the real world, thereby augmenting the
real scene with additional information. Augmented reality
proved to be useful in several industrial cases, for visu-
alizations. Regenbrecht et al. [RBWO0S5] have applied AR
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Figure 1: Show the block diagram of the whole system, including
the tablet device, PC server and the robot controller.

in different automotive and aerospace industrial scenarios
successfully. Their field of research included applying AR
technology to service/maintenance, design/development and
training. However AR can be very beneficial for program-
ming industrial robots as well, whether it is remote or local.

2. Architecture

The proposed system consists of three physical parts; a tablet
device, a standard PC server and the robot controller and the
physical robot itself (See fig. 1). The tablet device works as
the user interface to the system. It includes an augmented re-
ality interface that shows the robot’s view of the workspace.
Users can interact with the virtual objects and the input from
the tablet is transferred to the PC for processing and then
the processed results are transferred back to the tablet de-
vice as output to the user. If the user accepts the current pro-
gram then the PC side server compiles the robot program
into RAPID language and sends it to the robot controller to
be executed.

2.1. Tablet device

For this project, a tablet device with 10.1 inch screen that can
handle multi-touch is used. The tablet runs on Android op-
erating system. Since the computational capabilities of these
devices are limited, most of the work needs to be done else
where, therefore the tablet side user interface is designed as a
thin-client. The tablet is only responsible for drawing the ob-
jects and getting the user input. PC server transfers an image
of the robot’s view alongside information about the objects
to the tablet. The tablet then draws the objects as overlays on
the received image, which generates and augmented reality
view for the user. These objects can be selected by the user
for various commands. The command and target objects are
then send to the server for processing. Results of the process
will be sent back to the tablet in the form of new object loca-
tions and paths that robot’s TCP will take to perform them.
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Figure 2: Shows a screenshot of the system alongside the real
workbench.

User can then confirm the actions which in turn will be per-
formed by the robot.

2.2. PC server

The PC server is responsible for all computations. It con-
tains a simulation environment which can calculate forward
and inverse kinematics of a general 6 Degree of Freedom
(6DoF)industrial robot is used to verify the reachability of
the target objects and collision between objects. It also acts
as a visual feedback to user displaying the intentions of the
robot [AAcCAI11].

3. Conclusion

In this work in progress paper, an augmented reality inter-
face which runs on a mobile tablet device has been partially
developed. However, this is still on going work. This pro-
posed interface can help to overcome some of the problems
introduced through using of flex pendant.
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