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Abstract
We present a framework for shading of virtual objects using high dynamic range (HDR) light probe sequences
in real-time. Such images (light probes) are captured using a high resolution HDR camera. In each frame of
the HDR video, an optimized CUDA kernel is used to project incident lighting into spherical harmonics in real
time. Transfer coefficients are calculated in an offline process. Using precomputed radiance transfer the radiance
calculation reduces to a low order dot product between lighting and transfer coefficients. We exploit temporal
coherence between frames to further smooth lighting variation over time. Our results show that the framework
can achieve the effects of consistent illumination in real-time with flexibility to respond to dynamic changes in the
real environment.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—Image based lighting, pre-computed radiance transfer, high dynamic range video

1. Introduction

Image Based Lighting (IBL), [Deb98], is a widely used tech-
nique for photo-realistic rendering of virtual objects so that
they can be seamlessly composited into still or video footage
captured in real scenes. The key idea of IBL is to capture the
lighting present in the real scene and use this information
to illuminate the virtual objects. The scene lighting in tra-
ditional IBL is measured by capturing an omni-directional
High Dynamic Range (HDR) image, or HDRi, at a single
point in space. Such a panoramic HDRi is generally called a
light probe. Since the HDRi captures the full dynamic range
in the scene (from the direct light sources to the parts of the
scene that are in shadow), the light probe can be thought of as
a measurement of the scene radiance incident at the point in
space where the panorama was captured, and can be used as
an approximation of the lighting in the scene during render-
ing. The ease of use and level of realism attainable have now
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made IBL a standard tool in most production pipelines, and
even in real-time applications (based on approximations).

The key challenge in real-time IBL rendering is that the
scene lighting is described as an image with no explicit in-
formation about where light sources and other high inten-
sity regions are located. When each fragment in the scene is
shaded during rendering, this leads to a significant sampling
problem of the spherical radiance distribution described by
the light probe image. This has led to the development of
techniques for Pre-computed Radiance Transfer (PRT), for
an overview see [Ram09]. In PRT, the light transport is ap-
proximated using basis projections, e.g. spherical harmonics
or wavelets, in which the light probe HDRi, material prop-
erties, and local self occlusion on the virtual objects can be
represented with only a small number coefficients, and the
interaction between lighting, material and geometry can be
efficiently computed in the transformed space.

Traditional IBL has been limited to only static lighting
environments. This is due to the fact that there are no cam-
eras available on the market, that can capture true HDR im-
ages in a single shot. HDR images are commonly captured
using exposure bracketing, a series of differently exposed
images covering the dynamic range of the scene that are
combined into a final HDR image. This limits the capture to
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static scenes and still images. However, recent developments
in sensor and imaging hardware, [UG07,TKTS11,KUG12],
have now made it possible to capture HDR-video (HDRv).
This in turn also enables the capture of light probe video
sequences, and thus IBL with dynamic real world lighting
environments and moving light probes.

Contributions In this paper, we present a technique and
system overview for real-time IBL using HDRv light probe
sequences. Real world scene lighting is recorded using a
high quality and high resolution 4Mpixel HDRv camera run-
ning at 25 or 30 frames per second (fps). Utilizing a real-time
CUDA kernel, the input HDR images are processed and the
spherical radiance distribution described by each frame in
the video sequence is projected onto a low order spherical
harmonics basis. Using precomputed techniques, real-time
image based rendering of synthetic objects is achieved. and
used for image based rendering of synthetic objects.

2. Background and Previous Work

The way in which illumination varies in a scene as a func-
tion of location in space (x,y,z), time t, direction (φ,θ)
and wavelength λ is described by the plenoptic function
P(x,y,z,φ,θ,λ, t), Adelson and Bergen [AB91]. In computer
graphics image synthesis, this corresponds to the radiance
distribution L(x,~ωi) incident at a surface point x from an an-
gular region subtended by a set of directions~ωi, as described
by the rendering equation, Kajiya [Kaj86]:

L(x,~ωo) =
∫

Ω

L(x,~ωi)ρ(x,~ωi,~ωo)d~ωi (1)

where ρ describes how the surface material at x trans-
forms radiance incident from a direction ~ωi towards the out-
going direction ~ωo from which the point x is observed. In
computer graphics, the time t is usually fixated, and the spec-
tral characteristics, λ, of the plenoptic function, P, are usu-
ally described using three spectral bands for red, green and
blue colors respectively.

Based on the observation that the lighting plays a key
role in the visual realism of computer generated images, De-
bevec [Deb98] introduced image based lighting; a technique
that enables virtual objects to be rendered into real scenes
and appear as if they were actually there. In traditional IBL
the incident radiance distribution L(x,~ωi) is described by a
panoramic HDR image I j captured in a real scene, where j
denotes the linear index for each pixel in the image. Each
pixel j in I j can be thought of as the radiance contribution
from the solid angle of direction ~ωi subtended by the pixel
area, i.e. L(x,~ωi) ≈ I j. Since the panoramic image I is cap-
tured at a single point in space, the spatial coordinate x van-
ishes, and the image I j describes only the angular variations
in the incident radiance distribution. This corresponds to the
approximation that the lighting environment captured in I j is
infinitely far away from the virtual objects being rendered.

IBL has traditionally been limited to scene lighting cap-
tured at a single point in space and at a single instant in time.
The main reason for this is that the HDR image capture,
as introduced in the computer graphics community by De-
bevec and Malik [DM97], has been carried out by combin-
ing a series of differently exposed low dynamic range im-
ages into an HDR image covering the full dynamic range
of the scene. This technique, often referred to as exposure
bracketing, requires that several images are captured and can
thus not handle dynamic scenes or moving cameras. For an
overview of the background of HDR imaging see Reinhard
et al. [RWPD06].

Moving beyond conventional cameras, a number of ap-
proaches and hardware setups for HDR imaging and even
video have been proposed in the literature. In order to mini-
mize the temporal artifacts in the exposure bracketing algo-
rithm, Unger et al. [UG07] presented an HDR video cam-
era, where they programmed a SMART CMOS sensor from
SICK-IVP AB to capture the exposures back to back on a per
pixel basis in rolling shutter fashion, and do the HDR assem-
bly directly on the sensor chip itself. Another option to the
time-multiplexing is to trade spatial resolution for dynamic
range. Nayar and Mitsunaga [NM00] placed spatially vary-
ing exposure filter array in front of the sensor. This approach
was extended to rgb-color image capture [NN05] and even
capture of multi-spectral HDR-images [YMIN10]. Currently
the best performing approach for single shot and HDR-video
capture is based on the idea of internally, inside the cam-
era system, splitting the optical path onto multiple synchro-
nized sensors [AA04,WRA05,MH07,TKTS11,KUG12]. By
placing Natural Density (ND) filters with varying density
in front of the sensors, e.g. [AA04], or more sophisticated
beam splitter optics, e.g. [TKTS11], the different low dy-
namic range exposures can be captured with full resolution
at the same instant in time and with the same integration
time. This prevents ghosting artifacts from scene motion and
ensures correct motion blur for all sensors. These systems,
now, also enable high quality HDR-video capture.

The benefit and impressive rendering results from using
IBL has motivated research and development of techniques
for real-time rendering. These techniques use a single light
probe image captured at a single instant in time, and gen-
erally focus on describing L(x,~ωi) and ρ in the rendering
equation, Eq. 1, as well as local visibility information us-
ing approximations that make it possible to solve the render-
ing equation in real-time for complex scenes. Ramamoorthi
and Hanrahan [RH01] projected the captured illumination
onto Spherical Harmonics (SH) basis functions, and showed
that diffuse materials could be accurately simulated by rep-
resenting the environment illumination with 9 SH coeffi-
cients. Sloan et al. [KSS02, SKS02, SLS05] later extended
this technique and introduced Precomputed Radiance Trans-
fer (PRT) of glossy materials, performing expensive compu-
tations as a pre-computation step. An in-depth overview of
PRT-methods is presented in Ramamoorthi [Ram09].
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For dynamic environment maps methods like sequential
Monte Carlo sampling [GDH06] have also been considered
however these methods do not run in real-time and therefore
not suitable for our purpose.

Building on this body of work, our method extends IBL
and PRT to include also the temporal domain, i.e. in our
framework L(x,~ωi) in Eq. 1 becomes L(x,~ωi, t). We also
demonstrate how the projection of the captured light probes
onto a spherical harmonics basis can be parallelized and
computed in real-time for each frame in the input HDR video
sequences. This means that, under the assumption of low
angular frequency in the illumination, our processing and
rendering framework supports dynamic HDR environment
maps.

3. PRT for Realtime Rendering with HDR Video
Sequences

Considering the illumination as HDR light probes, the un-
derlying assumptions in this paper are that each pixel I j in a
light probe image can be thought of as a radiance contribu-
tion from a corresponding incident direction ~ωi, and that the
captured real environment is far enough so that the radiance
contribution I j is parallel over the entire scene.

Rendering objects that are illuminated by such distant en-
vironmental lighting requires solving the rendering integral,
Eq. 1. The integrand describes the product between the in-
cident radiance distribution and the surface material that in-
cludes the cosine falloff factor. To take into account shad-
owing, we also include a visibility factor V (x,~ωi) that de-
scribes the self occlusion at a surface point x such that:
V (x,~ωi) = 1 if the distant environment is visible in direc-
tion ~ωi, and V (x,~ωi) = 0 if geometry occludes the environ-
ment in the direction ~ωi. Assuming that the scene is static
and only contains Lambertian material, the material ρ will
be independent of the viewing angle ~ωo and only depend on
the diffuse albedo ρA(x)/π and the cosine between ~ωi and
the surface normal Nx at x. Consequently, Eq.1 (with the
temporal domain included) is simplified to the following for
Lambertian surfaces:

L(x,~ωo, t) =
ρA(x)

π

∫
Ω

L(~ωi, t)V (x,~ωi)(Nx ·~ωi)d~ωi (2)

where Ω is the hemisphere centered at the normal Nx. We
now define what is referred to as the transfer function T , that
includes the visibility and cosine falloff :

T (x,~ωi) =V (x,~ωi)(Nx ·~ωi) (3)

and the rendering integral becomes:

L(x,~ωo, t) =
ρA(x)

π

∫
Ω

L(~ωi, t)T (x,~ωi)d~ωi (4)

Our task is now to compute the rendering integral at high
frame rate, while supporting HDR light probe sequences
as input. Our algorithm is based on pre-computed radiance
transfer [SKS02] and extends these ideas to the temporal do-
main. We approximate the spherical lighting measurements
I j and local transfer function T using spherical harmonics
and utilize the orthogonality of this basis to efficiently solve
the rendering integral Eq. 4 as a dot product between SH
coefficients. For the sake of the presentation, here we use
static scenes and Lambertian materials. It should, however,
be noted that our technique applies similarly to previously
presented methods in PRT that support both dynamic scenes
as well as glossy materials, e.g. [SLS05].

3.1. Spherical Harmonics Representation

Definition Spherical harmonics basis functions, denoted as
ym

l (θ,φ) are frequency space basis functions which are de-
fined over the unit sphere. The order, or the number of bands,
of the SH functions is indicated by l, and m is the degree
where l > 0 and −l < m < l. Using real-valued spherical
basis functions, we can define them as follows:

ym
l (θ,φ) =

{
Km

l P|m|l (cos(θ))cos(|m|φ) if m≥ 0

Km
l P|m|l (cos(θ))sin(|m|φ) if m < 0

(5)

where Km
l are normalization constants, and P|m|l are Leg-

endre polynomials. Each band is equivalent to polynomials
of the same degree. Since the SH functions are orthonormal,
the projection of a spherical function f (~ω) defined over a
domain s onto the SH basis functions is as follows:

f m
l =

∫
s

f (s)ym
l (s)ds (6)

An nth-order SH basis function is described by n2 coef-
ficients. It is common practice to truncated the order, n, to
a finite number, in the PRT case typically 3,4 or 5 . An ap-
proximation of the projected function f (~ω) can then be re-
constructed from the truncated SH basis functions according
to:

f (~ω)≈
n−1

∑
l=0

l

∑
m=−l

ym
l (~ω) f m

l (7)

Spherical harmonics are rotation invariant and orthonor-
mal. The orthonormality makes it possible to compute the
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convolution of two function defined on a spherical domain
as a dot, or inner, product of the SH coefficients in the pro-
jective space. In the PRT case the transport function T (x,~ωi)
and the spherical radiance distribution L(~ωi, t) are projected
onto an SH basis, and the dot product between the SH coeffi-
cients corresponds to solving the integral in Eq. 4. For more
details about the SH basis functions and their use in PRT, we
refer to [RH04], [Ram05] and [Gre03].

3.2. Algorithm Overview

We use an experimental setup consisting of an HDR video
camera with a resolution of 2400×1700 pixels capturing the
full dynamic range of the environment through the reflection
in a mirror sphere (see Section 4). The camera is running at
25 or 30 fps and the processing and rendering is performed
in real-time. Our algorithm can be outlined in an off-line pre-
processing step, an on-line processing and rendering step:

Off-line pre-processing of the transfer function:
At each vertex on each object in the virtual scene, the trans-
fer function, T , described in Eq. 3,is calculated and projected
onto an SH basis. This information is stored on disk and up-
loaded onto the GPU at runtime.

On-line processing:
For each HDR light probe image streamed to the GPU, the
real-time algorithm can be outlined as:

1. Light probe image processing - Down-sampling, filtering
and processing of the HDR light probe image prior to SH
projection.

2. Lighting SH projection - The down-sampled image, I j, is
projected onto a SH basis of order 3,4 or 5 according to
Eq. 6 above. A CUDA kernel is used to accelerate the
process and enables real-time performance.

3. Temporal filtering - Since we only use a single light probe
image at each time step t, the entire virtual scene will be
affected by lighting variations that in reality only would
affect a small part of it. This may introduce flickering
artifacts introduced by strong spatial variations in light
probe images. To avoid this, we (optionally) perform fil-
tering of the projected lighting SH coefficients in the time
domain.

4. Lighting reconstruction and rendering - The SH repre-
sentation of the pre-processed transfer function, T , of
each vertex in the scene and the SH projection of the in-
cident illumination L(~ωi, t) are used to efficiently solve
the rendering integral, Eq. 4, at each fragment being ren-
dered. Finally, the full resolution image is projected onto
a quad oriented perpendicular to the virtual camera and
used as backdrop onto which the rendered objects are
composited.

Below, we describe each step in our algorithm in detail,
and present an overview of the real-time processing, SH-
projections, filtering and reconstruction.

3.3. Off-line Pre-processing of the Transfer Function

The local visibility, V , in Eq. 2 is computationally expensive
to compute, and cannot be determined on-line. Therefore the
transfer function T in Eq.3, is calculated in a pre-processing
step. For each vertex on each surface, the local visibility is
sampled on a spherical domain using ray-casting. The dot
product between the sample direction and the surface nor-
mal is calculated, and the transfer function, T is computed
and projected onto SH basis functions as described in Eq.6.
The transfer function coefficients , which we denote as cT

lm,
are stored to be used during on-line image synthesis. Using
Monte-Carlo integration, the integral of Eq.6 can be numer-
ically evaluated as:

cT
lm =

∫
Ω

T (x, ~ωi)Yl
m(ωi)dωi ≈

N

∑
i=1

w(~ωi)T (x, ~ωi)yl
m(~ωi)

(8)

where w(~ωi) is a weighting function and N is the number
of sample directions. Using stratified sampling over a unit
sphere leads to a constant weight function w(~ωi) = 4π/N.
Note that at each shading point we are sampling a spherical
domain instead of hemisphere. This is to avoid transforma-
tion of global coordinate to local coordinate.

3.4. Light Probe Image Processing

The HDR light probe image available for time step t, is
streamed to the GPU. We first iteratively down-sample the
image to a lower resolution version for the SH projection.
This is reasonable as the order of the SH projection is gen-
erally low and thus low pass filter the image. We use a
Gaussian blur filter for down-sampling. The result of down-
sampling is passed to the projection kernel.

3.5. Lighting SH Projection

The environment lighting is considered to be dynamic and
based on HDR video streams. This means that the incident
lighting is changing in each frame, and the SH approxima-
tion of the radiance distribution needs to be re-computed for
each frame. Traditional methods of projecting the environ-
ment lighting onto SH basis functions require a consider-
able processing time not suitable for real-time frame rates
and temporal coherency. In order to accelerate this process,
we use GPGPU programming to perform these operations in
real time.

During the SH projection, we loop over each pixel in
the input image, i.e. we perform uniform sampling in im-
age space, and that each pixel corresponds to a solid angle
in a certain direction. The light probe images are captured
in real-time and mapped with latitude longitude mapping.
The image domain is parametrized with u,v ∈ [0,1]. Thus
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the mapping from image coordinates to directions in world
coordinates can be described as:

(θ,φ) = (πv,2πu) (9)

(Dx,Dy,Dz) = (rsinθcosφ,rsinθsinφ,rcosθ) (10)

The incident lighting corresponding to each pixel is then
projected onto SH basis functions. As described in Section
3.3, projecting a function, f onto an SH basis requires the in-
tegral of the products of f , and the SH basis functions over
the domain of f to be computed. The incident lighting, de-
noted L(~ωi), is projected onto SH basis functions according
to:

cL
lm =

∫
S2

L(~ωi)Yl
m(~ωi)d~ωi (11)

Using a Riemann sum over the light probe image, Eq.11
can be estimated numerically as follows:

cL
lm ≈

1
N

N

∑
i=1

w(θ,φ)L(θ,φ)Yl
m(θ,φ) (12)

where N = nunv , nu and nv determines the number of
samples on v and u. w(θ,φ) = sinθ×2π

2 is the area measure
transformation of sampling from (u,v) space to the direc-
tion on the space on the sphere. In order to enable real-time
processing we perform these computations using a CUDA
kernel.

In order to make use of all available cores on the GPU and
to minimize memory latency, CUDA programming requires
launching a large number of threads and using fine grained
parallelism.

We have designed a CUDA kernel assigning one thread
to each pixel in the light probe image. During execution,
the threads are grouped together into blocks [NVI11]. The
threads are distributed over a set of 2-dimensional blocks.
Each block has access to a limited fast shared memory. In
the process 16×16 pixels of light probe image are passed to
each block where n2 (for n-band SH basis) coefficients are
computed. Each block calculates a partial sum of Eq.12 that
is stored in the shared memory. Shared memory is chosen for
achieving better performance, since it is the fastest way for
the threads within a block to communicate with each other.
The result of one block is shown in Fig. 1.

The actual coefficients are then calculated by summing up
the projection results from each thread and block. In order
to calculate the first coefficient, we need to add up the pro-
jection results of N light directions onto the first SH basis
function. Therefore, the first element of each thread is added
together. This process is applied for the other elements in

each block. We use a parallel reduction technique for com-
puting the partial sum in each block, shown in Fig.2. At each
step, the addition is reduced in half and this process is re-
peated until all threads are processed. The result is written
into global memory and further reduction is performed be-
tween blocks until all partial sums of Eq.12 are calculated.
Using reduction is the best way to massively parallelize the
computation. In the kernel, samples are converted from uv-
coordinate to spherical coordinate using Eq.10 to compute
the n2 SH coefficients.

Spherical harmonics basis functions are well-suited for
reconstructing low frequency lighting and shadows. How-
ever, when the signal is clamped, this reconstruction is ac-
companied with a ringing effect known as Gibbs phenom-
ena [HH79]. We use a Hanning window to minimize this
problem, see [Slo08] for more details.

3.6. Temporal Filtering

The PRT approximation of distant environments means that
we use only a single light probe image per time step. Since
a light probe image measures only angular variations in the
radiance distribution, it is not possible to capture the spatial
variation that would occur in the real world if an object was
gradually moving from e.g. strong illumination into shadow.
Instead the entire rendered scene will be affected at once. In
lighting environments with high spatial variations this may
lead to flickering. To avoid such temporal artifacts, we (op-
tionally) perform filtering of the lighting SH coefficients in
the time domain. Using the lighting coefficients of the previ-
ous frame , cL

lm(t−1), and the current frame, cL
lm(t), the final

lighting coefficient is calculated by a linear interpolation as
follows:

cL
lm(t) =

cL
lm(t)+αcL

lm(t−1)
α+1

(13)

where α is a non-negative constant. Note that since each
two sequential coefficients are interpolated, the coefficients
of the previous frames will have a small affection on the cur-
rent frame’s coefficients. This leads to a smooth transition in
illumination changing.

3.7. Lighting Reconstruction and Rendering

To relight the scene, according to Eq.2, the projected func-
tions need to be reconstructed. Using orthonormality of SH
basis functions, the projections of two functions, T and L
over the unit sphere, satisfy:

L(~ωi, t)≈
n

∑
k=1

cL
kYk(~ωi)

T (x, ~ωi)≈
n

∑
k=1

cT
k Yk(~ωi)
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Thread 1

Thread 256
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Thread 1 Thread 2 Thread 256

1 2 n^2 n^2 n^21 2 1 2...

Shared memory

1 2 3 n^2

Coefficients array

Figure 1: The arrangements of threads in each block and the shared memory used for storing the result.

block 1

1 2 n^2...

block 2

1 2 n^2...

block m

1 2 n^2...

1 2 n^2...
Final coefficients array

Figure 2: The result of partial summations in each block is added to the other results using reduction. m is dependent on the
width and height of the input light probe image.

L(x, ~ωo, t) =
∫

T (x, ~ωi)L(~ωi, t)d~ωi ≈
n2

∑
i=1

cL
i cT

i . (14)

Thus, the rendering integral, Eq.2, is reduced to a scalar
product of the projected coefficients.

4. Results and Discussions

In this section, we give an overview of the experimental
setup used to test our approach in practice, present a set of
example renderings, as well as an evaluation of the algorithm
in terms of performance.

4.1. HDR Video Setup

The dynamic HDR light probe input data used for the exper-
iments presented in this paper were captured using an HDR
video camera prototype developed in a collaboration be-
tween Linköping University, Sweden and the German cam-
era manufacturer SpheronVR AG. The camera system cap-
tures images with a resolution of 2400× 1700 pixels with
a dynamic range in the order of 10.000.000 : 1 at up to 30
frames per second. For the experiments presented here, the
camera is mounted in a real-time light probe setup depicted
in Figure 3. In this setup the HDRv camera uses a Zeiss
Makro-Planar T* 100mm f/2 ZF.2 lens and images the scene
through the reflection in a mirror sphere placed at a distance
of 1250 mm from the center of projection along the optical

Figure 3: The HDRv camera captures HDR images of
2400× 1700 pixels exhibiting a dynamic range in the or-
der of 10.000.000 : 1 at up to 30 frames per second. Here
the camera is displayed in a real-time light probe setup and
images the scene through the reflection in a mirror sphere.

axis. For each captured frame, this yields a close to 360◦

panoramic HDR image that covers the full dynamic range of
the scene. HDR video sequences are stored on disk as indi-
vidual OpenEXR frames.

4.2. Results

The test results were acquired on a 3.2 GHz Xeon computer
running Linux Ubuntu 11.04 with 23.6 GiB memory and an
NVIDIA GeForce GTX580 graphics card. All stages of our
method were implemented using C++, CUDA, OpenGL and
GLSL respectively. For reducing memory bandwidth cost
for data transfer between the GPU and CPU, we are using
the OpenGL vertex buffer objects (VBO) extension. We are
using diffuse reflecting surfaces and our models are standard
models from Stanford university database.
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(a) (b)

(c) (d)

Figure 4: Testing the shading of the scene with different scaling of the light probe image resolution of a single frame of the
environment map. (a) 1628×814, (b) 814×407 (c) 203×101 (d) 50×25

The CUDA kernel which calculates light’s coefficients,
utilizes overall W×H threads, where W is the width and H is
the height of the image that is captured in real-time. For each
HDR-video frame, the image is uploaded as an OpenGL tex-
ture to the graphics memory where it is used as input to the
CUDA PRT kernel, as well as for rendering the environment
background. For achieving better performance, the environ-
ment map input image is down-sampled before SH projec-
tion. The actual resolution can be changed in real-time.

Figure 4 displays the dragon model rendered with differ-
ent resolution of the environment map. As shown in Fig. 4-b,
the first iteration of the down-sampling does not have a visi-
ble impact on the output shading. However as the procedure
continues with higher ratio, the shadows become softer and
starting to fade away. Table 2 shows how the performance
measured in fps scales according to light probe image reso-
lution.

Table 1 shows timings of the pre-processing phase with
visibility on and off. The visibility calculations are multi-
threaded. For a test scene containing the Stanford bunny and
a ground plane with 7455 vertices, and 14868 triangles, the
processing time for computing the transfer function coeffi-

cients is 7.17 min with visibility testing and 0.1 sec without
it. In Fig. 5 the dragon model is rendered with visibility test-
ing on and off. Despite the time consuming pre-process step
that is required, as Fig. 5-b indicates, shadows add to the
realism of the results. The number of sample directions per
shading point, are also important in calculating the trans-
fer function for shadow testing. Using more samples will
result in more accurate shadows and less ringing. This is
shown in Fig. 8, where the model is rendered with 100, 900
and 2500 sample directions per vertex. The result shows that
2500 samples are enough for our application.

Using OpenGL vertex buffer objects, the transfer function
coefficients are transferred as vertex attributes to the graph-
ics memory. The final reconstruction and rendering is then
performed in a GLSL shader. To do so for an object with
6384 vertices and with spherical harmonics with 4 bands,
we need a texture of 6348× 16 pixels stored in GPU mem-
ory. In order to perform the final multiplications according
to Eq.14, the coefficients are transferred to the GLSL shader
memory. We are using an RGB color model, and for each
channel there will be 16 coefficients based on order-4 SH
functions. The method was tested for 5th order SH functions,
and we found that for lighting a Lambertian surface order-
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Table 1: Pre-process time required for our test scenes with 2500 sample directions, (the plane is included in the calculations)

Shape Vertices Faces Time(Visibility off) Time(Visibility on)
Sphere 6384 12760 0.1 sec 5.19 min
Bunny 7455 14868 0.1 sec 7.17 min
Buddha 54938 109900 0.9 sec 330 min
Dragon 54952 109900 0.9 sec 376 min

Figure 5: The Dragon model rendered in the scene (a) with-
out and (b)with visibility testing.

4 SH functions suffice. However, in order to reduce ringing
artifacts, higher order SH bases can be used. Ringing effects
can also be minimized using spatial filtering as described.

Finally, Figure 7 shows renderings using input HDR-
video sequences from three different scenes, captured both
indoors and outdoors. The figure shows the result from the
processing, reconstruction and rendering steps in the real-
time algorithm described in Section 3.2.

The effect of temporal filtering is to reduce flickering to
some extend and by experience we observed that adding
more weights to the coefficients of the previous frame can
result in a smoother change of illumination in the rendered
objects. The result of temporal filtering is shown in the sup-
plementary video attached to this paper.

To simulate specular reflection of the environment in the
synthetic object we are using reflection mapping of the en-

Figure 6: Specular reflection using environment map and
our method.

vironment and the following equation is used for finding the
final color of each pixel:

Color f inal =Cdi f f use + ck ∗Cre f lection (15)

where ck ∈ [0,1] denotes specular reflectivity in the ma-
terial of the object. The result of this reflection is shown in
Fig. 6

5. Conclusion and Future Works

This paper presented a method for real-time rendering of
synthetic objects illuminated by real world lighting cap-
tured as HDR-video streams. The method is based on pre-
computed radiance transfer, where the rendering integral is
efficiently computed by projecting the reflectance distribu-
tion and spherical lighting environment onto spherical har-
monics basis functions. The algorithm was tested using input
data from a high resolution HDR-video camera.

In future work, we would like to investigate other basis
functions as well as explore augmented reality as an appli-
cation where real and virtual objects are mixed. We will also
further investigate temporal filtering and, based on the co-
herency between consecutive frames in the input sequences,
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Figure 7: Synthetic scenes rendered in three different environments.

techniques for reusing already computed information in the
basis projection.
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Table 2: Change of FPS according to light probe image res-
olution

Resolution FPS
1628×814 9
814×407 24
407×203 40
203×101 44
101×50 55
50×25 64
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