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Message from the Program Co-chairs 
We would like to welcome you to the 2013 Analytic Virtual Integration Cyber-Physical 
Systems (AVICPS) workshop. The workshop is focusing on analytic techniques that enable the 
early discovery of defects in CPS, before the system is integrated or its parts are built. The 
principal objective is to present and discuss novel ideas and results that help to discover and 
resolve problems early during the design and implementation phases. AVICPS 2013 aims at 
bringing together researchers, engineers, and application developers from both industry and 
academia to present their latest advances in this field. Our program is organized according to 
three themes: mathematical fundamentals, model integration, and model analysis. The program 
also includes time reserved for lively discussions; we hope that all attendees will benefit from 
these interactions. 

We received 13 submissions, from which 6 were accepted; 4 as position papers and 2 as full 
research papers. Our 13 internationally known PC members came from academia and industry 
and they have worked very hard to review the papers; most papers have received three reviews. 
We would like to thank the program committee members for their excellent work and for their 
suggestions in the selection of papers.  

We would like to thank all those who submitted papers for their efforts and for the quality of 
their submissions. Thank you for your active participation in AVICPS 2013. We hope you will 
find this event to be productive and enjoyable, and we look forward to seeing you next year at 
the next AVICPS. 

 
David Broman, UC Berkeley, USA, and Linköping University, Sweden 
Gabor Karsai, Vanderbilt University, USA 
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Some Challenges for Model-Based Simulation

⇤ †

Walid Taha1,2 Robert Cartwright2,1
1IDE, Halmstad University, Sweden, Walid.Taha@hh.se

2Computer Science, Rice University, USA, corky@rice.edu

Abstract

Comprehensive analytical modeling and simulation of
cyber-physical systems is an integral part of the process
that brings novel designs and products to life. But the ef-
fort needed to go from analytical models to running sim-
ulation code can impede or derail this process. Our thesis
is that this process is amenable to automation, and that
automating it will accelerate the pace of innovation. This
paper reviews some basic concepts that we found interest-
ing or thought-provoking, and articulates some questions
that may help prove or disprove this thesis. While based on
ideas drawn from different disciplines, we observe that all
these questions pertain in a profound way to how we can
reason and compute with real numbers.

1. Introduction

It is widely anticipated that much of tomorrow’s innova-
tion will be in the form of cyber-physical systems, that is,
systems that include computing, communicating, and phys-
ically dynamic components. A vivid example of such a sys-
tem is a team of robots playing soccer, or a fleet of vehicles
functioning collectively as an intelligent transportation sys-
tem. Because we need to reflect on, reason and communi-
cate about designs, modeling is an integral part of conceiv-
ing and developing new products in such domains. Many
important problems defined in terms of mathematical mod-
els do not have closed solutions. As a result, simulation
must be an integral part of the innovation process. Unfor-
tunately, the formidable time and effort needed to convert
analytical models to running simulation code can impede
or even derail the process. Our thesis is that this transfor-

⇤ This manuscript is a reduced and edited revision of an invited paper
entitled “The Trouble with Real Numbers” and presented at the WS4C
workshop of INFORMATIK 2011 held in Berlin.
† This research was supported by Halmstad University, the Swedish
Knowledge Foundation (KK) Centre CERES, the Swedish Knowledge
Foundation (KK) Environment at Halmstad University, and US NSF CPS
awards number 1136099 and 1136104.

The 4th Analytic Virtual Integration of Cyber-Physical Systems Workshop
December 3, 2013, Vancouver, Canada.
Copyright is held by the author/owner(s). The proceedings are published by
Linköping University Electronic Press. Proceedings are available at:
http://dx.doi.org/10.3384/ecp13090

AVICPS website:
http://www.analyticintegration.org/

mation process can be more reliably and predictably au-
tomated, and that such automation can play a crucial role
in training the cadre of future innovators and making them
more productive.

Although a vast range of modeling and simulation tools
already exists, automating the mapping from models to
simulation codes remains a challenging and elusive goal.
This is the case even for seemingly elementary domains
such as rigid-body dynamics, which is a fairly simplified
type of mechanical models that can be used to develop ba-
sic models of robot dynamics [7]. While this first work suc-
ceeds in identifying some basic problems and showing how
programming language techniques such as partial evalu-
ation can play a role in addressing them, the automation
problem is larger than this. It cannot be addressed with a
handful of research papers, and success in demonstrating
this thesis may have far reaching consequences on the CPS
domain. At the same time, entering the domain of cyber
physical systems can be challenging, primarily because of
the vast diversity of technical disciplines that relate to dif-
ferent aspects of this domain. This diversity of sources is
an obstacle not just for researchers but also for education.

In an attempt to reduce the effort needed to overcome
this problem, this paper reviews basic concepts from sev-
eral related areas that we found interesting or insightful,
and articulates some questions that may assist in investi-
gating this thesis. While drawn from different disciplines,
all of these observations and questions pertain to how we
can reason and compute with reals.

Contributions: Modeling systems that involve real-valued
and time-varying quantities is somehow at odds with tra-
ditional approaches to computing. Furthermore, it is not
obvious precisely what needs to be done to integrate real
numbers with these approaches. With the aim of shedding
some light on what is missing, this paper reviews basic
concepts and puts forth some questions about

• Traditional floating-point methods, and
• Basic properties of real numbers.
• Interval arithmetic.

Software engineering in general, and in particular program-
ming languages semantics, design, implementation, and
engineering have a lot to contribute to the study of cyber-
physical systems. We hope that the observations and ques-
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tions presented here encourage the reader to share this
view.

2. Traditional Floating-Point Methods

Traditional numerical methods and simulation technologies
have carried us a long way, allowing us to build airplanes,
space ships, and many other advanced, as well as mundane,
innovations. However, part of the difficulty in going from
analytical models to simulation codes lies in the nature of
the codes, which are built using traditional numerical meth-
ods techniques. Numerical methods for solving virtually
any type of problem are highly varied and yield qualita-
tively different results when solving the same problem. Yet
the user of these methods still has to bear the responsibility
of choosing the right method for dealing with each differ-
ent kind of model that they formulate and wish to simulate.
This is a huge distraction for a user whose concern is to
study the system that is being modeled, rather than how to
implement the solver for different components of the sys-
tem being modeled. Because it requires making a choice
between more than two options for each component, it is
a problem that has work-hour cost with an order of com-
plexity exponential in the number of components. This is
an optimistic estimate, given that testing whether a certain
method works well for a certain type of component is usu-
ally done using a certain data set, and this result does not
necessarily imply that it will work equally well for other
data sets. Even with this simplifying assumption, it is a se-
rious impediment to productivity.

An important question from the software engineering
point of view is whether there is a way to hide these imple-
mentation choices from the user in such a way that the right
one is always chosen (if it exists). A key technical chal-
lenge in approaching this question is to determine whether
or not there exists a single method (or semantics) that can
be viewed as a gold standard, and which can be used for
both statically proving or dynamically checking the cor-
rectness of any given method. Since dynamic checking will
always allow us to validate more methods than static tech-
niques (due to the reduction in the number of quantifiers in
the problem), the natural and important question to ask be-
comes whether there are also universal numerical methods

that can enable the automatic selection of the right method
for the given problem dynamically. The existence of such
methods could be most insightful if they end up being sim-
pler than many of the other prevailing methods, as it is
likely that they would be revealing of some deeper ideas
that are today only implicit in such methods.

Thus, traditional numerical codes only work correctly
if certain assumptions about their inputs are satisfied, and
these assumptions are not usually checked by the code. Fur-
thermore, these codes generally do not raise any errors to
indicate that the output that they produce is meaningless,
nor do they generally confirm the level of accuracy in the
answer that they produce. Traditional methods do involve
careful analysis of how the values in the model are rep-
resented in the computation. But this analysis is generally
done at the meta-level and not in the code. In essence, this

approach allows the programmer to bake into the imple-
mentation ad hoc assumptions about how they expect the
code to be used. We believe that it is these restrictions that
result in significant loss in usability and reusability of nu-
merical codes developed using traditional methods.

A large part of the analysis that must be carried out, and
of the problems that arise when trying to use such codes,
relate directly to the question of how real numbers are rep-
resented. Today, the vast majority of numerical codes are
based on floating-point arithmetic (FPA). Again, floating-
point technology has been very successful in that it en-
abled the development of numerous highly useful numer-
ical codes that have enabled many CPS innovations. How-
ever, it is reasonable to consider alternatives. In particular,
while FPA is well suited for hardware implementation, it
remains in essence a static data structure that can repre-
sent only a finite set of values. So, rounding must be done
with almost every arithmetic operation, which can intro-
duce enough error that it can be extremely difficult to eval-
uate simple polynomial expressions (An example in [6]).

The most noteworthy feature of floating-point numbers
is that they do not explicitly tell us how many digits (or
bits) of the result are truly valid or representative of the
real answer that such a computation should produce, if we
were computing with some idealized form of real num-
bers. When we consider this feature together with the fact
that numerical computations usually involve an extremely
large number of operations, putting aside the problem that
this feature creates for users of such codes, it is really im-
pressive that any large numeric codes can be built cor-
rectly. Clearly correctness can only be achieved with sig-
nificant meta-level reasoning. However, it remains an im-
portant question to determine how we can express the pre-
cise conditions needed to guarantee that a particular result
of numeric computation is truly valid up to a given number
of significant digits. If this is achieved, it may be possible
to consider more ambitious questions, such as how to for-
mally prove these theorems, or how to generate code guar-
anteed to be correct. In contrast to the overarching goal of
mapping models to simulation codes, the last question is
focused specifically on the issue of producing code that
implements a real arithmetic computation using floating
points correctly.

Stepping back from the questions of understanding tra-
ditional numerical techniques, it is important to note that,
from a software engineering point of view, floating-point
numbers are a somewhat curious choice for implement-
ing real numbers. Specifically, they are a completely static
data structure being used to represent values that, in gen-
eral, may need an unbounded number of digits to repre-
sents. Interestingly, much care is needed if we wish to ad-
dress this problem. For example, seemingly plausible al-
ternatives such as variable precision numbers may simulta-
neously achieve less than what we might expect, and also
bring more complexity to the problem than we started off
with. Before we consider promising alternatives to floating-
point numbers, it will be useful to recall some basic math-
ematical properties of numbers.
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3. Basic Properties of Real Numbers

Real numbers are a concept so widely used in science and
engineering to model both abstract and concrete systems
that it is hard to imagine the world without them. Examples
of real numbers include: the distance between two points in
two- or three-dimensional space, the ratio between features
of simple geometric forms such as the circle, and the inte-
gral of 1/x between two positive values of x. Much of the
analytical component of the engineering and science disci-
plines rely heavily on this concept.

Real numbers derive both their power and their trou-
blesomeness from their ability to transcend simpler forms
of numbers, such as natural numbers, integers, and ratio-
nal (fractional) numbers. For example, none of these sets
are big enough to include numbers like ⇡ or e. It is there-
fore remarkable that scientific computing has been able to
achieve so much while using a finite representation for real
numbers, namely the floating-point representation.

Keeping in mind some basic mathematical theoretic
properties of real numbers can help us navigate the com-
plex space of alternative representations for real numbers.
A basic example of these types of properties is cardinality,
or the size of a set (See for example [1]):

• The set of different values that a floating-point number
can take is finite,

• The set of rational numbers is countably infinite, and
• The set of real numbers is uncountably infinite.

It may seem that because rational numbers closer in car-
dinality to real numbers than floating-point numbers (“at
least rational numbers are infinite”) that they could make
a more natural approximation of real numbers. But closer
inspection suggests that they make it too easy to introduce
unnecessary ad hoc decisions when trying to devise repre-
sentations of real numbers. Indeed, rational numbers can
be easily represented exactly on a computer through the
use of dynamic data-structures. The basic arithmetic oper-
ators of addition, multiplication, and division for rational
numbers can all be computed exactly on a computer. How-
ever, rational numbers are still insufficient for representing
real numbers (a fact long known in mathematics [2]). When
programming, this mathematical fact is reflected by the ab-
sence of an obvious way to compute with rational numbers
in place of real numbers. This difficulty arises when we try
to carefully explain why we cannot extend our set of op-
erators to trigonometric functions, if we limit ourselves to
rational numbers as a representation. Mathematically, the
problem can be seen as the absence of a best rational num-
ber approximation for the result of the trigonometric func-
tion. It is tempting to take a pragmatic approach and make
an ad hoc choice and choose some rational number to re-
turn when the result is not really rational, but then we be-
gin to fall in the same traps that make it easy to abuse FPA
to produce completely incorrect results. From the software
engineering point of view, such choices are baking magic
numbers into our code, which will eventually make it brittle
and hard to maintain. Thus, rational numbers do not seem

very well suited as a direct representation for real numbers,
without building significant additional machinery around
them. What is interesting here is that the consideration of
the cardinality of the sets seems to provide the clearest indi-
cation of this mismatch, which is then echoed by a need for
making ad hoc choices, when we try to build implementa-
tions. It is useful here also to be aware of the cardinality of
various types of irrational real numbers, such as algebraic
and transcendental numbers.

4. Interval Arithmetic

Interval arithmetic [5] is a powerful method for address-
ing one of the most basic problems in working with plain
floating-point numbers: We can get information about the
actual precision of the answer. Interval arithmetic uses two
floating-point numbers to bound the exact answer of a real-
valued computation from above and from below. Thus, in-
terval arithmetic provides us with an immediate warning
if rounding error has grown too large, rendering the re-
sult useless. Qualitatively, this additional information about
precision is a huge improvement over allowing results to be
silently corrupted by rounding. With this kind of informa-
tion, the programmer or user can redo the full computation
with a higher precision, and hope that this produces an an-
swer with an acceptable level of precision.

Interval arithmetic is not a plug-and-play replacement
for floating-point arithmetic. In fact, conceptually, interval
arithmetic provides us with great concrete examples of
why the floating-point way of doing business may in fact
not be the way we will ultimately want to compute with
real numbers. For example, the elementary operation of
comparison on float-point numbers will have to behave
differently when we move to intervals. How do we answer
the question of whether the interval [1, 2] is less than [1.5,
2.5]? The answer cannot be yes or no, but rather, that
the two are incomparable. As a result, it may not always
be possible to expect that numerical algorithms can work
without modification, using intervals rather than arithmetic.

It is interesting to note that a kind of abstract interpre-
tation is almost built into interval arithmetic. It is not clear
that this view has been fully developed (exceptions include
[4] and [3]). Interval arithmetic gives rise to a beautiful the-
ory that can teach us a lot about how we can compute ef-
fectively with real numbers.

A basic result of interval analysis is that performing a
computation (that consists of the basic arithmetic opera-
tors) with more information about its inputs will always
lead to a result that has no less information. Denotational
semantics experts and domain-theorists will recognize this
property as a notion of monotonicity. This property pro-
vides an elegant way to characterize well-behaved oper-
ators that we may or may not want to introduce into the
language being interpreted using the primitives of interval
arithmetic. An elegant observation from interval analysis is
that monotonicity can occasionally provide a nice method
for producing an answer with higher-precision without nec-
essarily increasing the precision of the intermediate results.
For example, because of monotonicity, we can always split
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the input interval into two overlapping parts, compute two
results for the two parts, and merge them together. This can
often produce an improved result, especially in cases where
the computation suffers from what is often referred to as
the dependence problem. Evaluating an expression such as
x�x with x equal to [1,3] does not produce [0,0] but rather
[-2,2]. Operators such as addition have no way of know-
ing that there is a special relation between their two inputs.
Splitting the input into smaller parts, however, helps us get
closer to the most precise answer. For example, if we com-
pute the expression with x equal to [1,2] we get [-1,1], and
with x equal to [2,3] we get [-1,1], which is clearly more
precise than [-2,2].

An unexpected feature several recent treatments of in-
terval arithmetic is that they often resort to opening up the
interval, computing with both endpoints, and putting them
back in again. This is an example of breaking abstraction
boundaries, and can easily lead to breaking the monotonic-
ity property mentioned earlier. We may have encountered
a related problem, which is finding a simple definitions of
transcendental values and trigonometric functions that do
not involve separately computing an expected value and an
error term and then adding them together (that is, with-
out breaking the interval abstraction). It also seems that
algorithms such as an interval version of Euler’s forward
method for integration (which is needed for doing integra-
tion in the context of solving an initial value problem, for
example) are things that the authors have been told do ex-
ist, but do not quite know how they work, or whether or not
they are defined without breaking the interval abstraction.

While it may be counter-intuitive, interval arithmetic
implementations usually do not use rational bounds. In-
stead, they typically use floating point numbers. The in-
trinsic nature of this observation can be illustrated by con-
sidering the computation sin([0.9, 1.1]). If we want the re-
sult to be a pair of rational numbers, then the only “right
answer” would be the pair of rationals that are closest to
the exact answer for sin(0.9) and sin(1.1) from the out-
side. But there are not two such best approximations of real
numbers in general, and therefore, there is no ideal rational
candidate. This observation is important for realizing that
floating-point bounds are not just an implementation con-
venience for interval arithmetic, but rather a necessity. Be-
cause floating-point numbers have maximal degree of pre-
cision, the result of the above computation is well-defined,
because there is always a best floating-point approximation
to any real number.

We conclude this section with three questions. The first
question is whether demand-driven iteration or incremental
evaluation is inherent to the way we use interval arithmetic.
For example, the most basic (albeit not the only) method for
improving a result that we attain with interval arithmetic is
to repeat the computation with a higher-precision floating-
point representation for the bounds. What does this really
tell us about the idea of interval arithmetic? It could mean
that doing interval arithmetic forward is inherently itera-
tive. Would it be useful to do it backwards, that is, in a
demand-driven way?

The second question is what would constitute a well en-
gineered and conceptually clear way to build an interval
arithmetic library? Real analysis is usually not computa-
tionally effective; constructive analysis is, in a sense, effec-
tive, but not aimed at computing efficiently. How can we
build up such a library in a way that would allow us to ex-
plain clearly and easily to students how they are expected
to program with interval arithmetic? What is the right way
to approach the problem of re-computing with higher pre-
cision? It is reasonable to expect that essentially the same
question will also need to be answered for more sophisti-
cated representations of real numbers.

The third question is whether there are high-level formu-
lations for the computational problems and solution tech-
niques that arise in this domain. In particular, it seems
that important techniques such as interval arithmetic are
typically constructed in ways that isolate some underly-
ing floating-point infrastructure. While this appears per-
fectly sensible from the point of view of efficient imple-
mentation, it means that interval arithmetic is typically not
built “from the ground up”. Instead, it depends critically
on the idea that floating-point arithmetic is the most effi-
cient approach to implementing stream-based computation.
It seems plausible that this could be the case in current ar-
chitectures, but not for future ones. In particular, it is less
obvious why this approach should be the most appropri-
ate for other emerging architectures such as GPU, FPGAs,
many-core systems, or for future microprocessor designs.
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Abstract
Current equation–based object–oriented modeling lan-
guages offer great means for composition of models and
source code reuse. Composition is limited to the source
level, though: There is currently no way to compose pre-
compiled model fragments. In this work we present t(n,p), a
language which aims to overcome this deficiency. By using
automatic differentiation directly in the language seman-
tics, t(n,p)offers the ability to implement index-reduction
and causalisation of equation-terms without knowing their
source-level representation. The semantics of t(n,p)allow
for calculation of arbitrary-order partial and total deriva-
tives of pre-compiled terms.

Keywords Composition, Equation, DAE, Separate Com-
pilation, Automatic Differentiation

1. Introduction
Equation based modeling languages offer great means for
model composition and reuse. Unfortunately, this feature
vanishes during classical model instantiation. There is no
such thing as a Functional Mockup Unit ([1], a standard for
composing compiled ordinary differential equations) for a
differential algebraic equation (DAE).

The reason for this seems to be an implementation detail
in the most common implementations: Usually e.g. a Mod-
elica implementation will interpret the global model once
and afterwards compile the resulting DAE into efficient ex-
ecutable code.

This "one-time instantiation" approach has some down-
sides:

• It favors a whole-model approach for static analysis:
As there is no necessity for any interface abstraction,
errors caused by wrong composition are only detected
just prior to simulation.

• The code generation tends to scale badly in the case
of large, uniform models [5, 13], because the symbolic
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manipulation of every equation leads to huge amounts
of generated code.

• It prevents highly dynamic structural models: If a model
computes (i.e. by a Turing-complete language) its suc-
ceeding mode, it is in general impossible to predict all
modes of operation.

One way to overcome all those limitations is to find
a way to compile equations separately into a form that
can be instantiated arbitrarily often. Yet the attempt to
do so reveals that the one-time approach is not just an
implementation detail, since simulation often depends on
the manipulation of the global system of equations. Thus,
separate compilation needs to preserve the possibility to
apply these manipulations.

As we will show, the main operation of index-reduction
–differentiation of terms– can be implemented by au-
tomatic differentiation. Additionally, our method allows
for sorting the compiled equations and solving them effi-
ciently.

The rest of this paper is organized as follows: First we
motivate the need for arbitrary-order differentiation and pa-
rameter selection of equations in a compiled setting. After-
wards we formally define t(n,p), a family of languages that
allows for arbitrary order differentiation of mathematical
terms, which we have implemented in a a general purpose
DAE library called jdae1. We prove that the evaluation of
this language indeed yields correct partial and total deriva-
tives of a function. Finally, we show how t(n,p) can be im-
plemented recursion-free.

1.1 Notation
In this paper we will use some short cuts to enhance the
readability of formulas:

First, as we are talking about continuous functions, we
will usually name them with the letters f, g, h. Domain and
codomain are written in a blackboard style, i.e. f : R→ R
means that f is a function mapping real numbers to real
numbers. Arguments are usually vectors (x̄) or scalars (v).
When the context is clear, we extend primitive operations
over continuous functions: (f + g)(v, x̄) ≡ f(v, x̄) +
g(v, x̄). For function application we use a "flat" format: If
f : Rn+1 → R, v ∈ R and x̄ ∈ Rn, then we write f(v, x̄)
to denote the application of f to the concatenation of v to
x̄.

1 https://github.com/choeger/jdae
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2. Motivation
To understand the two most important operations on sys-
tems of differential and algebraic equations (namely index-
reduction and causalisation), we resort to the classic higher
index example, the cartesian pendulum:

x2 + y2 = 1 (1)

ẍ = Fx (2)

ÿ = Fy − 9.81 (3)

As always, x and y denote the pendulum’s coordinates
while F is the tension force. In this example, we set the
length of the pendulum and its mass to 1 to enhance read-
ability.

2.1 Index Reduction
It is well known, that the above model cannot be solved
directly by an ODE solver. The reason is obviously that
both x and y appear differentiated but only one of them
can be solved by equations 2 or 3, as one these equations is
required to solve for F .

The solution to this problem is naturally to differentiate
equation 1. By application of simple arithmetic laws the
above model also implies:

ẋx+ ẏy = 0 (4)

ẋ2 + ẍx+ ẏ2 + ÿy = 0 (5)

As one can easily see, the augmented system of equa-
tions can be solved as an ODE (by choosing either x or y
as state).

This result can be obtained by using an index-reduction
algorithm like e.g. Pantelides’ method [10], the dummy
derivative method [8] or Pryce’ method [11]. Any such
method will result in the number of times a given equation
or variable needs to be differentiated (explicitly as vectors d
and c in Pryce’ algorithm). Thus a compiled equation needs
to be able to, given an arbitrary n, compute the n-th total
derivative of itself.

2.2 Causalisation
In addition to the total derivative, it is usually necessary to
compute the partial derivatives of an equation. This is due
to the fact that most models will require to solve some al-
gebraic parts iteratively. To do so efficiently, it is a common
requirement to calculate the Jacobian of the equations.

In our example (assuming we choose x as state), we
might solve y and ẏ directly by equations 1 and 4 (as x
and ẋ are known by numerical integration), but finding a
valid solution for F , ẍ and ÿ requires the iterative solution
of equations 2, 3 and 5.

The process of finding such a partitioning of the system
is called causalisation or equation-sorting. Given an index-
1 DAE, the process is equivalent to the contraction of all
strongly connected components in the dependency graph
of equations.

This process raises an interesting problem in the setting
of compiled equations: As the causalisation is applied after
compile time, it is unknown for a given equation, which of

the occurring variables are true iteration variables (e.g. F
in the algebraic loop above) during simulation and which
become constants (e.g. y).

2.3 Automatic Differentiation
In summary, a compiled equation needs to be able to com-
pute for any order of total derivation and any subset of its
variables the value and the partial derivatives of its resid-
ual. As we do not know neither the subset of variables nor
the final degree of derivation, the only practical solution to
this requirement is automatic (or algorithmic) differentia-
tion. This technique is based on the fact that the derivation
rules for primitive operations like addition or sine are well
known (up to an arbitrary degree) and the chain rule shows
how any composition of those primitive operations can be
derived.

In this work we present a novel approach that em-
beds AD into a small term-language and prove its cor-
rectness. Our approach is hand-tailored to compute exactly
the derivatives needed by a DAE solver. For any further
reading about automatic differentiation we refer to section
7.3.

3. The term language t

In this section we define the simple term language t. We
define language syntax in form of an EBNF-grammar. t is
defined as:

τ ::= un,d
| τ ⊕ τ
| τ ⊗ τ
| φ τ
| r ∈ R

t is a rather simple language: Terms (in the following
sections abbreviated by variables τi) are either multipli-
cation (written ⊗ to distinguish multiplication-terms from
multiplication on real numbers which we will write as ×
further down), addition (written as ⊕), real values (r) and
primitive functions φ ∈ P, where P is a not further de-
fined set of n-times continuously differentiable (i.e. of class
Cn) single-argument real-valued functions. Terms describ-
ing the application of a primitive function φ on a term τ are
written as juxtaposition φ τ while parentheses (i.e. φ(r) in-
dicate the result of the actual application on real-numbers.

A notable feature of t is the availability of unknowns
un,d. Informally an unknown, written by u subscripted by
two natural numbers, e.g. un,d, represents the d-th total
derivative of the n-th variable of a system of equations.

3.1 Semantics
The operational semantics of t is given below in the form
of natural semantics. For an open interval D ⊆ R, a vector
x̄ = (x1, . . . , xp) ∈ (D → R)p of functions of class Cn

and a free variable v ∈ D, the evaluation relation ⇓ is
defined. We write (D, x̄, v) ` τ ⇓ r to denote that under
(D, x̄, v) τ evaluates to r. Intuitively, (D, x̄, v) denotes the
domain of a ideal residual computation: x̄ is the vector
of unknowns, v is the independent variable and D is the
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interval upon which the model is well-posed (i.e. n-times
continuously differentiable).
⇓ is defined inductively by rules in form of a natural

(or big-step) semantics. Each rule contains zero or more
premises (the part above the bar) and one conclusion (the
part below). The whole rule forms an implication: If the
premises are true, the same holds for the conclusion. Mul-
tiple premises form an implicit conjunction. We also write
side-conditions as part of the premises to save some space.

(D, x̄, v) ` r ⇓ r
(REAL)

(D, x̄, v) ` τ1 ⇓ r1
(D, x̄, v) ` τ2 ⇓ r2

(D, x̄, v) ` τ1 ⊕ τ2 ⇓ r1 + r2
(ADD)

(D, x̄, v) ` τ1 ⇓ r1
(D, x̄, v) ` τ2 ⇓ r2

(D, x̄, v) ` τ1 ⊗ τ2 ⇓ r1 × r2
(MUL)

r ∈ dom(φ) (D, x̄, v) ` τ ⇓ r
(D, x̄, v) ` φ τ ⇓ φ(r)

(PRIM)

n ∈ 0 . . . p

(D, x̄, v) ` un,d ⇓ x(d)n (v)
(UNK)

Definition 1. Let f : (D → R)p × D → R be an n-times
differentiable function, then:

(D, x̄, v) ` τ  f :⇔ (D, x̄, v) ` τ ⇓ f(x̄, v)

(τ computes f )

To conclude this section, we state an observation about
the well-formedness of terms of t. We call a term well
formed (under (x̄, v)) if there is an r ∈ R such that
(D, x̄, v) ` τ ⇓ r. It should be obvious that the only form
of non-reducing terms can occur due to E-PRIM-REAL or
E-UNK. For the proofs further below, we eliminate this
possibility by the following lemma (which could be easily
shown, since t is a strict language):

Lemma 1. Well formed terms always compute a function
and terms that compute a function are well-formed.

4. The t(n,p)Family
To implement automatic differentiation, we lift the simple
language t into a family of languages t(n,p).
t(n,p)is syntactically very similar to t. Again, we see ad-

dition, multiplication, primitive functions and unknowns:

τ (n,p) ::= um,d

| τ (n,p) ⊕ τ (n,p)
| τ (n,p) ⊗ τ (n,p)
| φ τ (n,p)

| A ∈ R(n+1,p+1)

The only visible difference to t is that the domain of
real values is exchanged with a domain of real-valued ma-
trices (which we abbreviate with capital latin letters). φ still
denotes real-valued functions. The intuitive explanation is
that a t(n,p)-term calculates not only a value, but also the n
total derivatives and the p partial derivatives (of every total
derivative) of a function.

Two terms of different instances of t(n,p)can only differ
in the shape of the constants. It is important to note that if a
term does not contain any constants, it is a valid t(n,p)-term
for any given concrete n and p.

4.1 Fundamental Definitions
Before we can explain the semantics of t(n,p), we need to
introduce some helper functions. First, we define a lifting
operator denp that allows us to map a t-term into a t(n,p)-
term:

dre(n,p) =

∣∣∣∣∣∣∣
r 0 · · · 0
...

...
. . .

...
0 0 · · · 0

∣∣∣∣∣∣∣
dτ1 ⊕ τ2e(n,p) = dτ1e(n,p) ⊕ dτ2e(n,p)

dτ1 ⊗ τ2e(n,p) = dτ1e(n,p) ⊗ dτ2e(n,p)

dum,de(n,p) = um,d

dφ τe(n,p) = φ dτe(n,p)

Additionally we introduce two reduction operations on
real-matrices called ∆ (for differentiation) and I (for in-
tegration). The naming will be obvious once we define the
operational semantics of t(n,p), but for now they are defined
by elimination of the first and last row respectively:

I

∣∣∣∣∣∣∣
r0,0 · · · r0,p

...
. . .

...
rn,0 · · · rn,p

∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣
r0,0 · · · r0,p

...
. . .

...
rn−1,0 · · · rn−1,p

∣∣∣∣∣∣∣

∆

∣∣∣∣∣∣∣
r0,0 · · · r0,p

...
. . .

...
rn,0 · · · rn,p

∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣
r1,0 · · · r1,p

...
. . .

...
rn,0 · · · rn,p

∣∣∣∣∣∣∣
For the definition of the semantics as well as the proof

of correctness, we will require a notion of mixed total
and partial derivation. To reduce syntactical noise we will
stick with the well-known d and ∂ notations, but omit any
fractions:

∂0f = f

∂jf =
∂f

∂xj
, i ∈ 1 . . . p

d(i)f =
dif

dvi

This notation ignores the partial derivative ∂f
∂x0

. The rea-
son for this decision is the matrix layout used further down:
It is convenient to use the same index-set for the delta oper-
ator as in the matrix. To reconcile this restriction with our
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general mathematical model, we introduce the convention
that x0(v) = v, thus the missing partial derivative is iden-
tical to the first total derivative.

Matrix values will be abbreviated with capital latin let-
ters, so A ∈ Rn+1,p+1 in the context of t(n,p). When we
index a matrix with one number, we select the correspond-
ing row-vector, i.e.A0 is the vector containing the elements
of the first row of A.

To store partial and total derivatives, we introduce
the n, p-dimensional derivative-matrix D(n,p)(f, x̄, v) of
a function f .

D(n,p)(f, x̄, v) ∈ Rn+1,p+1

D(n,p)(f, x̄, v)(i,j) = ∂jd
(i)f(x̄, v)

In case the context is clear, we omit the x̄, v arguments
for brevity.

This definition enables the formulation of a correctness
theorem on the evaluation of t(n,p)-terms. It needs to be
based on the fundamental assumption that a term actually
computes a function. If this was not the case, the output
of the reduction might still yield values but they are hardly
meaningful in the sense of derivation.

Theorem 1 (correctness).

(D, x̄, v) ` τ  f ⇒ (D, x̄, v) ` dτenp ⇓(n,p) D(n,p)(f)

(the result of computing a function is the matrix of its
derivatives)

The formal definition of ⇓(n,p) (the evaluation semantics
of t(n,p)as a binary relation between t(n,p)-terms) follows
below. As we will show, it fulfills this theorem.

We also introduce a special vector operator ? : Rp+1 ×
Rp+1 → Rp+1, which is defined as follows:

(ā ? b̄)0 = a0 × b0
(ā ? b̄)i = ai × b0 + bi × a0 i ∈ 1 . . . p

The motivation of this definition lies in the following
fact:

Lemma 2. Let g, h : (D→ R)p×D→ R be differentiable
functions with p parameters each, then:

D(0,p)(g, x̄, v) ?D(0,p)(h, x̄, v) = D(0,p)(g × h, x̄, v)

A second operator, • : ((R → R) × Rp+1) → Rp+1,
takes a differentiable function and a p+1 vector and returns
a p+ 1 vector:

(φ • ā)0 = φ(a0)

(φ • ā)i = φ′(a0)× ai i ∈ 1 . . . p

This composition operator is also motivated by an asso-
ciated corollary:

Lemma 3. Let φ : R → R, g : (D → R)p × D → R be
differentiable functions, then:

φ • D(0,p)(g, x̄, v) = D(0,p)(φ ◦ g, x̄, v)

4.2 Semantics
The operational semantics of t(n,p)is also parametric over
n and p. It is defined by the evaluation relation ⇓(n,p). Al-
though the defining rules of ⇓(n,p) might seem fairly com-
plex, the reader should notice how their structure reflects
the derivation rules for addition, multiplication and com-
position of real valued functions.

(D, x̄, v) ` A ⇓(n,p) A
(AD-REAL)

The evaluation of unknowns is now extended to also
evaluate derivatives accordingly:

(D, x̄, v) ` um,k ⇓(n,p) D(n,p)(d(k)xm, x̄, v)
(AD-UNK)

Addition in t(n,p)is simply defined as matrix addition:

(D, x̄, v) ` τ1 ⇓(n,p) A
(D, x̄, v) ` τ2 ⇓(n,p) B

(D, x̄, v) ` τ1 ⊕ τ2 ⇓(n,p) A+B
(AD-ADD)

Multiplication in t(n,p)is defined recursively over the
parameter n.

(D, x̄, v) ` τ1 ⇓(0,p) ā
(D, x̄, v) ` τ2 ⇓(0,p) b̄

(D, x̄, v) ` τ1 ⊗ τ2 ⇓(0,p) ā ? b̄
(AD-MULT-0)

(D, x̄, v) ` τ1 ⇓(n+1,p) A
(D, x̄, v) ` τ2 ⇓(n+1,p) B

(D, x̄, v) ` ∆(A)⊗ I(B) ⇓(n,p) C
(D, x̄, v) ` ∆(B)⊗ I(A) ⇓(n,p) D

(D, x̄, v) ` τ1 ⊗ τ2 ⇓(n+1,p)

∣∣∣∣A0 ? B0

C +D

∣∣∣∣ (AD-MULT-N)

Composition (the application of primitive functions) is
also defined recursively:

(D, x̄, v) ` τ ⇓(0,p) ā a0 ∈ dom(φ)

(D, x̄, v) ` φ τ ⇓(0,p) φ • ā
(AD-COMP-0)

The general rule also relies on the definition of multipli-
cation:

(D, x̄, v) ` τ ⇓(n+1,p) A A0,0 ∈ dom(φ)
(D, x̄, v) ` (φ′ I(A))⊗∆(A) ⇓(n,p) B

(D, x̄, v) ` φ τ ⇓(n+1,p)

∣∣∣∣φ •A0

B

∣∣∣∣
(AD-COMP-N)

It remains to show that these rules are actually meaning-
ful and compute the derivatives of a function correctly.
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5. Correctness of t(n,p)

Recall, that theorem 1 is defined about a t-term that is
lifted into a t(n,p)-term. Thus it can be proven by structural
induction over t. To do so, we show that if the property
holds for every sub-term of a term it also holds for the term
itself.

Case 1 (τ ≡ r). By definition of lifting, we know that
drenp =

∣∣ai,j∣∣ with a0,0 = r and ai,j = 0 if (i, j) 6= (0, 0).
By definition of  , it holds that f must be the constant
function f(x̄, v) = r and thus ∂jd(i)f(x̄, v) = 0 if (i, j) 6=
(0, 0).

Therefore: ai,j = D(n,p)(f, x̄, v)i,j for any x̄, v

Case 2 (τ ≡ um,k). We know by rule AD-UNK that:

(D, x̄, v) ` dum,kenp ⇓(n,p) D(n,p)(d(k)xm, x̄, v)

By definition of it follows that f(x̄, v) = d(k)xm(v).
Therefore: D(n,p)(d(k)xm, x̄, v) = D(n,p)(f, x̄, v)

Case 3 (τ ≡ τ1⊕τ2). We know by Lemma 1 and (D, x̄, v) `
τ  f that both τ1 and τ2 are well-formed (and compute a
function each):

(D, x̄, v) ` τ1  g ∧ (D, x̄, v) ` τ2  h

Application of the induction hypothesis to τ1 and τ2 and
insertion into AD-ADD yields:

(D, x̄, v) ` dτ1enp ⇓(n,p) G
(D, x̄, v) ` dτ2enp ⇓(n,p) H

(D, x̄, v) ` dτ1 ⊕ τ2enp ⇓(n,p) G+H

Where G = D(n,p)(g, x̄, v)

H = D(n,p)(h, x̄, v)

Since G+H = D(n,p)(g+ h, x̄, v) and (by definition of t)
f = g + h:
G+H = D(n,p)(g + h, x̄, v) = D(n,p)(f, x̄, v)

To prove the correctness of multiplication, we need to
take two steps. First, we will show the correctness in case
of n = 0. Afterwards we apply natural induction to show
the general case.

Case 4 (τ ≡ τ1 ⊗ τ2 n = 0). As for the addition, we
notice that by Lemma 1 (D, x̄, v) ` τ1 ⊗ τ2  f implies
that:

(D, x̄, v) ` τ1  g ∧ (D, x̄, v) ` τ2  h ∧ f = g × h

Therefore, because both terms are well-formed, we can
insert the induction hypothesis into rule AD-MULT-0 and
get:

(D, x̄, v) ` dτ1e0p ⇓(0,p) D(0,p)(g, x̄, v)

(D, x̄, v) ` dτ2e0p ⇓(0,p) D(0,p)(h, x̄, v)

(D, x̄, v) ` dτ1 ⊗ τ2e0p ⇓(0,p) D(0,p)(g) ?D(0,p)(h)

And by Lemma 2 and f = g × h:
(D, x̄, v) ` dτ1 ⊗ τ2e0p ⇓(0,p) D(0,p)(f, x̄, v)

Case 5 (τ ≡ τ1 ⊗ τ2, general case). In the general case,
we make the same observation about f, g and h:

(D, x̄, v) ` τ1  g ∧ (D, x̄, v) ` τ2  h ∧ f = g × h

Additionally, we know by the application of the structural
induction hypothesis:

(D, x̄, v) ` dτ1en+1
p ⇓(n+1,p) D(n+1,p)(g, x̄, v)

(D, x̄, v) ` dτ2en+1
p ⇓(n+1,p) D(n+1,p)(h, x̄, v)

As we have seen earlier, ∆ and I map matrices from
t(n+1,p) into t(n,p):

∆(D(n+1,p)(g, x̄, v)) = D(n,p)(g′, x̄, v)

I(D(n+1,p)(g, x̄, v)) = D(n,p)(g, x̄, v)

Application of the structural induction to τ1 and τ2 yields:

(D, x̄, v) ` dτ1en+1
p ⇓(n+1,p) D(n+1,p)(g)

(D, x̄, v) ` dτ2en+1
p ⇓(n+1,p) D(n+1,p)(h)

When we set G = D(n+1,p)(g) and H = D(n+1,p)(h), the
natural induction hypothesis yields:

(D, x̄, v) ` ∆(G)⊗ I(H) ⇓(n,p) D(n,p)(g′ × h)

(D, x̄, v) ` ∆(H)⊗ I(G) ⇓(n,p) D(n,p)(h′ × g)

If we apply these results to rule AD-MULT-N we can see
that:

(D, x̄, v) ` dτ1en+1
p ⇓(n+1,p) G

(D, x̄, v) ` dτ2en+1
p ⇓(n+1,p) H

(D, x̄, v) ` ∆(G)⊗ I(H) ⇓(n,p) D(n,p)(g′ × h)
(D, x̄, v) ` ∆(H)⊗ I(G) ⇓(n,p) D(n,p)(h′ × g)

(D, x̄, v) ` dτ1 ⊗ τ2enp ⇓(n+1,p)

∣∣∣∣ H0 ? G0

D(n,p)(h× g′ + g × h′)

∣∣∣∣
Thus we can apply calculus to the derivation of products:
D(n,p)(h× g′ + g × h′) = D(n,p)((h× g)′) = D(n,p)(f ′)

A similar technique can be used to proof correctness
over composition. Again, we start with the basic case n =
0:

Case 6 (τ ≡ φ τ1 n = 0). Again, Lemma 1 provides us
with the guarantee that τ and thus τ1 is well-formed:

(D, x̄, v) ` φ τ1  f ⇒ (D, x̄, v) ` τ1  g ∧ f = φ ◦ g

Therefore, we can apply the structural hypothesis and
Lemma 3 to rule AD-COMP-0:

(D, x̄, v) ` dτ1e0p ⇓(0,p) D(0,p)(g, x̄, v)

(D, x̄, v) ` dφ τ1e0p ⇓(0,p) D(0,p)(φ ◦ g, x̄, v)

and since: D(0,p)(f) = D(0,p)(φ ◦ g)
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Case 7 (τ ≡ φ τ1, general case). As usual we start with
our well-formedness observation:

(D, x̄, v) ` φ τ1  f ⇒ (D, x̄, v) ` τ1  g ∧ f = φ ◦ g

This allows us to apply the structural induction hypothesis:

τ1 ⇓(n+1,p) G

G = D(n+1,p)(g)

Also, by definition of ∆ and I:

∆(G) = D(n,p)(g′)

I(G) = D(n,p)(g)

If we apply our observations about ∆ and I from case 5 to
our natural induction hypothesis, we see:

(D, x̄, v) ` φ′(I(G)) ⇓(n,p) D(n,p)(φ′ ◦ g)

As we have already shown, multiplication is also correct.
Thus (by application of the chain-rule, since φ is a single-
argument function):

(D, x̄, v) ` D(n,p)(φ′ ◦ g)⊗∆(G) ⇓(n,p) D(n,p)((φ ◦ g)′)

Applying both results to AD-COMP-N, we can conclude
that:

(D, x̄, v) ` τ1 ⇓(n+1,p) G
(D, x̄, v) ` φ′ I(G)⊗∆(G) ⇓(n,p) D(n,p)((φ ◦ g)′)

(D, x̄, v) ` φ τ ⇓(n+1,p)

∣∣∣∣ φ •G0

D(n,p)((φ ◦ g)′)

∣∣∣∣
With this proof completed, we can state that a t(n,p)term

can be evaluated to yield any wanted total derivative and all
partial derivatives of a function. Naturally, the programmer
remains responsible to ensure the correctness’ premise,
the correspondence between the implied (differentiable)
function f and the given term t for the used interval D.

6. Implementation
In this section we will assume that equations have to be
solved in a concrete host language (like Java, C, Haskell
etc.) and t-terms are compiled into this host-language be-
fore lifting.

6.1 jdae
t(n,p)has been implemented in a general purpose DAE li-
brary called jdae2. jdae offers the means to implement mod-
els directly in form of Java-classes. Those classes can be
composed in any possible way to define a system of equa-
tions at runtime. jdae then also offers facility to index-
reduce and simulate the global model.

The choice fell to Java mostly because of its bytecode
access that allows for a simple implementation of the run-
time specialization. We assume that t(n,p)can be imple-
mented quite naturally in any other language like ANSI-C
or C++ as well.
2 https://github.com/choeger/jdae

6.2 Basic Operations
Lifting into t(n,p)can be implemented directly rather eas-
ily: Most languages provide the means to dynamically cre-
ate and modify a matrix of real-values at runtime (either
as an array or a list of floating point numbers). Lifting a
t-term can thus be implemented by introducing n and p
as object-level parameters into the built-in operations ad-
dition, multiplication, composition, unknown loading and
constant creation. So before one evaluates a t(n,p)term for
a given n and p in the host language, one simply passes
these arguments towards the term.

Neither addition nor constants render any problems:
Filling a matrix with zeros but for the top-most, left-most
element should be as simple to implement as matrix addi-
tion.

Loading an unknown is a slightly more complex case.
Here, the implementation carefully needs to provide the
different derivatives, depending on the context. First, one
needs to take into account that higher order derivatives
might be present implicitly in a term: If for example, one
has compiled the equation a(v)2 + b(v)2 = 1 and wants to
evaluate it as a t(1,1) term, then the implicit presence of a′

yields x̄ = (a, a′). So in that case, the result of loading a
by u1,0 should yield: ∣∣∣∣a(v) 1 0

a′(v) 0 1

∣∣∣∣
Since t(n,p)is a language for DAE-simulation, the values
of a and a′ are either already known or part of an iterative
solution process. It is only important to correctly reflect the
dependencies between different unknowns.

Implementing multiplication and composition is a dif-
ferent story, though. The definition of their semantics hints
towards a recursive implementation strategy quite directly:
If one already has to implement multiplication and com-
position as functions of n, then it is obviously not a prob-
lem to implement them recursively. So multiplication of a
t(n,p)term relies on the implementation of the multiplica-
tion of t(n−1,p) and so on.

Unfortunately, this approach is hardly efficient. Not only
may it involve a large amount of data copying between the
recursive calls, but it also avoids an elementary optimiza-
tion:

If we take a look at the multiplication, we see that every
direct application of AD-MULT-N, requires two recursive
invocations. This would yield O(2n) applications. On the
other hand, we know by the General Leibniz rule that we
should be able to compute the n-th total derivative of a
composed function by means of a sum of n elements:

(f · g)(n) =
n∑

k=0

(
n

k

)
f (k)g(n−k)

This can be achieved for t(n,p)-terms as well: It is easy to
observe that the pattern of primitive calculations (+,×)
does not change depending on the numbers being multi-
plied:
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Every field of the resulting matrix of a multiplication is
calculated by a sum of products of the form:

(A⊗B)i,j =
∑

(q,r,s,t)∈Fi,j

aq,r × bs,t

i ∈ 0 . . . n,∈ 0 . . . p

F can be computed recursively:

F0,0 = {(0, 0, 0, 0)}
F0,j = {(0, j, 0, 0), (0, 0, 0, j)}

Fi+1,j = A ∪B
where

A = {(q + 1, r, s, t)|(q, r, s, t) ∈ Fi,j}
B = {(q, r, s+ 1, t)|(q, r, s, t) ∈ Fi,j}

We omit a proof of correctness for this iterative imple-
mentation for brevity. It should suffice to state that F0 is an
implementation of ? and the union of A and B reflects the
addition in the conclusion of AD-MULT-N. The increase of
the first and third indices are the iterative version of ∆.

If one precomputes F once for every combination of n
and p, the implementation of t(n,p)-multiplication can be
handled inside a tight loop, increasing performance and
decreasing memory usage. Note, that this precomputation
does not need to occur prior to compilation, but can as
well be done on link- or runtime. Additionally, algebraic
optimization (e.g. merging of summands with the same
factors) can be applied to the precomputed elements of F ,
finally yielding a result similar to Leibniz’ formula.

A similar approach (leading to a variant of Faà di
Bruno’s formula) can be implemented for the composition
case.

6.3 Runtime Specialization
A way to optimize the AD-operations even further is to
think of the precomputed patterns F as a form of a tiny
language that is interpreted at runtime to calculate the el-
ement of the result matrix. This view yields an interest-
ing result: As every partial derivative in the result matrix is
computed in the same way (only differing in the column),
there are essentially only two different methods for every
operation and every concrete n (namely to compute the n-
th total derivative and any given partial derivative of it).

For any concrete n, the operations remain constant for
any evaluation. So after index reduction we can create spe-
cialized methods for every required n (in fact, we can even
create some beforehand, e.g. n = 0). This kind of run-
time specialization allows us to eliminate the interpretative
overhead generated by the application of the precomputed
operations. So instead of calculating a sum e.g. by means
of a for-loop, we can directly issue a sum-expression that
contains all summands, etc.

7. Conclusion
We have shown that differential algebraic equations can be
given a compositional operational semantics. This seman-
tics can be used to compile equations (and thus models)
separately and still simulate them efficiently.

7.1 Example
The Cartesian pendulum model from section 2 can be com-
piled to t as follows (using residuals and setting x ≡
u1,0, y ≡ u2,0, F ≡ u3,0) :

u1,0 ⊗ u1,0 ⊕ u2,0 ⊗ u2,0 ⊕−1 (6)

u1,2 ⊕ u1,0 ⊗ u3,0 ⊗−1 (7)

u2,2 ⊕ (u2,0 ⊗ u3,0 ⊕−9.81)⊗−1 (8)

As we have seen, index-reduction of the model requires
us to differentiate equation 6 two times. To do so, we
simply replace it by the following t2,p equation:

du1,0 ⊗ u1,0 ⊕ u2,0 ⊗ u2,0 ⊕−1e23 (9)

Using this method, all equations of the model can be
compiled separately and instantiated according to index re-
duction, without using symbolic or numeric differentiation.

7.2 Consequences
t(n,p)allows for modular semantics of compiled models:
There is no need to fallback to symbolic differentiation at
any time for the computation of derivatives. This allows to
instantiate compiled equations in any context and greatly
reduces the size of the generated code (avoiding the scala-
bility problem of traditional implementations).

It also enhances the expressiveness of DAE modeling by
including models with fully variable structure. At the same
time it allows for a clean separation of modules during
development of models, increasing safety and reliability.

7.3 Related Work
The principle of n-th order automatic derivation in this
work is based on the multivariate automatic differentiation
by Kalman [6], which in turn is a generalization of Rall’s
numbers [12]. Kalman’s operators V,D and L inspired ∆
and I in this work. An early prototype of this work was
developed using an implementation (by the apache com-
mons project 3) of Kalman’s Derivative Structures. Also
the idea of precomputed basic operations for multiplication
and composition is based on that implementation.

Yet the fact that Kalman computes all mixed partial
derivatives induces a large inefficiency for our application
case: Inevitably, the containing Derivative Structure would
also compute ∂21∂i, ∂1∂2∂i and so on (which are all un-
needed for the semi-explicit solution of a DAE). So from
the perspective of automatic differentiation, this work is a
specialized implementation of Kalman’s technique to a cer-
tain problem-domain.

The opposite approach of the implementation of n-th
order automatic differentiation is the infinite computation
of total derivatives as Karczmarczuk demonstrated it in
[7]. The elegant, recursive style in this work inspired the
formulation of the operational semantics of t(n,p). Albeit,
Karczmarczuk does neither handle partial derivatives nor
provide an iterative implementation.

Modularity of modeling languages has been researched
e.g. by Zimmer [13] and Furic [3]. The former preferred an

3 http://commons.apache.org/math
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after-compilation approach to "rescue" as much modularity
as possible, while the latter restricts the modeling formal-
ism itself in a way that renders most symbolic manipula-
tion needless. Both approaches differ from this work, since
t(n,p)allows to retain complete modularity without sacrific-
ing certain modeling techniques.

Another strategy is to embed a modeling language
into an established general purpose language as shown by
Giorgidze and Nilsson in [4]. This can even go so far as to
formally define a complete host language specialized for
this task, as Broman’s Modelyze [2]. Both lead to modular,
formally defined modeling semantics (either by inheriting
from an established language or by formally defining the
host language).

The main difference to our work lies in the treatment
of equations: There, they are handled as data structures
in the host language and interpreted (or JIT-compiled) for
simulation, while in our case they can be directly translated
into terms of the target language.

Finally, it should be noted that variable structure sys-
tems have been researched for a while now. In [9], Mehlhase
presents an approach for systems with finite (in fact small)
amounts of modes, where the symbolic manipulation can
be applied to each mode separately (yielding efficient simu-
lation code for every mode). In [14], Zimmer avoids compi-
lation completely and shows, how runtime index reduction
can concisely express certain simulation scenarios.

8. Future Work
As simulation performance is paramount, it is an obvious
research topic for t(n,p). Simulating a set of real-world
models and comparing the performance to existing imple-
mentations should be an interesting field of study.

It is an open question, how efficient index-reduction can
be applied in the case of structurally variable models. As
this is a non-trivial problem, any efficient solution will
probably make use of an incremental approach. But until
now it remains unclear, how such an approach might be
implemented.
t is obviously (due to the lack of recursion) not Turing-

complete. Neither is any member of t(n,p). To overcome
this limitation, one could extend t(n,p)to a Turing-complete
language e(n,p), containing all elements of t(n,p)plus the
simple lambda calculus, general recursion (e.g. via a fixed-
point operator), non-strict conditionals etc.

For any such extension of t(n,p), evaluation would be
defined as usual (i.e. in non-AD languages). Intuitively,
the automatic differentiation still "works" as in the case
of t(n,p). Yet, it remains an interesting question how one
would formulate a corresponding proof.

A second possible extension is to think in terms of mod-
eling: Here it would be interesting to see, how a model com-
putes different t(n,p)terms. For instance one could easily
define the derivation operator used in modeling languages
by operating on t(n,p)-unknowns.

Another interesting aspect of t(n,p)is that it opens the
door for a deeper use of precompiled models in the style of
FMI. Using t(n,p)it should even be possible to introduce the

concept of external equations into a language like Modelica
(i.e. equations that are completely hidden in a precompiled
library without any limitations to their usage).
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Abstract
Numerous aircraft development programs have suffered
cost and schedule delays due in part to unplanned rework
that occurred during integration and acceptance testing.
Many of the errors that required rework can be traced
back to inconsistencies between different specifications
and models developed by or for different disciplines and
suppliers early in the development process. We describe a
novel method for specifying and verifying complex con-
sistency properties between different kinds of models. This
method makes use of a gray-box model integration frame-
work and an SMT verification tool. We report on the ap-
plication of this method to one specific challenge problem,
verifying that a logical computer system architecture spec-
ified in AADL and a solid model specified in Creo together
satisfy a particular consistency property.

Keywords model consistency, virtual integration, model
integration, SMT, verification, defect detection

1. Introduction
Several aircraft development programs have suffered from
cost and schedule overruns due to unplanned rework late
in the project. Among the reasons cited for the A380 were
problems with design configuration management between
the different suppliers [1]. For the B787, delays during soft-
ware and system integration were cited [3]. Delays in soft-
ware and system integration were also cited as a problem
for the F-35 [13]. Studies of software failures have reported
that a significant proportion of defects are associated with
interfaces between modules or between requirements and
implementation rather than a design or coding error within
a single module [11, 18, 19]. The System Architecture Vir-
tual Integration (SAVI) project being conducted by a con-
sortium of civil aircraft manufacturers and suppliers has
identified verification of model consistency as a priority
need [12]. A key goal of the SAVI program is analysis of
models in early program phases to detect defects that cur-
rently remain latent until integration or acceptance testing,
which they have estimated could save $400M in an aircraft
development program [24].
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One approach to assure consistency between different
models is to define a Domain-Specific Language (DSL) and
then generate different kinds of models for different kinds
of analyses from a common specification. An example of
this is the SAE standard Architecture Analysis and Design
Language (AADL) for embedded computer system archi-
tectures. A variety of safety, security, performance, and be-
havioral models (and system integration and configuration
data) can be generated from a common AADL specifica-
tion. These models can then be analyzed by appropriate
back-end tools. This avoids the need to manually generate
these various models, which is what is done in the absence
of an appropriate DSL and tool set. More importantly, con-
sistency between these various models (and the integration
code and data) is built-in to the generators. All are gen-
erated from a common input AADL specification. A cor-
rectness property of the tools is that the generated models
(and integration code and data) are consistent with the input
AADL specification and with each other.

A DSL approach only works if a domain is sufficiently
bounded and understood to define such a DSL and widely
enough used to merit the investment. In contrast, vehicle
development is a multi-domain problem that involves com-
puter architecture, solid, control, fluid dynamics, electrical,
hydraulic, and many other kinds of models. In a study of
ground vehicle development, BAE identified dozens of dif-
ferent modeling languages and tools and a hundred differ-
ent developer roles [4]. The investment in legacy training,
tools, and models is enormous. It has been estimated that
the DoD has been spending billions of dollars annually on
modeling and simulation [15]. Autodesk alone reports in-
vesting about $250M annually in R&D in their tool domain
[2]. This paper deals with verifying consistency between
different models from different domains, and our approach
is based on the use of a model integration framework rather
than a new DSL.

One technology that can detect a class of inconsistencies
between models is type checking. Vehicles have been lost
due to a simple units mismatch [6]. We earlier reported
on a multi-view gray-box model integration framework
called FUSED that includes a powerful, extensible, abstract
type system [7]. In our own experience with a set of UAV
models, we found one case of units mismatch and one case
of frame-of-reference mismatch between different models.

However, type checking only detects one class of de-
fects. In this paper we report on an approach that allows us
to specify and verify consistency properties over the struc-
tures of different models. By model structure, we mean the
objects and relationships between objects declared by the
user in a model. Using the capabilities of our multi-view
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gray-box model integration framework, we provide the sys-
tem engineer with an abstract model structure type. This is
a graph structure in which nodes and edges are typed. A
structure for almost every kind of model can be represented
in this format at some level of abstraction. The mapping
from a specific model in a specific language to a graph that
abstractly represents the structure of that model is defined
when the modeling environment is initially integrated into
the framework.

The overall goal is illustrated in Figure 1. Given two
models that provide distinct views of a cyber-physical sys-
tem that are used for different engineering purposes, the
model integration framework can provide the system en-
gineer with a gray-box view of each as an abstract struc-
ture graph. These abstract structure graphs are then im-
ported into a Satisfiability Modulo Theories (SMT) en-
vironment. The SMT specification has “subscribe” state-
ments that direct the framework to import the two model
structure abstractions as a set of SMT declarations. The de-
sired consistency property is manually specified in the stan-
dard SMT-LIB language. The class of consistency proper-
ties that we explore in this paper has the form that there ex-
ists a mapping from one model structure to another model
structure that satisfies a set of typing and connectivity as-
sertions. Intuitively, the consistency property we verified
is that the processors, buses, devices, etc. specified in the
avionics model map to corresponding solid objects with
a corresponding connection topology. However, our long-
term goal is general methods for specifying and verifying a
broad class of complex consistency properties.

Examples of previous work to define and verify con-
sistency between different models are synchronization be-
tween UML models [9], treating multiple models as ex-
tended projections of a central common model [22], consis-
tency between different views and a base architecture [5],
and traceability between models[16]. All of these share cer-
tain similarities. The mappings between models are partial,
each may contain information that does not appear in and
cannot be generated from any of the other models. Most
use annotated graph representations of the static structure
of models and define mappings between such graphs. Our
approach does not require an expert in meta-modeling or
formal languages or the integration framework to explic-
itly specify particular transformations or mappings or trace
links between models. It uses concise specifications of de-
sired properties and applies verification technology that au-
tomatically checks for the existence of a satisfying map-
ping between models. Our approach does not require an
explicit single base architecture or common central view.
It assumes models are written in existing languages (nine
were used in an earlier series of UAV demonstrations[7]).

In the remainder of this paper, we will present the two
models in our challenge problem: an AADL model of the
logical software and hardware architecture for an aircraft
mission system; and a solid model of the boards, enclo-
sures, and cables for that system. We then present the SMT-
LIB specification for a desired consistency property and a
FUSED workflow specification that orchestrates the over-
all verification task. We conclude with lessons learned from
this exercise and the results of some synthetic benchmark-
ing experiments to assess scalability.

2. Models and Workflow
The two models that are to be verified consistent with each
other are a 3D solid model specified using the commercial
Creo (formerly ProE) tool and a logical avionics architec-
ture model specified in AADL. Consistency means the two
models satisfy a consistency property that we specify in the
SMT-LIB language, which is a third model. Finally, there
is a FUSED workflow specification that composes these
three models to automate the sequence of actions neces-
sary to perform the actual verification. FUSED workflows
are themselves models, and this workflow specification is
a fourth model. All of these models have an associated
modeling environment, which is a particular modeling lan-
guage supported by a particular toolset. These four environ-
ments are integrated into the FUSED multi-view gray-box
model integration framework, which is necessary to exe-
cute a workflow automatically.

2.1 Equipment Solid Model
Solid models are three dimensional geometric models
created by specifying 2D and 3D shapes and combining
them to form more complex shapes, parts, and assemblies.
Shapes (closed regions in 3D space) can be created by
applying operations such as extrusion and rotation to 2D
shapes. More complex shapes and parts can be specified
by applying constructive solid geometry operations such as
union, intersection and difference to simpler shapes. Ge-
ometric constraints can be specified to combine parts into
assemblies and to combine parts and assemblies into in-
creasingly more complex assemblies. A variety of proper-
ties can be specified for objects in the models, such as ma-
terial and surface appearance properties. Most tools allow
user-defined properties to be associated with solid objects.

Almost all the tools of which we are aware impose a
hierarchical containment structure on the solid objects in
a model. Every shape, part, and assembly (other than the
root) is uniquely contained in one other shape, part or
assembly. A containment tree view is provided to users to
facilitate model navigation and object selection. Geometric
constraints define relationships that may cut across this tree
structure to form general graphs of relationships between
solid objects. For example, parts in different subtrees can
be aligned or mated using geometric constraints. Geometric
constraints can create relationships between almost any
pair of nodes in the containment tree structure.

There are standard exchange formats for solid models
such as STEP and IGES, but model creation is done using
a GUI unique to each tool vendor. Most commercial ven-
dors provide a variety of solid model analysis capabilities,
for example mass properties and structural analyses. Most
tools provide an API for third-party tool developers.

Figure 2 is a rendering of the solid model for the simple
avionics system used in this study. We developed our own
solid model based on data sheets that could be downloaded
from vendors of ruggedized embedded electronics modules
and associated standards. Actual production models would
contain more detail than we were able to include in our
model, a subject to which we will return in the remarks
section. (At least one vendor we talked to could supply
detailed solid models, but only for purchased equipment
under an NDA.)
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Figure 1. The goal is to verify consistency properties between different kinds of models.

Figure 2. The 3D solid model shows enclosures, boards, and cables. Boards are inserted and cables connected by declaring
geometric constraints. Special tool plug-ins collect electrical and type data.

These assemblies would normally be located (using ad-
ditional geometric constraints) within an airframe solid
model. Given the effort involved, placing these assemblies
within an outer airframe model was not deemed significant
enough for this exercise because the consistency property
we used only applies to solid objects of particular types. We
specified types for the objects in our model using a user-
specified property, and only objects typed as devices, pro-
cessors, switches, enclosures, cables, etc. were referenced
by our consistency property.

Wiring harness design is a complex problem, e.g. rout-
ing, electromagnetics, reliability, installation, maintainabil-
ity. Special add-in tools are available for most commer-
cial solid modeling tools for the sub-domain of wiring har-
ness design and placement. These specialized wiring har-
ness add-ins capture electrical connectivity data and also
add geometric constraints to the model. There are thus re-
lationships between solid objects in the solid model that are
typed as electrical connections.
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We did not have a wiring harness add-in tool. We man-
ually drew cabling using our own geometric constraint pat-
tern to specify connections, shown in Figure 3. We added
user-defined properties to explicitly identify electrical con-
nections between solid objects. In our experiment we used
the latter to identify electrical connection relations between
solid objects (i.e. to strongly type certain relations between
solid objects as electrical connections). In practice this
could and should be done using only data that is already
available from a wiring harness add-in without any addi-
tional user input.

2.2 Avionics Architecture Model
AADL is an SAE standard language used to model soft-
ware and hardware architectures for embedded computer
systems [20]. Software objects such as subprograms, ob-
jects, threads, processes, partitions, etc. and hardware ob-
jects such as memories, devices, processors, buses, etc. can
be connected and bound to each other. There is a sophis-
ticated typing system with extension, generic, and refine-
ment capabilities. The language has a well-defined seman-
tics and a large set of standard properties to enable a va-
riety of analyses for performance, safety, security, behav-
ior, etc. Tools also exist to generate system integration code
and data (detailed specifications for individual components
that are being integrated are usually written in some other
suitable language, e.g. C, Ada, VHDL, SimuLink). The
language includes packaging and hierarchical structuring
features for components, data types, and connections. The
standard defines textual, graphical, and tool interchange
formats for AADL specifications.

We wrote our specification using the Open Source
AADL Tool Environment (OSATE) [21]. Figure 4 shows
three of the many diagrams from the graphical representa-
tion of the model. Hierarchical relationships are indicated
in this figure by dotted lines that show which of the lower
diagrams provides internal design detail for which boxes
in the upper diagram. (In the actual tool, buttons and clicks
are used to navigate up and down the design hierarchy be-
tween diagrams.) AADL specifications, in the graphical
view, have the boxes-and-arrows look-and-feel of many
modeling languages used in the computer field (but with
well-defined semantics that enable a variety of analysis
and generation tasks to be automated).

Figure 3. Connections are declared in the solid model us-
ing a geometric constraint pattern and properties on solids.

Figure 4. Three of the several diagrams in the graphical
view of the AADL model. The dotted lines indicate where
the lower diagrams show internal detail for boxes in the
upper diagram.

The boxes that represent hardware objects have been
shaded blue in the figure. AADL is a system language, and
software and hardware objects are mixed in various places
in a complex model. For example, in our model there is
a common hardware computing platform shared by multi-
ple hosted functions. Each hosted function consists of soft-
ware subsystems together with special hardware equipment
for that particular function, such as sensors. AADL is used
to specify an integrated system in which multiple hosted
functions are integrated onto the common computing plat-
form both by binding software elements and by connect-
ing specialized hardware. The overall hardware architec-
ture is typically not contained in a single diagram. The
hardware components are scattered among multiple spec-
ifications (typically developed by multiple suppliers) plus
integration specifications developed by the system integra-
tor.

An AADL specification is analogous to a set of class
declarations. For example, a declaration of a processor
called PowerPC is actually a specification for a class of
processors. Multiple instances can be created from this dec-
laration, for example by declaring multiple components of
this class inside another declaration. A model for a specific
system instance is obtained by “instantiating” a designated
root system declaration in the AADL specification. This
produces a data structure that has a specific set of instance
objects that represent a specific system.

2.3 FUSED Models and Workflows
One way to better coordinate multidisciplinary modeling is
to use an environment that supports capture of traceabil-
ity links between different models in an environment [17].
Some engineering workflows that involve different kinds of
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models can be automated using a black-box model integra-
tion framework [25, 10]. In a black-box model integration
framework, models are abstracted as functions from design
parameters to quality metrics that can be evaluated at de-
sign time. Model integration frameworks allow the specifi-
cation of “workflows” that automate engineering tasks that
involve multiple different kinds of models. For example, a
solid model can be “evaluated” to map choices of wingspan
to vehicle weight and moment of inertia, which can in turn
be used as input parameters of a dynamical systems model,
which can then be solved or simulated to obtain perfor-
mance metrics of interest to the engineer.

For our challenge problem, which requires a higher de-
gree of visibility into the models being integrated, we used
a prototype gray-box model integration framework called
FUSED [7]. Among the goals for FUSED are improved
specification and management of system (multimodel) con-
figurations and design trade spaces, automated inference
of traceability data from higher-level declarations of de-
pendencies between models, interoperation with multiple
model repositories and servers across multiple organiza-
tions, and more complex workflows such as combining
multiple design automation environments (e.g. trade space
visualization, multidisciplinary design optimization) with
system models that are themselves compositions of many
design models. Another example of a complex workflow is
the subject of this paper, the use of a gray-box structural ab-
straction viewpoint into models to support automated veri-
fication of complex consistency properties.

The type system we are developing in FUSED combines
concepts from programming language type systems (e.g.
type constructors, multiple inheritance, interfaces, gener-
ics) and ontologies (e.g. description logics). All of this is
done with the perspective that any single FUSED type is
just one possible abstract viewpoint of some aspect or ele-
ment of a model that has a more detailed and precise mean-
ing and structure in the semantics and type system of its
own language and modeling environment.

In the exercise reported here, several types play sev-
eral roles. Both the solid modeling and the logical architec-
ture modeling languages have their own type systems (e.g.
primitive types of surfaces and shapes, types of relations
such as part-of or electrical connection). At the FUSED
level in this exercise, these domain-specific type systems
are abstracted down to sets of enumeration literals (think
of abstracting all types in a software program down to a
list of class names). At the FUSED level in this exercise,
we also use a graph type whose nodes and elements are la-
beled with these domain-specific type names. For example,
the solid model is abstractly represented as a graph whose
node labels name types of solid shapes and whose edge la-
bels name types of solid relationships. (Inheritance in the
domain-specific type systems is currently abstractly repre-
sented by allowing nodes and edges to have multiple type
labels.)

The gray-box viewpoint used in this exercise could be
graphically examined and navigated using a FUSED GUI
by the engineer (who is developing the verification work-
flow specification). The nodes of the abstract model graph
(a FUSED type of thing) represent objects statically de-
clared in the model specification (e.g. component decla-
rations but not objects that would be dynamically created
during an execution or simulation of that model – those

Figure 5. One layout for the abstract architecture view.
Hardware objects are shaded blue, connection relations are
shaded green.

might appear in a different viewpoint). The edges of the
graph represent relationships between objects that exist in
a model. The nodes and edges are labeled with the names of
domain-specific types declared in the detailed models. Fig-
ure 5 shows a graphical view of the abstract structure graph
for the AADL model used in this exercise in which hard-
ware (versus software and system) nodes have been shaded
blue and connection (versus containment) edges have been
shaded green (shading is used here in liu of displaying lists
of domain-specific type labels).

The FUSED workflow used in this exercise is shown
in Figure 6. This specification identifies the desired solid
and architecture models and their configurations, specifies
that abstract structural views are published for these two
models and used to satisfy subscriptions (dependencies on
external data) within a specified SMT model, and specifies
that the SMT model is verified within the SMT modeling
environment. The SMT model contains the specification of
the consistency property to be verified.

2.4 SMT Consistency Property
The overall “proof structure” is to verify that a particular
consistency relationship exists between two abstractions of
the two models. The abstraction steps were done conven-
tionally and without any formal definition or verification
beyond strong typing of the data structures. The consis-
tency relation is typed subgraph isomorphism. This is cap-
tured as an SMT-LIB specification and verified using an
SMT checker.

Satisfiability Modulo Theories (SMT) tools can deter-
mine whether a model, as the term “model” is used by for-
mal logicians in mathematics, exists for a specified set of
many-sorted first-order logic predicates over an available
set of theories [8]. The set of theories over which predicates
may range can vary from tool to tool, but almost all support
theories of integers, reals and arrays. SMT has been widely
applied to formally verify properties for software. In this
exercise SMT technology is applied for a novel purpose, to

17



Figure 6. The FUSED workflow specification directs that abstract structural views be published by the solid and architecture
model and provided to the SMT model, which is then executed to verify the consistency property.

formally verify a consistency property between the abstract
structures of two different kinds of models. The consis-
tency property desired is written in the SMT-LIB language
by a subject matter expert familiar with this modeling and
verification technology.

Figure 7 shows a redacted version of the consistency
property specification used in this exercise. This can be
broadly divided into two sections, the declarations for the
abstract model structures to be checked and the declara-
tions for the consistency property itself.

The declarations for the two abstract model structures
are trivial for the SMT user. FUSED was built using lan-
guage extension technology from the University of Min-
nesota [23, 14]. This makes it easy to integrate new mod-
eling environments at a FUSED site. It also makes it easy
to layer carefully defined new features on top of any mod-
eling language at the time that modeling environment is
integrated into FUSED. For example, this can allow type
specification and checking not available in the original lan-
guage (e.g. units, frames of reference). In this exercise, we
layered a “subscribe” declaration on top of the SMT-LIB
language. This new declaration allows the SMT specifier to
identify data that is to be provided from an external source
as specified by the system engineer in a FUSED workflow
specification.

The FUSED framework will automatically perform type
checking and representation conversion as required and
expand the subscribe declarations into standard SMT-LIB
declarations before invoking SMT tools. In the SMT-LIB
language, nodes and types are declared as enumeration lit-
erals that are satisfied by an assignment of unique integers
to them. Nodes are typed by a predicate over nodes and
types. Edges are a predicate over pairs of nodes and an edge
type. Nodes and edges may have multiple types, e.g. inher-
itance or casting in the original modeling language.

The second part of the specification must be manually
written. This can be divided into two subparts. The first
subpart consists of predicates that identify the nodes and
edges (by type) for which a mapping must exist and specify
type compatibility rules between nodes and edges that are
mapped from one model to the other. The second subpart is
the declaration of an array that maps nodes from one model

to another plus a declaration that says this map must be a
subgraph isomorphism where the nodes and edges satisfy
the type compatibility rules.

The predicates that identify the types of nodes and edges
that must be mapped and the type compatibility rules need
to be modified for each new pair of models, but their struc-
ture is simple. The subgraph isomorphism declarations can
probably be reused for a different pair of models with mi-
nor modifications.

The consistency relation between the two abstractions
is typed subgraph isomorphism. Although theoretically
a computationally challenging problem, graph isomor-
phism has been well-studied, and reasonably scalable al-
gorithms exist. Adding the type compatibility constraints,
pre-filtering the abstract graphs to nodes and edges having
types of interest, and seeding with known mappings (e.g.
“assert avionics leftCabinet maps to solid leftEnclosure”)
should further simplify the problem.

Our choice of SMT for this specific consistency prop-
erty could reasonably be challenged as overkill. However,
our hypothesis is that a variety of complex properties may
emerge, and the number and nature of such properties is
still a research issue. We selected SMT because it is a pow-
erful general-purpose verification technology. A research
question is whether a many-sorted first-order logic over a
few fixed theories can easily express a wide class of useful
properties.

3. Results
SMT performance was surprisingly good. Our challenge
problem required about three dozen nodes and edges to be
mapped. Verifying satisfiability or unsatisfiability required
only a few seconds.

Most SMT tools provide their own languages and sup-
port unique features. There are multiple ways to encode
a problem, especially when the set of alternatives consid-
ered include tool-specific language features. For example,
some languages support special forms of declaration for
enumerations. We conducted some preliminary synthetic
benchmarking exercises, summarized in Figure 8, that both
scaled the size of the problem and experimented with dif-
ferent formulations. There were some surprises, e.g. the
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;; Subscribe to SMT declarations for elements of the abstract model graph type.
;; FUSED expands these to enumerations and functions for nodes, edges, and types.
(FUSED-subscribe Solid)
(FUSED-subscribe AADL)

(define-fun mapAADL ((ao AADL.Object)) Bool
;; return true if AADL.Object must have a mapping to a solid model object

))

(define-fun typeCompatible ((ao AADL.Object) (se Solid.Object)) Bool
;; return true if the avionics and solid object types are compatible

))

;; The model consistency property is true if a satisfying value for "map" exists.
(declare-fun map ()(Array AADL.Object Solid.Object))

;; The typed graph isomorphism property the map must satisfy.
;; For all avionics objects that must map to solid objects...
(assert (forall ((ao AADL.Object)) (=> (mapAADL ao)

(and
;; the map from avionics to solid model is 1-to-1
(forall ((aoB AADL.Object))

(=> (and (mapAADL aoB) (= (select map ao) (select map aoB))) (= ao aoB)))
;; if <ao,aoB> is an avionics edge that must map to a solid edge
;; then solid edge <map(ao), map(aoB)> with compatible type must exist
(let ((so (select map ao)))

(forall ((aoB AADL.Object))
(=> (and (AADL.attached ao aoB AADL.connection) (mapAADL aoB))

(Solid.attached so (select map aoB) Solid.Mate))))
;; avionics type of ao is compatible with solid type of map(ao)
(typeCompatible ao (select map ao))))))

Figure 7. A redacted SMT consistency property specification used in this exercise.

use of special enumeration declaration forms could be less
tractable than a more primitive declaration of literals plus a
series of uniqueness assertions. We hypothesize that further
experimentation in collaboration with practitioners skilled
in the art could significantly expand the size of problem
solvable. It is still an open question whether this can scale
to problems of real-world size, but even if not, SMT may
be useful to explore for consistency properties for which
efficient tailored verifiers should be developed.

For practical use, it is essential that the method pro-
vide clear and useful indicators of why two models are in-
consistent when the consistency property is unsatisfiable.
The feed-back provided by the SMT tool in our demo was
not directly useful when debugging model inconsistencies.
SMT tools will identify unsatisfiable cores in such cases,
but the output may in essence be the internal encoding,
and the core may be an arbitrarily large subset of the en-
tire specification. In our case, the tool would report that the
entire set of assertions was unsatisfiable. We know that our
SMT declarations of the abstract structure graphs are satis-
fiable in isolation. The unsatisfiabilities of interest are due
to the nonexistence of a satisfying solution for the map ar-
ray alone. It should be possible to use these properties to
obtain useful error reporting.

Fully detailed solid designs are much larger and more
complex than our model. Special-purpose add-in tools for
wiring harness design are typically used. It would be an in-
teresting future exercise to use a solid model with increased
fidelity and publish/subscribe the wiring harness electrical
analysis results view for use in consistency verification.

There are broader research questions that remain. How
can we better formalize and verify the abstraction relations
between the typed graphs and the detailed models? Can
this approach specify and verify a usefully broad range
of consistency properties that are effective in detecting de-
fects that occur in practice? (We hypothesize this exercise
could be adapted to any consistency property of the form
“there exists a mapping between typed graph abstractions
of model static structures that satisfies a set of properties.”)
Would applying these methods early in the process (for ex-
ample to preliminary design models) significantly reduce
defects that otherwise would remain latent until integration
or acceptance testing? To address these questions, we are
working to establish collaborations with developing orga-
nizations to perform studies using real-world models and
defect data.
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Figure 8. Initial synthetic benchmark results for various problem sizes and formulations were encouraging.
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Abstract
Modern cyber-physical systems are becoming increasingly
complex and distributed. These trends are making it more
and more difficult to ensure the timing guarantees of these
systems: traditional approaches were developed for much
simpler systems and are difficult to scale. As system sizes
are growing further, designing future cyber-physical sys-
tems is going to be even more challenging.

Compositional design and compositional analysis have
emerged as an effective means to address this challenge.
Several interface models and interface computation meth-
ods have been developed, which can be used to analyze
complex systems in an efficient manner. The existing the-
ories provide a foundation for ensuring the timing guar-
antees of cyber-physical systems; however, they also have
several important limitations. This position paper discusses
open challenges in this domain, and it highlights several
research directions towards a safe and resource-efficient
compositional theory for cyber-physical systems.

1. Introduction
Cyber-physical systems (CPS) are becoming increasingly
complex and distributed at large scale. One way to scale
timing analysis to such complex systems is to develop them
in a compositional manner [39]: real-time workloads (such
as tasks) are encapsulated in components, which expose
their resource needs through resource-aware interfaces.
These components can be composed under a scheduling
algorithm or input/output interconnections to form larger
components, and their interfaces can be computed effi-
ciently via component abstraction and interface composi-
tion. Timing constraints of a component can then be guar-
anteed by ensuring that the platform satisfies the compo-
nent’s interface.

Several interface models and interface computation
techniques have been developed (see e.g., [39, 9, 16, 27,
34, 38, 21, 14, 42, 30, 6, 10, 41, 20]), which enable effi-
cient integration and isolation of independently-developed
cyber-physical components. However, these existing the-
ories face several important limitations: they ignore the
platform overhead and the correlation between scheduling
∗ This research was supported in part by the ARO grant W911NF-11-
1-0403, ONR grant N00014-13-1-0802, and NSF grants CNS-1117185,
ECCS-1135630 and CNS-1329984.

The 4th Analytic Virtual Integration of Cyber-Physical Systems Workshop
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Linkping University Electronic Press. Proceedings are available at:
http://dx.doi.org/10.3384/ecp13090
AVICPS website:
http://www.analyticintegration.org/

and communication, which could lead to timing violations
in practice; they assume that nodes’ clocks are closely syn-
chronized, which is difficult and expensive to accomplish
in a complex networked setting; they consider exclusively
timeliness and ignore the semantics of timed interactions
between components, or vice versa; and they focus only on
the cyber aspects, while making implicit assumptions about
the physical aspects that may not always be realizable.

Some of these assumptions are not unique to the cur-
rent compositional theories; they come from the underly-
ing schedulability and timing analysis. However, in large-
scale distributed CPS, they are much more likely to be vio-
lated and can no longer be ignored. In this paper, we discuss
these limitations in more detail, and we briefly sketch how
the current theories could be extended to overcome them.1

2. Platform overhead matters
The current compositional theories assume a somewhat
idealized platform in which all overhead is negligible. In
practice, the platform overhead – such as release delay,
preemption overhead, cache effects, context switches, and
interrupt delay – can substantially interfere with the ex-
ecution of tasks. Without considering such overhead, the
computed interfaces can underestimate the components’ re-
source needs; hence, the components can violate their tim-
ing constraints even if their interfaces are satisfied [35].

At first glance, it may seem that this issue can be solved
by inflating the worst-case execution time (WCET) of each
task by the overhead it experiences. However, this approach
can be unsafe: including the overhead as part of the tasks’
WCETs implies that the sources of overhead are assumed
to be scheduled together with tasks, but this does not hold
for certain types of overhead, such as interrupts and task
release events. Further, it is difficult to compute a safe
bound on the overhead experienced by a task, since such
overhead accumulates with the number of tasks in the entire
system2, but the task-level details of one component is
hidden from another component in a compositional setting.

Accounting for the platform overhead on multicore pro-
cessors is even more challenging because of the complex
interactions between various platform resources. In a com-
positional setting, the overhead a component incurs, e.g.,
due to cache interference, is harder to quantify: it depends
not only on the direct interference between the compo-
nent’s own tasks but also on the indirect interference be-
tween these tasks and the interfaces of other components,
1 Interface theories for ensuring functional correctness have been studied
extensively (see e.g., [37, 32, 36]); in this paper, we focus primarily on
interface theories from the scheduling perspective.
2 This is because a task within a component may be delayed by the
interrupt processing or task release events in other components.
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and the latter in turn depends on the actual values of the
interfaces and their implementations; consequentially, the
interface computation becomes a cyclic process, which is
often expensive and may not always converge.

In our recent work, we have proposed a new notion of
overhead-aware interfaces, as well as methods for com-
puting the interfaces that take into account platform over-
head [35, 43]. While these initial solutions are promising,
much work remains to be done to achieve a compositional
theory that is both safe and resource-efficient in practice.

3. Data-dependent components
Existing compositional theories typically assume indepen-
dent execution of tasks; in practice, however, CPS often
operate on data flows with end-to-end timing constraints.
Therefore, new interface models and interface analysis
methods that can provide end-to-end timing guarantees
for data-dependent and distributed components are nec-
essary. Although there are a number of relevant formalisms
that provide partial solutions to this problem, such as
assume-guarantee interfaces [21, 14, 42], data flow graphs
with LET semantics [30], and interfaces for network re-
source [38], none of them considers end-to-end timing con-
straints and compositional scheduling concurrently.

To meet the above needs, the component model and
composition semantics need to be extended to capture not
only resource sharing but also data communication seman-
tics and input/output connections. Ideally, the component
model should be self-sufficient for the analysis, i.e., it
should contain all the information necessary for comput-
ing the interfaces, such as local timing constraints (e.g.,
local deadlines) and activation patterns (e.g., periods or ar-
rival patterns) of tasks. However, such information about
a component is difficult to obtain, since it depends on the
local constraints assigned to other data-dependent compo-
nents and, consequently, on those components’ interfaces.
In addition, deriving a composition semantics that encap-
sulates the intricate correlation between scheduling and
communication is also non-trivial.

To illustrate the above cyclic relationship, consider an
end-to-end data flow with end-to-end deadline D that is
processed sequentially by two tasks, T1 and T2, which are
located in components C1 and C2, respectively. Then, the
deadline of T2 is inverse proportional to the deadline of T1.
Further, the arrival pattern of T2’s input data – which is
needed to compute C2’s interface – depends on the arrival
pattern of T1’s output data, which in turn depends on T1’s
deadline as well as the resource supply of C1’s interface.

One approach to tackle the above challenge is to adapt
deadline decomposition methods, coupled with synchro-
nization protocols, such as those outlined in [28]. This di-
rection offers a self-sufficient component model, and it en-
ables an efficient interface computation by directly apply-
ing existing results. However, it can also result in non-
optimal interfaces, due to the cyclic relationship between
the component model and the interfaces (discussed above).
Therefore, enhancements of the deadline decomposition
methods and synchronization protocols are required to im-
prove the analysis accuracy.

Another interesting direction is to explore parametric
interfaces, where an interface can be represented as a func-
tion of variables that denote unknown factors, such as lo-
cal timing constraints, and the interface computation can
be performed symbolically. The concrete values of the in-
terfaces can then be realized at the top-level component
based on the end-to-end constraints. Since the size of the
composed interface grows with more composition steps, it
would be useful to refine the interface, e.g., using a safe
approximation of the interface, at each composition step to
improve the analysis efficiency.

4. Clock synchronization
The current real-time scheduling theory and interface anal-
ysis methods assume a common notion of time. However,
achieving strong synchrony in a distributed system is a
known hard problem: due to clock drift and network prop-
agation delays, the local clocks of the different nodes are
always slightly different, and even frequent resynchroniza-
tion (which would have a high overhead) would not be suf-
ficient to achieve perfect synchrony.

Without perfect synchrony, the notion of a deadline be-
comes ambiguous. Since CPS interact directly with the
physical environment, deadlines are usually given in terms
of the physical time; however, when a control or data flow
passes through multiple nodes, each node’s local clock can
deviate from the physical time, which can result in jobs be-
ing scheduled too early or too late; also, nodes can disagree
whether a deadline has been missed or met.

At first glance, it may seem that timing variance due to
clock drift is too small to matter in practice; however, even
small discrepancies can cause scheduling anomalies and
thus ‘snowball’ into large anomalies. For instance, suppose
nodes A and B are expected to send messages to node C at
a certain time to trigger tasks TA and TB on C, and suppose
further that node A’s message is meant to be sent first, so
that TA is released before TB . If B’s clock is slightly faster
than A’s, then B may send its message too soon, causing
the messages to be reordered and TB to be released and
scheduled before TA; as a result, TA may miss its deadline,
even though the schedulability analysis (which assumes
perfect synchrony) may have predicted that the deadline
would be met. Worse, since C’s schedule is now different,
the timing of C’s own messages is also affected, which
may lead to further changes on other nodes. Thus, while
the original discrepancy on B is small, the resulting effect
on the system as a whole can be much larger.

One approach towards solving this problem is to extend
the system model with a bound on the clock drift and the
length of the synchronization intervals, so that it becomes
possible to reason about possible deviations from the refer-
ence time, and to make scheduling decisions accordingly.
To enable this approach, component interfaces would have
to be extended to expose information about drift and syn-
chronization, and the information would have to be carried
over when interfaces are composed and analyzed. To keep
the complexity of the analysis manageable, it may be use-
ful to 1) abstract some of the details in the interface, and/or
2) specify requirements for other subsystems that the com-
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ponent interacts with, such as an upper bound on the ac-
ceptable clock drift. One challenge is to determine good
abstractions; another is to determine which requirements
are useful and can be satisfied.

5. The gap between real-time scheduling
theory and high-level formal models

Cyber-physical systems are traditionally modeled using
two different paradigms: high-level models of computa-
tion and real-time task/resource models. These models
capture different timing properties: The former focus on
the high-level formal specifications of timed interactions,
communications, and synchronization among a collection
of independent processes or subsystems; examples include
timed automata [4], I/O automata [29], and real-time pro-
cess algebra [26]. The latter capture implementation-level
task timing information (e.g., execution time, deadline,
priority) and details on physical resources and resource
sharing (e.g., processing speed, network bandwidth, mem-
ory, scheduling policy). Although both categories are in-
tertwined, they are typically considered in isolation. On
the one hand, verification techniques for timed concurrent
models verify temporal properties based solely on the high-
level model, without considering the platform aspects, such
as communication delay and scheduling overhead (e.g.,
synchronization is assumed to be instantaneous). On the
other hand, the task and resource models used in real-time
scheduling theory are based on the execution platforms and
the source-code of the software; unlike the high-level mod-
els, they do not take the semantics of communication into
account. Thus, even if a higher-level property (e.g., a safety
property) is proven in the higher-level model, it does not
necessarily hold in the implemented system.

Several efforts have been made to bridge this gap by
adding platform aspects to the high-level models. For in-
stance, existing work on the implementability of timed au-
tomata incorporates the platform information in the timed
automata model by explicitly modeling the execution plat-
form [3] or by modifying the timed automata semantics to
reflect the implementation platform, such as the sampling-
based [23], almost ASAP [15, 11], time-triggered [22],
and probabilistic and topological [8] semantics. Real-time
scheduling has also been combined with timed automata
in [2, 7] and with process algebra in [26, 31]. In addition,
a number of automata- and actor-oriented scheduling inter-
faces have also been developed [6, 10, 41, 20].

However, the above approaches are not only expensive
in terms of analysis complexity but also assume a very
simple model of resources – for instance, the processor
is assumed to have unit speed and be fully available. As
we move towards multicore and distributed systems, these
assumptions no longer hold: the processor is not always
fully available due to various types of platform overhead
(such as I/O, interrupts, communication), and these types
of overhead can even vary between different nodes. We
believe that it would be useful to develop new models and
analysis techniques that combine both aspects.

One direction is to establish an intermediate ‘glue layer’
that connects the two classes of models, e.g., similar to

the hierarchical heterogeneity approach for composing
high-level models of computation in Ptolemy [17], or the
functional mock-up interface for co-simulation and model
exchange [1, 12]. The glue layer could precisely capture
the assumptions (e.g., synchronization semantics) that the
higher-level model makes about the platform, and it could
be used to mechanically verify that a given platform satis-
fies these assumptions. The assumptions must be realistic
(i.e., realizable on common platforms) but should abstract
low-level details of the platform as much as possible. Since
the assumptions may be relevant to other subsystems that
the component communicates with, they should be taken
into account by the interface analysis.

6. Analyzing state-based systems
While real-time scheduling theory provides a clean system
abstraction and enables efficient analysis, it currently can-
not be applied to scheduling state-based systems. For in-
stance, a system might schedule tasks depending on the
current state of their input buffers, or it might handle data
differently based on its current buffer state (e.g., append
new data items to an input buffer if there is room, and dis-
card them otherwise). State-based scheduling is also inher-
ent in adaptive systems, which need to respond to the ex-
ternal environment. For example, a video encoder compo-
nent might send encoded video frames to a receiver com-
ponent depending on how quickly the receiver can decode
the video to avoid buffer overflows and buffer underflows.
Although it is sometimes possible to derive a stateless ap-
proximation of the system, such approximation often leads
to overly pessimistic analysis results.

A common approach to analyzing such systems is to use
state-based models, such as timed automata [4] or event
count automata [13], and to perform the analysis using
formal verification. Here, if very small time steps are used,
the resulting state space can be very large, and thus, the
analysis can become expensive; hence, it is desirable to
use large time steps wherever possible. However, large
time steps can decrease accuracy, i.e., the analysis may fail
for systems that are actually schedulable, or may succeed
only with additional resources. It seems promising to apply
abstraction refinement in these cases. Furthermore, some
systems may contain a mixture of state-based and stateless
components; to efficiently support this case, it would be
useful to have a way to interconnect components of both
types. It seems interesting to explore hybrid techniques,
along the lines of [33] and [24].

7. Beyond resource-aware interfaces
The current compositional theories focus only on the cyber
layer, such as timing and resource aspects, while making
implicit assumptions about the physical system and the en-
vironment. As a result, failures may occur in the system,
e.g., when these hidden assumptions are violated. To guar-
antee the safety and trustworthy of the system, it is critical
to extend these theories beyond cyber concerns.

We believe that it would be essential to develop a no-
tion of safety-aware interfaces to enable the compositional
analysis of safety properties for CPS. For this, the com-
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ponent and interface models would need to be extended
to capture not only the cyber aspects but also the physi-
cal aspects and the cyber-physical interactions of compo-
nents, including e.g., the dynamics of the physical system,
the control algorithm, safety-criticality levels of tasks, and
safety goals of components under different environment
conditions. One approach is to integrate control-theoretic
multi-mode systems [25, 5] with a mixed-criticality exten-
sion of real-time multi-mode interfaces [34].

A challenge towards a safety-aware compositional the-
ory is how to detect unsafe interactions between compo-
nents, as well as to enforce their absences, during the inter-
face composition. Undesirable interactions between com-
ponents on the same cyber-physical platform can arise from
multiple dimensions, such as via shared data and variables,
via shared actuators and sensors, via computational and
communication resource sharing, and via the physical en-
vironment. For instance, an unsafe interaction between an
adaptive cruise control component and a collision avoid-
ance component in an automotive system might arise via
the physical environment when the former requests an in-
crease in speed while the latter simultaneously requests a
sharp turn, which could cause the vehicle to roll over.

New approaches for analyzing the coupling between
control, safety and resource aspects are especially needed
to detect undesirable interactions such as above. It seems
useful here to adapt results on hazard analysis and safety
assessment from the safety engineering domain (e.g., [18])
for the modeling and interface analysis. Further, as it may
not be feasible to identify all interactions statically, it would
be interesting to incorporate the idea of run-time monitor-
ing and recovery [40] to enable automatic refinements of
the interfaces and component interactions during run time.

Besides safety, there is a growing need for a security-
aware compositional theory for CPS. This is highly chal-
lenging, as it may not be possible to ‘decompose’ the im-
pact of an attack down to the component level, and it is also
difficult to predict the attack behavior (e.g., of a malicious
adversary). Existing work on compositional security [19]
might provide useful insights to address this challenge.

8. Conclusion
As cyber-physical systems continue to grow in complexity,
we believe that compositional approaches will remain to be
effective for future CPS design and analysis. We have dis-
cussed in this paper several important existing limitations
and research challenges in this research area. The list is not
exhaustive, but through it we hope to inspire future research
towards a safe, secure and resource-efficient compositional
theory for CPS that is fully realizable in practice.
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Abstract
Virtual platforms are gaining significant importance in
early design tests of embedded software as it helps to re-
design or optimize the system well advance in time and
keeps flaws minimal in the production stage. As embedded
system’s size gets smaller, expensive resources like mem-
ory are limited. Hence memory needs to be managed effi-
ciently and optimally. Memory leak is a serious issue that
leads to wastage of expensive memory. We propose a novel
approach to detect memory leaks in early design stages of
soft real-time systems with no garbage collection. Our ap-
proach utilizes a virtual platform modeled in SystemC at
an abstract level using Transaction Level Modeling. The
software under test is run on top of this model. Potential
memory leaks in the software are detected by applying a
novel hybrid method combining both static and dynamic
approaches. In early design stages where a real execution
environment and complete executable software are unavail-
able, a simulation environment and a virtual platform are
necessary. Virtual platforms provide flexibility to change
the target architecture to be tested. Our proposed approach
runs on the virtual platform we implement. This makes our
approach faster and provides early results.

Keywords memory leak, soft real time system, virtual
prototype, memory modelling

1. Introduction
With increasing design complexity, the early design tests
of software become a crucial factor in electronic systems
design. It helps to redesign or optimize the system at early
design stages. This keeps flaws minimal in the production
stage of embedded systems.

As embedded systems size gets smaller and smaller,
memory becomes a crucial resource which needs to be
managed efficiently and optimally. Inefficient memory
management leads to severe memory problems which may
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result in system failures. Such flaws if detected early will
lead to better designs with better performance.

Memory leak is the main memory related problem in
soft real time systems and are considered as "hidden" prob-
lems that are hard to detect [23]. A memory leak is a mem-
ory location which is not freed after its use by the program,
and hence unavailable for other components to re-use, as it
is still reserved. A program causing leak allocate more and
more memory over time leading the system to eventually
run out of memory and fail. However, the code at the point
of failure often has nothing to do with the leak and hence
they are hard to detect. In soft real-time systems, where
dynamic memory management is common, memory leaks
have higher probability, especially for non-garbage collect-
ing environments. Manual detection of leaks is tedious as
they are hidden and hard to reproduce without any imme-
diate symptoms. Hence an automated approach detecting
leaks that is efficient and fast is needed.

Today, embedded systems software development is
mainly conducted by virtual system prototypes, in com-
bination with simulation-based approaches at different ab-
straction and refinement levels [20]. Memory leak, which
is an important aspect to be tested at early design stages,
could be effectively analyzed with virtual platforms. In
this paper we introduce a novel approach to detect mem-
ory leaks with the help of virtual platforms. Existing ap-
proaches for memory leak detection are carried out at
source code level or at actual run time [9], [12], whereas
our approach is carried out at simulated abstract levels
which makes early design tests feasible and are much faster
than actual runs. We focus on memory leak detection in
soft real-time systems with non-garbage collecting envi-
ronments.

The remaining part of this paper is structured as follows.
Section 2 describes related work in memory leak detection.
Section 3 explains our approach for leak detection. Sec-
tion 4 summarizes the paper and mentions the key chal-
lenges and future extensions of our work.

2. Related Work
In literature various methodologies are available to detect
memory leaks, which could be classified into two main
categories: static and dynamic.
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2.1 Static Methods
Static methods assume the availability of source code or
any other static form of the target software. These methods
involve leak detection without actual execution. They have
the advantage that they do not necessitate the availability
of the execution environment and are much faster.

Approaches using Shape Graph [7], pointer analysis
[25], escape analysis [30], shape analysis [11], contradic-
tion analysis [24], liveness analysis [27], ownership model
[14,15], procedural summaries [6], bi-abductive inferences
[18], and value flow [4,28] are some of the prominent ones.
LCLInt is a static leak detection tool which annotates the
source code with formal specifications [9].

Although these approaches have above mentioned ad-
vantages, there are certain disadvantages too. These meth-
ods detect leaks to a certain extent, and are not capable of
detecting all kinds of leaks, especially the ones that arise
during actual run time such as leaks due to dynamic ref-
erences [17]. Static methods are useful only to a certain
extent and do not provide enough accuracy or guarantee
to prevent crashes arising from memory anomalies during
execution.

2.2 Dynamic Methods
Most of the memory anomalies appear in dynamic scenar-
ios. Dynamic methods involve the actual execution of the
tasks, and hence are much more accurate than the static
methods in detecting leaks. Reference counting, reachabil-
ity analysis and liveness are some of the prominent meth-
ods used [1, 2].

Purify [12], Cork [17], Leakbot [19], Sleigh [1] are the
most prominent state-of-the-art dynamic approaches. Other
approaches include Hound [22] and SWAT [13]. [31] intro-
duces object ownership profiling at runtime to detect leaks.
Leakpoint [5] is yet another dynamic approach to pinpoint
the leak and its location. Leakpruning [2], Plug [21], and
Leaksurvivor [29] are other approaches to minimize the
damage caused by leaks at runtime. [26] is a leak detec-
tion approach for android systems via PCB hooking. Apart
from these there are several leak detection tools available
commercially and non-commercially such as mtrace and
valgrind [8].

A major limitation of these approaches and tools are that
they require the program tested to be actually executed,
which mandates the execution environment and its depen-
dencies. Leak detection at execution also implies more
overhead and this affects the overall performance.

The approach we propose is a hybrid approach which
combines the advantages of both static and dynamic method-
ologies.

3. Virtual Memory Modeling
3.1 Simulation Framework
Early design tests are important in scenarios where soft-
ware is developed in modules independently and integrated
later. Hence a final test is possible only after all the mod-
ules are ready. Moreover, the real target environment may
not be available at hand or it may be too expensive to afford

just for testing. Hence there should be some sort of early
design environments available to test these modules inde-
pendent of the availability of the whole project. The simula-
tion environment gains importance here. Simulations have
the advantage that they are fast, re-usable and could be
customized for each individual case and at the same time
not expensive as the real hardware or the platform. It pro-
vides almost the same accuracy in terms of performance
and other tests and is flexible and portable.

In order to efficiently explore the design space, design-
ers need models of the embedded software running in its
execution environment, providing rapid and early feed-
back about effects of design decisions, such as the cho-
sen scheduling strategy. Models at higher levels of abstrac-
tion with fast simulation speeds with enough accuracy are
needed [20]. Moreover each design targets a different archi-
tecture, and hence simulation environment provides flexi-
bility to adapt different architecture without great changes
to the execution environment.

The ARTOS (Abstract Real-Time Operating System)
is a simulation framework developed by C-LAB , in or-
der to simulate and analyze the schedulabilty of real time
tasks [32]. This framework currently estimates the perfor-
mance in terms of time consumed for the tasks and thereby
determines the failures or design alternatives, which could
improve the time. In this framework there is already a plat-
form with various APIs to abstract the software and to run
it for determining the run time of the tasks [32]. Currently
ARTOS does not consider the memory transactions of the
simulated software. Therefore we propose to integrate our
memory model into ARTOS, and thereby provide a com-
mon platform to carry out timing analysis and detect mem-
ory leaks simultaneously.

3.2 Memory Management Model
We follow an abstract implementation of memory manage-
ment, where transactions involving memory requests and
allocations are of major focus. The memory model is basi-
cally a transaction level model, where the emphasis is given
to the transactions occurring between memory requesting
object and the memory object allocated. We implement the
model using TLM library in SystemC [3, 10]. Transaction-
level modeling (TLM) is a high-level approach for model-
ing digital systems where details of communication among
modules are separated from the details of the implemen-
tation of functional units or of the communication archi-
tecture. Communication mechanisms are modeled as chan-
nels and are presented to modules using SystemC interface
classes. Transaction requests take place by calling interface
functions of these channel models which encapsulate low-
level details of the information exchange [3]. This makes it
easier for the system-level designer to conduct experiments
on the required abstraction level, without the need to con-
sider other dependencies required for the actual execution
and behavioral correctness. Our model in TLM will ini-
tially include the basic request-allocate process and later a
paging/segmentation model. The available memory in our
model is considered as fixed-sized blocks for the respective
target architecture.
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Figure 1: Virtual memory model for leak detection

A memory arbiter would be responsible for servicing
the requests arriving from the tested software. The requests
generated by the design under test is encapsulated and
abstracted and passed to the memory arbiter. The arbiter
checks for the available memory in the free memory area.
The best-fit algorithm is used to allocate the most suitable
sized memory block [23]. The acknowledgement and the
allocated block with size and address are passed back to
the requested entity. If there is no available free memory,
the request is not served, and a request denial is sent back
instead of acknowledgement by the arbiter. All these trans-
actions are finally SystemC calls. An overview of our ap-
proach is shown in Figure 1.

3.3 Memory Leak Detection
Our approach of leak detection follows a hybrid model. The
software under test undergoes static analysis before it is ex-
ecuted on the virtual model. The static analysis involves an
automated control flow graph generation technique adopted
from our previous work [16] as shown in Figure 2. The
source code of the software to be tested is first disassem-
bled. A graph based approach with automated labeling of
basic blocks of the program is developed and the graph is
then compacted for efficient detection of leaks.

Memory request-allocate paths are plotted on the graph
with the help of disassembled code analysis. Each of such
paths is checked for the corresponding free method for any
allocate method. A one-to-one mapping is generated from
the graph for allocate and free methods. If such a mapping
is missing for any allocate function, a leak is notified and
the corresponding location and object is marked.

Source code for target ARM7

Disassembled code

Graphical representa-
tion of instruction flow

Graph reduction with marks of
importance control flow maintained

Figure 2: Control flow graph generation technique

Next step is the dynamic analysis, where the software
to test is run at an abstract level on the virtual memory
model. The memory request calls (e.g. malloc), are encap-
sulated, and such function calls are redirected to the respec-
tive calls to the arbiter in the memory model. The arbiter
according to the availability of the memory responds with
an acknowledgement or request denial message back to the
requested object. A memory control block is generated for
each block of memory in the model. The memory control
block is responsible to keep track of used and free memory
blocks. After each allocation process in the model, the sta-
tus of simulated memory in the virtual model is tested with
the help of all memory control blocks. In liveness analysis
method [2] the object requesting memory is checked if it
still exists, otherwise the memory allocated is reclaimed.
Similarly the methods of reference counting [1] is applied,
where in the pointer references are tracked down to check
if any unused memory is producing a leak. The reachabil-
ity [2] approach is applied to check if any of the still live
memory requesting and allocated objects are reachable via
any pointer references at the end of the execution; and if un-
reachable it is considered a leak. At the end of each execu-
tion, the memory allocation pattern in the model is verified
and the probability of various leaks reported through the
above three methods are analyzed with various number of
executions. The leak and the probability of leak occurrence
are generated for further optimizations in the software.

Currently we consider C and C++ programs as our test
cases along with gcc compiler. The target architecture we
consider is ARM9, with virtual ARM integrator CP devel-
opment board.

4. Conclusion and Future work
Memory leaks are serious problems in resource constrained
embedded environments and need to be fixed at early stages
of design, especially in non-garbage collecting environ-
ments. A fast and efficient leak detection system at early
stages of development is required. We proposed a novel
hybrid memory leak detection method in a simulation envi-
ronment that can support different target architectures. The
memory model is implemented at an abstract level using
Transaction Level Modeling. The software under test is run
at an abstract level on top of this model. Our proposed ap-
proach is aimed to be faster, since the analysis is done on
top of a virtual platform with simulation. The main chal-
lenges include the optimization of simulation time, and we
aim to make the simulation as fast as possible, along with
precision. Our approach is intended for non-garbage col-
lecting environments as the probability of leaks are higher
in such environments.

The future work on this methodology includes the ex-
tension of the memory model to detect other memory prob-
lems such as fragmentation and corruptions. Moreover we
need to have support for other languages and compilers, to
make our model more generic. Another extension in this
direction would be to incorporate this model to the ARTOS
framework, so that users can have both memory and pro-
cess related checks under one common framework.
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Abstract
Model-Driven Engineering (MDE) is a relevant approach
to support the engineering of distributed embedded systems
with performance and dependability constraints. MDE in-
volves models definitions and transformations to cover
most of the system life-cycle: design, implementation and
Verification & Validation activities towards system quali-
fication. Still, few works evaluate the early integration of
performance evaluation based on architectural models. In
this paper, we investigate the early-stage use of analysis in
AADL modeling. Precisely, we exemplify on an avionics
case study how to dimension the data flows for an appli-
cation distributed over an AFDX network. Based on the
insight from this study, we suggest a simple framework
and associated techniques to efficiently support analysis
activities in the early-stage design phases.

Keywords AADL, ARINC653, AFDX, analysis combi-
nation, WCTT evaluation, Network Calculus.

For more details and experimental results, an extended
version of this paper is available as a technical report [1].

1. Introduction
Context of the paper. Distributed Real-time Embedded
(DRE) systems are present in safety-critical domains such
as transportation, telecommunications, health services,
military or space. These systems have to meet both the
functional and non-functional requirements. Hence, DRE
systems encompass specific technologies to realize the re-
quired service with the expected performance metrics (e.g.
time, security or safety) through dedicated networks, pro-
cessors or real-time operating systems. In addition, the en-
gineering process has to address efficiently system model-
ing and evaluation of all metrics.
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Definition of the problem. Many experiments indicate
that the distance between the activities steps in a classical
V-cycle is detrimental and usually slows down the devel-
opment process [2]. In practice, a significant part of errors
is injected at early-stage of the engineering process, while
being detected during later integration phases. As a conse-
quence, regressions and rework activities have an important
weight on the overall project costs.

We believe that this problem can be lifted considering
models with sufficient power of expression to guide the
conception phases (e.g. using interface or behavioral mod-
els on which one can both reason and iterate) and support-
ing early-stage analysis. This “integrate, then build” ap-
proach, also known as virtual integration is promising to
support the design of complex systems.

Contributions and objectives. In this paper, we use the
Architecture Analysis & Design Language (AADL) [3] as
the pivot to capture the system architecture and derive its
performances. AADL is an Architecture Description Lan-
guage (ADL) suitable to describe systems, capturing the
functional and non-functional concerns together with the
operational platform. As the AADL provides modeling el-
ements with a precise syntax and well-defined semantics,
it is possible to : 1) perform analysis and 2) derive imple-
mentations thanks to code generation [4].

The focus of this paper is twofold. First, taking a specific
example coming from the avionics, we show how to accu-
rately seize important parameters in the AADL model. As
the system that is modeled includes technologies not sup-
ported within the core language, we build on and extend
the work in [5] in order to include in the AADL model the
networking elements and capture the overall DRE system.

Secondly, based on lessons learned during the modeling
experience, we propose to jointly use AADL models and
analysis methods so as to gradually refine and verify the
model. We investigate and examplify this strategy on the
avionics case study. Taking as example the network com-
munications and the expressed timing constraints, we show
that using complementary analysis methods allows to de-
duce missing parameters while maintaining the consistency
of the model (i.e. chosen parameters guarantee that non-
functional constraints are met).
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The paper is organized as follows: we first introduce
the avionics case study and give elements to model it with
AADL (Section 2). In Section 3, we underline relationships
between modeling concerns, and, using analysis, we ex-
plain how to solve those dependencies for some important
communication parameters. Finally, in Section 4, we draw
conclusions from this case study and discuss future work.

2. Modeling avionics systems with AADL
In this section we describe how to jointly capture with
AADL the functional description of an avionics system, its
temporal constraints and the target execution platform.

2.1 The Flight Management System
The avionics system to model, coming from Lauer et al. [6],
is part of an aircraft’s Flight Management System (FMS).
It interacts with the crew and provides static and dynamic
information about the flight plan (i.e. the predefined path
between departure and arrival points) : current location,
remaining distance and estimated arrival time.

Functional description. The system is made up of five
main functions as depicted in Figure 1. The Keyboard and
cursor control Unit (KU) reads data inputted by the pilot
(or copilot) through the keyboards while the Multi Func-
tional Display (MFD) refreshes the displays consecutively.
From the KU function, crew requests are forwarded to
the Flight Manager (FM) function which computes the re-
sponse about the flight plan and returns it to the MFD. For
this, it requests static data to the Navigation Data Base
(NDB) function and also relies on dynamic data from the
Air Data Inertial Reference Unit (ADIRU), computed based
on sensors measurements.

Temporal constraints. In the avionics context, the sys-
tem has to conserve a predictable behavior. Several tempo-
ral constraints may be expressed upon different "locations".
Typically, temporal constraints concern : 1) response times
which are the delays needed to carry out the functions, 2)
traversal times refering to communication delays between
functions and 3) latencies along functional chains that en-
compass a succession of response times and traversal times.

Execution and communication platform. The functions
are executed in an Integrated Modular Avionics (IMA) en-
vironment. In particular, this execution and communication
platform supports two standards, used in the case study,
that defines the use of the shared hardware and software
resources in a deterministic way.

The ARINC653 [7] standard defines management of the
functions hosted by a same hardware/software platform (re-
ferred as an execution module in the following). In this en-
vironment, each function is located in a different partition
with a strict access to processing and memory resources.

The ARINC664 [8] standard defines a determinis-
tic communication network called Avionics Full Duplex-
Switched Ethernet (AFDX). AFDX implements the core
concept of Virtual Link (VL) which is an unidirectional
logical connection from one sender to one or several re-
ceiver(s). Each VL has a limited bandwidth according to

Crew
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ADIRU NDB

Sensors

req disp

wpInfowpId

query

answerspeed

pres

Figure 1. The Flight Management System functional ar-
chitecture depicts the functions and the data exchanged as
well as the interactions with the actors.

its Bandwidth Allocation Gap (BAG in the following) –
the minimum time elapsed between two frames sending –
and a maximal allowed packet size (smax in the remainder).

2.2 Modeling the FMS in AADL
The Architecture Analysis & Design Language (AADL) [9]
is an international standard by the Society of Automotive
Engineers (SAE), defining the basics of an architecture de-
scription language dedicated to the design of DRE sys-
tems. AADL is component-centric and allows to specify
both software and hardware parts of a system. See [3] for a
complete presentation of AADL.

The full model of the FMS uses AADLv2 core speci-
fications and the ARINC653 Annex. The model is made
up of AADL components that describe the ARINC653 ex-
ecution modules hosting the avionics functions and the
AFDX network that supports the data exchanges. The full
AADLv2 textual model – that spans over 770 SLOCs –
is part of the AADLib project and is available at http:
//www.openaadl.org.

The model follows the initial specifications and AADL
guidelines for ARINC653 systems : a module is a distinct
system (containing a global memory and a processor)
that hosts partitions (each is a process) bound to separate
memory segments and virtual processors (repre-
senting spatial and temporal partitioning). thread com-
ponents contained in partitions realize the avionics func-
tions. Thanks to annex guidelines, we can model precisely
the ARINC653 components and associated parameters.

AADL does not provide specific guidelines for mod-
eling AFDX networks. The AADL concept of virtual
bus defines a connection supported in a bus. We use this
concept to define AFDX virtual links. Switches are repre-
sented by device components bound to the virtual links.
A dedicated property set has been defined to model param-
eters attached to virtual links, end systems and switches.
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3. Analysis as part of the design process
We discussed how AADL allows to capture both the FMS
functional and non-functional aspects as well as the IMA
platform description. From this model, we may now con-
sider further analysis of the full architecture. The current
design could be used to validate a given architecture. Yet,
the most challenging part is actually guiding the designer in
finding a suitable definition of the architecture parameters
in order to respect the constraints expressed in the model.

3.1 Discussion : there are dependencies between
modeling concerns

Figure 2 summarizes the three traits caught in the archi-
tecture model : the functions to realize, the hardware and
software platform hosting the functions and the constraints
to comply with. It implies that the architecture model com-
ponents and the attached properties have to integrate and
solve the dependencies between these views.

Figure 2. The architecture model captures jointly the sys-
tem functional, non-functional and platform concerns and
has to integrate the dependencies between these aspects.

For instance, let us consider the design of virtual links
in AFDX networks. The virtual links characterization (plat-
form view) depends on :

• the data flows needed to realize the functions (func-
tional view) and their features, e.g the number (n) of
messages sent by a function and their size (m),

• the constraints expressed onto the data flows (non-
functional view), e.g a communication between two
specific tasks can be subject to timing constraints (noted
LC in the sequel).

Moreover, finding a suitable design for the virtual links in
AFDX networks can be a difficult problem because of the
interferences between VLs definitions. For further informa-
tion, the issue is addressed in a more comprehensive setting
in [10].

Proposed approach. We believe it is possible to deal with
the dependencies between the modeling concerns by ex-
ecuting relevant analysis methods onto the model under
construction. In the sequel, we show how to define pro-
gressively the VLs parameters taking into account infor-
mation in the model such as the constraints expressed upon
the communications. From an evaluation perspective, it im-
plies : 1) isolating model input parameters that can be com-
bined to 2) propose a feasible solution which is 3) later as-
sessed. Some parameters are mandatory, while others can
be assumed. This is discussed in the following paragraphs.

3.2 Example : integration of the Bandwidth
Allocation Gap (BAG) parameter into an
incomplete AADL model

Let us consider a partially completed AADL model. This
initial model contains basic information : the functions
hosted in the modules and their properties as well as the
data exchanges between them. We also know the con-
straints of the system expressed onto the communications.

At this stage, dimensioning the BAG, which has a direct
impact on the respect of timing constraints and the network
load, may be a difficult task because the design space can
be huge. Indeed, as this parameter ought to respect the
formula BAG= 2k [ms] with k integer in range 0 to 7
(see [8]), if we take as assumption that one VL is dedicated
to one data flow, then there are solbag = 8f conceivable
solutions, with f the number of flows.

To overcome this problem and complete the model, we
execute the process pictured on Figure 3. We propose to:

1. use a pivotal Worst-Case Traversal Time evaluation
(WCTT in the following) in order to identify the set
of suitable BAGs,

2. use a complementary analysis method, relying on Net-
work Calculus (NC in the following), to improve the
results of the main WCTT evaluation.

WCTT evaluation. The Worst-Case Traversal Time anal-
ysis aims to assess the delay experienced by each data
flow in the AFDX network. Without too much details, the
WCTT evaluation gives the formula of an upper-bounded
delay (Dwctt

T ) suffered by a frame as a function of sev-
eral parameters. Hence, it is possible to compare the delay
against the expressed constraint (Dwctt

T ≤ Lc) and to cal-
culate the suitable set of BAGs [1]. The WCTT evaluation
gives a set of suitable BAGs for each VL (BAGwctt

vli
). Of

course, the accuracy of the BAGs sets depends on the pre-
cision of the model and of the assumptions. In addition, at
the first stage, there is no NC feedback, i.e. Dsw_vli = 0.

Figure 3. The BAG refinement process includes AADL
models (blue-headed shapes), analysis methods (portrayed
by green rectangles) and assumptions models (purple-
headed shapes).
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NC analysis. Network Calculus (NC) is an algebra for
computing accurately the end-to-end delay of a data flow
in the AFDX network. In the scope of this paper, this anal-
ysis is performed using RTaW-Pegase, which is a commer-
cial product implementing a state-of-the-art network calcu-
lus AFDX timing analysis [11]. In our case, the NC anal-
ysis computes complementary information (Dnc

sw_vli ) and
allows to refine results of the main WCTT evaluation.

Model refinement. We can see through the modeling and
analysis flow (figure 3) that, as long as the required anal-
ysis inputs are present, the model is enhanced. The model
refinements are done in line with : 1) the model evolution
(m1, m2, m3), 2) the analysis methods outputs (BAGwctt

and Dnc
sw) and 3) the feasible assumptions (as1, as2).

The first execution of the pivotal analysis method takes
as input the data of the incomplete model (m1) and the de-
duced assumptions (as1). The first coarse-grained WCTT
evaluation reduces the space of BAGs solutions for the VLs
(BAGwctt1

vli
) attached to the data flows in order to verify the

latency constraints (Lm1

C_vli ).
Thanks to the first WCTT computation, the initial model

(m1) is enriched with a crucial missing parameter : the
BAG (m2). We are then able to perform the complementary
NC analysis that aims to evaluate the upper delay suffered
in the switches for each VL (Dnc1

sw_vli ). To execute the com-
plementary analysis, the assumption model (as2) contains
additional information about the network topology and the
VLs routes. The NC computed latency is passed as a re-
finement parameter to the WCTT method so as to precise
the BAGs sets. Taking into account the calculated Dnc1

sw_vli
reduces the set of eligible BAGs (BAGwctt_nc1

vli
) : solutions

that do not meet the initial Lm1

C_vli constraints are discarded.
At the third iteration, the model (m3) contains the re-

fined BAGs (BAGwctt_nc1
vli

). It is then necessary to cal-
culate the delay suffered in the switches for each VL
(Dnc2

sw_vli ) and refine the BAGs sets (BAGwctt_nc2
vli

). In our
example, a new combined execution of WCTT and NC
shows that a fixed-point is reached : the model m3 cannot
be refined anymore against the Bandwidth Allocation Gap
if the input parameters and assumptions stay stable.

4. Conclusions and perspectives
Our first contribution (Section 2) dealt with the architec-
tural description of an avionics system with AADL, com-
bining the functional, non-functional and platform con-
cerns. We extended existing patterns dedicated to AR-
INC653 systems to also model AFDX networks.

We then addressed (Section 3) the definition and evalu-
ation of the AADL model components and their properties.
We showed that dealing with the architecture description
amounts to solve the dependencies between the AADL
model concerns. Starting from an incomplete AADL model,
we implemented a process combining two analysis meth-
ods to evaluate and refine the Bandwidth Allocation Gap
parameter. This process combines early and in-depth anal-
ysis to help the designer to narrow the design space.

We believe it is necessary to formalize the use of anal-
ysis methods along with modeling languages in order to

tackle the early system architecture definition and evalua-
tion. In a previous work, we defined REAL [12] – Require-
ment Enforcement and Analysis Language. It allows one to
define a set of predicates, and check whether a system sat-
isfies them. We plan to extend REAL to define a library of
predicates for tools. Such predicates would 1) define condi-
tions under which a given analysis becomes feasible and 2)
detect and exploit relationships between analysis methods.
This would guide the designer to trigger relevant analysis
as early as possible in the design flow.

The definition of those predicates, in the context of the
FMS, is currently under implementation.
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