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Dynamic Evacuation Planning by Visual Analytics—An
Expert Survey

Peter Hoffmann1,2 , Markus Höferlin1, Andreas Kirstädter2, and Daniel Weiskopf1

1Visualization Research Center, University of Stuttgart (VISUS), Germany
2Institute for Communication Networks and Computer Systems, University of Stuttgart (IKR), Germany

Abstract
In a formative user study, we evaluated the requirements of visual analytics for dynamic evacuation planning.
To this end, we created a prototype that implements the visual analytics methodology and is able to compute,
visualize, and interact with evacuation routes in emergency situations in buildings. Using this prototype, we
conducted an expert survey including a psychologist, a consultant for building safety measures, and a building
planner. The survey provides essential information needed to build a tool that is able to evacuate people inside a
building safely. Additionally, we report on results of the survey regarding technical limitations in obtaining data
such as the evacuees’ position and their number to calculate the shortest routes during evacuation.

Categories and Subject Descriptors(according to ACM CCS):
F.2.2 [Nonnumerical Algorithms and Problems]: Sequencing and scheduling—Routing and layout
H.5.2 [Information Interfaces and Presentation]: User Interfaces—Graphical user interfaces (GUI)
K.4.1 [Computers and Society]: Public Policy Issues—Human safety

1. Introduction

In the lastyears, many tragedies occurred due to failed evac-
uations in emergency situations. Incidents at festivals, such
as the Love Parade 20101 and the Madrid arena tragedy2, as
well as working places, such as the fires at a German work-
shop3 and a Bangladesh textile factory4 demonstrated that it
can be disastrous if evacuations are not prepared thoroughly.
Therefore, public spaces or buildings have to be planned
carefully to create safe evacuation routes and avoid bottle-
necks at all cost. Afterwards, the evacuation has to be super-
vised to lead the evacuees to safety and create secure routes

1 http://www.spiegel.de/international/germany/
analysis-of-the-love-parade-tragedy-the-facts
-behind-the-duisburg-disaster-a-708876.html
2 http://elpais.com/elpais/2012/11/29/
inenglish/1354205787_673115.html
3 http://www.independent.co.uk/news/world/
europe/fourteen-disabled-people-die-in-fire-
at-german-workshop-8352798.html
4 http://www.guardian.co.uk/world/2012/nov/25/
bangladesh-textile-factory-fire

without generating bottlenecks and avoiding blocked areas
due to fire or smoke spreading.

For building planning as well as for evacuation supervi-
sion, a tool is needed to assist the users with visualization of
the building and follow the progress of the evacuation. Inter-
activity is crucial to allow building planners to run multiple
simulations with different evacuation scenarios or to inter-
vene live evacuations if required.

To create such a tool, the knowledge and experience of ex-
perts in related fields needs to be incorporated. Psychologists
provide knowledge about the human behavior in panic situ-
ations and can predict the actions of evacuees during evacu-
ation. Their knowledge is also important to create good user
interfaces that are intuitive and easy to use. Building plan-
ners and consultants know the guidelines that have to be
taken into account for evacuation. They are also aware of
the technical possibilities and familiar with the issues that
arise when planning an evacuation. Therefore, the experts’
knowledge is fundamental to create a tool that adheres to all
requirements necessary to fulfill the legal regulations and to
ensure safe evacuation.

3

http://www.spiegel.de/international/germany/
analysis-of-the-love-parade-tragedy-the-facts
-behind-the-duisburg-disaster-a-708876.html
http://elpais.com/elpais/2012/11/29/
inenglish/1354205787_673115.html
http://www.independent.co.uk/news/world/
europe/fourteen-disabled-people-die-in-fire-
at-german-workshop-8352798.html
http://www.guardian.co.uk/world/2012/nov/25/
bangladesh-textile-factory-fire
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In this paper, a visual analytics tool is developed for build-
ing planning and evacuation supervision with the purpose to
conduct a user study including a psychologist, a consultant
for building safety measures, and a building planner. This
survey provides important insights related to evacuation sce-
narios and will be relevant to future development of reliable
tools that support evacuation.

2. Previous Work

To create a tool for building evacuation, several steps are
necessary. First, an algorithm is required to find the short-
est paths for the evacuees to reach the exits. Then, we need
a visualization to monitor the evacuation and detect critical
situations. Interactivity is important for users to be able to
switch between different visualizations and modify param-
eters to detect problems before they occur and solve them.
This section discusses the related approaches of these top-
ics.

2.1. Shortest Path Finding Algorithms

To find the shortest paths in an evacuation scenario, an al-
gorithm is required that calculates the fastest routes from all
occupied rooms to the exits. There are several algorithms
that can be used for this purpose. Most of them first divide
the structure of the building into nodes and edges and then
calculate the fastest routes. A small example is shown in Fig-
ure 1. For instance, theCapacity Constrained Route Plan-
ning(CCRP) algorithm [LGS05] considers the capacities for
each node and each edge whilst finding the shortest paths.
There are also many advances to this approach, such asIn-
telligent Load Reduction[KGS07], which neglects bottle-
necks found in previous iterations, or theIncremental Data
Structure[KGS07], which reuses already calculated infor-
mation to reduce the computation time. CCRP++ reduces
unnecessary load in computation [Yin09]. There are also
other approaches based on CCRP such as theHierarchical
Route-Planning Algorithm[YLJ∗11], or thePriority based
Distributed Evacuation Routing[RHDW12], which include
priorities in their calculations. Since the purpose of the tool
is the usage in the formative user study, the standard CCRP
algorithm is adequate and, hence, used to calculate the short-
est routes in the developed prototype.

2.2. Visualization Approaches for Building Evacuation

Two software tools that use visualization approaches for
building evacuation are SIMULEX5 and buildingEXO-
DUS6. Bothtools create simulations of building evacuations.
For visualization, they calculate the paths for the evacuees to

5 http://www.iesve.com/software/ve-pro/
analysis-tools/egress/simulex
6 http://www.fseg.gre.ac.uk/exodus/

(a) Floor plan.

(b) Nodes and edges representation.

Figure 1: The floor plan shown in (a) includes 4 rooms and
is divided accordingly into 4 nodes (b) connected through
edges, which represent the doors between the rooms.

the nearest exits, first. To this end, they divide the building
into a grid where the evacuees move from one square to the
next. Individual evacuee parameters, such as body shape and
size, walking speed, and time to respond to an alarm can
be defined. The simulation starts after parameter definition.
Additionally, parameters, such as walking speed, can be re-
duced when evacuees enter an area filled with smoke or fire.

After parameter definition, the evacuees go to the nearest
exit. The evacuation is then presented as 2D or 3D visual-
ization. The parameters can only be modified until the visu-
alization starts, but specific data, such as general occupant
flow or the individual movements, can be extracted after the
simulation has finished. This allows the users to detect bot-
tlenecks or other dangerous situations occurring during the
evacuation.

2.3. Evacuation Utilizing Visual Analytics

Visual analytics is used to gain insight in complex sce-
narios by combining automatic processing, visualization,
and human-machine interaction to take advantage of the
strengths of both human and machine. In the context of this
paper, a loop is used where an algorithm calculates the short-
est paths and the visualization of the computed paths are pre-
sented to the users (Figure2). Parameters can be modified to
change the routes ensuring a safe evacuation. After adjust-
ing the parameters, the background algorithm recalculates
the data and shows the results in the visualization, again.
This approach has been mainly applied to the evacuation of

4
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cities or large areas using vehicles to create the scheduling
for the evacuations (e.g., [AAB08b], [AAB08a]).

Figure 2: Visual analytics loop for dynamic evacuation plan-
ning. First, the shortest paths are calculated. A visualiza-
tion communicates relevant information to the users, and the
users can modify evacuation parameters and interact with
the visualization. When parameters are modified, the loop is
started from the beginning.

In building evacuation, a recent example of applying vi-
sual analytics is described by Reddy et al. [RHDW12]. The
shortest paths to the exits are calculated and a visualization
shows the building divided into a set of nodes connected by
edges that represent the different rooms and their links. Each
node includes a graph showing the occupancy rates inside
the building during the whole evacuation. In our approach,
we create a prototype based on this idea to receive feedback
from experts related to building evacuation. This enables us
to extract useful information to create a qualified tool for
building evacuation in the future.

3. Evacuation Tool Prototype

Our visual analytics system creates an interactive loop that
calculates the shortest routes first and then visualizes the in-
formation on screen. The user is then able to interact with
the visualization: modifications lead to the recalculation of
the shortest paths and the visualization is updated (see Fig-
ure 2). This offers the possibility to filter and extract data
regarding the building evacuation, while the simulation is
running. This represents the main novelty compared to pre-
vious approaches (Sections 2.2 and 2.3), where data can only
be extracted after a simulation has been completed. These
approaches can only be used for building planning or to ana-
lyze an evacuation after it took place. With our tool an evac-
uation can also be followed while it takes place to help the
evacuees get out of the building safely.

3.1. Path Finding Algorithm

The CCRP algorithm is applied to calculate the shortest
paths considering the capacities inside the building. Dijk-
stra’s algorithm is used to determine the shortest routes
from the nodes sheltering evacuees to the exits. Afterwards,
CCRP reserves the capacities throughout the calculated es-
cape routes to ensure that the evacuees will not be blocked
once the evacuation has started. Using this process, bottle-
necks are avoided in advance. Several routes can be taken to
the exits instead of only one static evacuation route for all
people inside the building. The algorithm runs in the back-
ground to recalculate the paths if modifications are made in
the visualization.

3.2. Visualization

The visualization includes several types of coordinated
views (Icons, Nodes, Statistics, Escape Routes, andMaxi-
mal Occupancies) that display different kinds of information
needed for building planners or in live evacuations (see Fig-
ure3). TheIconsvisualization shows the rooms in a building
represented by nodes that are connected with edges wherever
there is a door in the building (see Figure3 (a)). A different
icon is used for each type of room (office, stairway, passage-
way, and exit) and colors are used to display the occupancy
level of each room and edge. The movement of the evacuees
inside the building is represented by the changing colors of
the different items (nodes/edges). Rooms getting filled tend
to have a reddish color while rooms where evacuees are leav-
ing get white. Grey color is used for empty items.

In the Nodesvisualization, simple shapes such as circles
or squares are used to represent the nodes (see Figure3 (b)).
In this case, the size of the nodes changes depending on the
number of evacuees inside. This visualization provides an
overview of the number of evacuees in each node whereas
the node colors still represent the occupancy level of the
items.

TheStatisticsvisualization is based on the approach used
in [RHDW12] (see Figure3 (c)). Each node is represented
by a graph that shows the number of evacuees that have
passed through this node until the current time instant. Using
this visualization, each node can be analyzed independently
looking at each graph. The color coding used here depends
on the maximal occupancy level of a node from the begin-
ning of the evacuation until the current point in time. The
exact value is also displayed above every graph.

The escape routes that were taken during the evacuation
are displayed in theEscape Routesvisualization. Here, the
size and colors of the edges change both according to the
number of evacuees that passed through them in relation to
the total number of evacuees in the building at the starting
point (see Figure3 (d)). Hence, the more evacuees crossed
an edge during the whole evacuation, the bigger its size and
darker its color. Using this visualization the overall paths

5
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(a) Iconsvisualization. (b) Nodesvisualization. (c) Statisticsvisualization.

(d) Escape Routesvisualization. (e) Maximal Occupanciesvisualization. (f) Legends.

Figure 3: Visualization types of the prototype for evacuation planning. TheIconsvisualization (a) includes figures representing
the nodes that show the room type (office, passageway, stairway, or exit). The colors are linked to the occupancy level of each
node/edge. TheNodesvisualization (b) uses simple shapes, such as circles or squares, for the nodes. The size of the nodes
indicates the number of evacuees. The larger the node, the more evacuees inside. In theStatisticsvisualization (c), each node is
represented by a small graph that shows how many evacuees are inside from the starting point until the current time instant. The
percentage as well as the background color of each node represents the maximal value reached inside a graph. In theEscape
Routesvisualization (d), information aggregated through time is represented. The size as well as the color of an edge show
how many evacuees went through this path with respect to the total count of evacuees. The thicker an edge, the more evacuees
crossed it during the whole evacuation. In theMaximal Occupanciesvisualization (e), the color of each item (node/edge) shows
the maximal occupancy level of this item. The more a color tends to red, the more evacuees have been inside simultaneously in
one time instant. Figure (f) shows the legends related to the colors, the sizes of the nodes in (b), and the icons used.

6
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taken by the evacuees can be followed and analyzed with
the purpose of optimizing the number of paths in a building
and their capacities.

Finally, theMaximal Occupanciesvisualization shows the
maximal occupancy level of each item inside the building
throughout the whole evacuation (see Figure3 (e)). This al-
lows theusers to see which nodes or edges reached their
limit and detect bottlenecks inside the building swiftly. The
time each node or edge reached its maximal occupancy level
can also be reviewed in this visualization.

3.3. Interaction

It is important to enable the users to modify the parame-
ters of the visualization dynamically for building planning
as well as for live evacuations. Therefore, the tool includes
several interaction possibilities to modify the simulations,
which can be used to test different simulations to create
safe escape routes in a building. Different evacuation sce-
narios have to be examined to rule out any problems that can
emerge. In the following, the included interaction possibili-
ties are explained.

First, users can obtain detailed information of items by
clicking. The other options can be found in the user inter-
face depicted in Figure4: a timeline allows the users to move
backward or forward in time showing the evacuation situa-
tion at each time step. The different evacuation routes of the
evacuees can be highlighted to see which paths the people
are currently following. Finally, users can modify different
parameters of the simulation, such as the evacuee number,
the capacity, and the travel times of items. Nodes and edges
can also be added or deleted to create new evacuation routes
for the evacuees. The tool visualizes the modified evacuation
routes and new situations directly.

4. Expert Survey

The discussed prototype was developed to collect user feed-
back for improvements of the system in a formative process
and to guide the design of future applications. Some exam-
ples demonstrating the performance of the tool in different
situations were shown to experts (a psychologist, a consul-
tant for building safety measures, and a building planner)
to obtain their opinion about the tool and additional aspects
that have to be considered further. Moreover, technical lim-
itations that may cause problems during implementation of
such tools in real evacuation scenarios were discussed. In
the following, the conclusions of this surveys are presented.
As every expert provided information related to different
fields (psychological aspects, technical limitations, etc.) we
decided to divide the areas in which the feedback was gath-
ered into four main groups: conceptual issues, psychological
aspects, important features, and technical limitations. There-
fore, general ideas and concepts will be explained in the first

Figure 4: Dialog for user interaction. The timeline can be
modifiedwith the buttons below to show other time steps.
The calculated escape routes can be highlighted using the
Escape routesdrop-down list. The buttons in the middle are
used to change different parameters of the evacuation, such
as deleting or adding an item, changing the number of evac-
uees in one node, changing the maximal capacity of an item,
or changing the travel time of an edge. The building plan can
be visualized by the checkbox on the lower right. The leg-
ends of the visual mappings for each visualization are shown
on the lower part of the screen.

two groups, and then the more specific and technical prob-
lems discussed in the surveys will be outlined in the last two
subsections.

4.1. Participants

The participants were chosen from different fields of re-
search, related to building evacuation. The psychologist as
well as the consultant for building safety measures work in
an international company that is involved in different fields
of research including building safety planning. The building
planner works in his own company and has different projects
regarding the planning and implementation of buildings.

The psychologist works in a group related to human-
machine interaction. His task was to analyze the interface
and the building representations of the tool to improve the
overall visualization in further versions. The consultant for
building safety measures was invited to analyze the feasibil-
ity of the features included in the tool, as well as the prob-
lems concerning the technology available to get data nec-
essary for the building evacuation (evacuee count, position,
etc.). The building planner’s task was to analyze the features
as a potential target user and give recommendations regard-
ing the features of the tool.

7
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4.2. Study Procedure

The prototype features were presented to the experts inde-
pendently, simulating several evacuation scenarios including
the different representations available. They did not interact
with the tool themselves, but observed and stated their ques-
tions during the presentation. These questions led to sev-
eral discussions related to the areas that will be presented
in the next subsections. The length of each study sessions
was about two hours inside private conference rooms. After
the presentation, the experts gave their overall opinion about
the tool. The results include the pending problems that will
have to be solved in future versions.

4.3. Conceptual Issues

First, the purpose of visual analytics for evacuation planning
was discussed with the experts. They insisted that the goals
have to be clear to adapt the different visualizations and in-
teractive options. In this case, two goals for an evacuation
tool have to be distinguished: live evacuation, and building
planning.

For live evacuation, users can intervene in evacuations
when required. Blocked paths due to collapsed ceilings, fire,
or smoke spreading can be dangerous when evacuating peo-
ple; here the tool can help recalculate the shortest routes and
lead the evacuees through safer paths. As important deci-
sions need to be made in time critical situations, it is im-
portant to keep the visualizations as well as interaction as
simple as possible. The experts also emphasized that users
need to be able to recognize dangerous situations as well as
bottlenecks swiftly to intervene in a fast and efficient way.

The objectives for building planners are different. They
need a tool to plan buildings as safe as possible. Therefore,
they need to do different simulations using several scenarios.
Parameters, such as door widths, room properties, or travel
times need to be changed to find optimal solutions, which
requires a lot of simulations to compare different solutions.

Hence, according to the experts, the interaction possibili-
ties should be adapted according to the purpose of the tool:
live evacuation or building planning. The developed tool is a
prototype including options suited for both scenarios. Con-
sequently, the different visualizations and interactive options
have to be planned thoroughly to concentrate only on one of
these purposes. Ideally, two separate tools have to be devel-
oped to achieve both objectives.

4.4. Psychological Aspects

Psychological aspects have to be considered in an evacua-
tion tool to understand the evacuees’ behavior and predict
their actions. The key issues that became apparent in the dis-
cussion are listed below:

• Family members tend to stay togetherinstead of escap-

ing the building as fast as possible, also see Kobes et
al. [KHdVP10].

• Evacuees cannot be stopped once the evacuation started,
even if bottlenecks were avoided this way. The only option
is to start the alarm signal in each room at a different time
according to the output of the developed evacuation tool.

• Group building is important in an evacuation. Evacuees
can be grouped together, but they cannot be split after-
wards. The splitting would take too much time and there
would be nobody to decide on how to split the group.

• Response timeafter the alarm starts has to be considered.
When an alarm sounds, the evacuees need a certain time
to realize that the situation is real and that they have to
leave the building. This response time has to be included
in the calculation of the evacuation schedule. In [Hos09],
the effects and reactions influencing the so-called pre-
movement time are summarized. Mainly the time to per-
ceive the alarm, the interpretation time of the perceived
alarm, and the time used for actions that are not directly
related to the evacuation itself have to be considered here.

4.5. Important Features

The features that emerged to be important during the survey
are discussed as follows starting with the primary issues that
have to be modified, followed by secondary problems related
to more specific aspects of building evacuation:

• Including priorities in the calculation of the shortest
paths. Applying different priorities on the evacuees de-
pending on the degree of danger of their location can en-
sure the safety of all the evacuees. In [RHDW12], the
priority-based distributed evacuation routing algorithm is
developed to include such priorities in the calculations of
the shortest paths. The evacuees with high priorities are
evacuated to safe areas first, to ensure their safety. The
other evacuees have to wait for the paths to be empty to
start with their evacuation. Therefore, the alarms in the ar-
eas with high priority have to start earlier than the others
to make sure the evacuation routes are still free.

• A large number of simulationsis required with changing
parameters automatically to identify worst case scenar-
ios and difficulties that arise during an evacuation. Tools,
such as PedGo7, compare up to 500 different variants that
are analyzed afterwards. The large number of variants en-
ables one to achieve reliable results. Preferably, a tool
communicates the results in predefined visualizations and
alerts if critical locations in the building were found.

• The travel timesestimated for the evacuees to move
through the rooms in a building were researched:
Predtetschenski and Milinski [PM71], for example, ana-
lyzed the traffic flow of people inside a building in normal
as well as in panic situations. This data has to be used to

7 http://www.traffgo-ht.com/de/pedestrians/
products/pedgo/index.html
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calculate the travel times in the evacuation tool to have a
legal basis for future applications.

• Waiting timesat bottlenecks have to fulfill certain require-
ments, too. Although the tool tries to prevent bottlenecks
at all costs, it is sometimes impossible to cope with this
condition. By reconstructing the calculations of [PM71]
for the venue regulations, the maximal waiting time used
for traffic jams was one minute. To reach this goal, the
minimal stipulated door width has to be 1.2 meters. As
there is also a prescribed width for a person crossing a
door (60 cm), the minimal amount of people that can cross
a door simultaneously is 2.

• A tool should also consider the guideline that stipulates
that themaximal evacuation time for a fire areais around
10 minutes. For this purpose, the maximal length for
an evacuation route must not be exceeded. The program
should also be able to alert the users if any of the pre-
scribed guidelines or rules are broken.

• Include an alarm, signaling the users of the tool that
a dangerous situation emerged during evacuation. The
alarm has to ensure that every critical situation is detected.
For large buildings, this feature is mandatory, as it is im-
possible to have an overview of the whole building at
once.

• To use a tool that supports evacuation inbuildings with
large halls, such as theatres, cinemas, etc., it is impor-
tant to review the concept of a node. Therefore, a big
hall should not be regarded as single node, but as sepa-
rate graph including a set of nodes and edges.

• The use of elevatorsin evacuations. Nowadays, some
elevators can be used during fire emergency situations.
These elevators have to be considered when calculating
the shortest escape paths. Nevertheless, these elevators
should only be used for people with disabilities to avoid
chaos due to capacity limitations.

4.6. Technical Limitations

Now, the technical limitations related to an evacuation tool
are summarized. The more critical problems will be ex-
plained first:

• Number and position of the evacuees inside a building.
It is difficult to assess these parameters for shortest path
calculations in real evacuation scenarios. A possible solu-
tion is to use microchips inside badges in office buildings.
The problem is that it cannot be assured that the work-
ers always carry their ID cards. If the exact locations is
unknown, another option is to count the number of peo-
ple inside the building. Turnstiles are a possible solution
for this. Another option is to use video surveillance. Vari-
ous methods exist to count people in video. In [HBD05],
for example, people are recognized using a skin color
model and a probabilistic shape model of faces, while
in [ZC07] a method is used to count the number of peo-
ple in groups through the combination of human segmen-
tation and group tracking. So-called intelligent buildings

are able to incorporate these video surveillance systems to
make an approximation of the evacuees inside the build-
ing and then calculate the escape routes with the evacua-
tion supporting tool.

• Theguidance of the evacueesthrough the building. Nowa-
days, the only suitable option is to use LEDs on the floor
to guide the people dynamically through buildings. This
method is used in air planes and is applicable even with
smoke. Right now, this method seems to be the easiest
and safest one to use in large buildings. In [Pet04], an
exampleof remotely controlled signaling can be found.
There, the signs are used to prevent traffic jams by signal-
ing the drivers that there is a traffic jam ahead and lead
them through alternative routes. These signs are remote
controlled and the information displayed can be modified
at any time. This technology can be used to control the
signs or LEDs inside buildings, too.

• Visualization of large buildingssuffers from their com-
plexity. Only small parts of the building can be displayed
simultaneously to keep track of the evacuation. A solution
would be to display only one floor at once. Therefore, the
software has to be able to switch between floors easily so
that the visualization is kept simple. Another interesting
feature would be a 3D view of the building to gain insight
of the construction.

• Visualization of the evacuees’ movement. The prototype
shows that nodes and edges that change their colors and
sizes abruptly are difficult to understand. A smooth tran-
sition between the different states of the items is impor-
tant and ease to understanding of what is happening dur-
ing the evacuation. Another option would be to represent
groups of evacuees by small symbols that move through
the building to show the positions of the evacuees clearly.

5. Conclusion

We developed a prototype to receive expert feedback. The re-
sult of the conducted expert survey can be used to develop ef-
ficient tools to support building evacuations. Beside legal as-
pects that have to be taken into account, the evacuees behav-
ior and several technical limitations have to be considered.
The survey also showed that some issues cannot be solved
easily with the technology available nowadays. Knowing the
exact number of people and their positions inside a building
and guiding them to the nearest exit are problems that could
be solved using different sensors that will be available in fu-
ture. The survey shows useful insights to improve the tool
and add features that will be essential in live evacuations or
for building planning.
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Abstract

Recent advances in medical imaging technology enable dynamic acquisitions of objects under movement. The
acquired dynamic data has shown to be useful in different application scenarios. However, the vast amount of time-
varying data put a great demand on robust and efficient algorithms for extracting and interpreting the underlying
information. In this paper, we present a gpu-based approach for feature tracking in time-varying volumetric data
set based on the Scale Invariant Feature Transform (SIFT) algorithm. Besides, the improved performance, this
enables us to robustly and efficiently track features of interest in the volumetric data over the time domain. As a
result, the proposed approach can serve as a foundation for more advanced analysis on the features of interest in
dynamic data sets. We demonstrate our approach using a time-varying data set for the analysis of internal motion
of breathing lungs.

1. Introduction

As the major focus of medical imaging has been the un-
derstanding of anatomical structures, vast research efforts
has been dedicated to the acquisition and interpretation of
anatomical modalities. While these techniques enable inter-
pretation of high-resolution static anatomical images, time-
varying data is now becoming more important, as the diag-
nostic workflow can be significantly improved by better un-
derstanding of organ function. This has led to the emergence
of many functional modalities, which allow multimodal
imaging of physiological processes alongside the anatomi-
cal image data serving as a context. In some cases the func-
tional information is extracted from originally anatomical
modalities,. The most prominent case of this development
is probably fMRI (functional magnetic resonance imaging)
that enables imaging of brain activity by detecting oxygen
level changes in the blood flow.

The latest exploitation of anatomical modalities in a func-
tional context arose with the recent advances in CT (com-
puted tomography) imaging. Driven by the demands of
imaging the beating heart, the scanning times of modern
CT scanners nowadays enable a dynamic acquisition under
movement. Through this technological advancement, new
application cases become possible. For instance, 4D CT and
4D MRI can depict the breathing motion of the internal or-
gans. As the amount of acquired data increases, there has

been a great demand on new techniques that enable robust
and efficient ways to interpret the vast amount of data under
investigation.

In this work, we present a GPU-based implementa-
tion of the scale invariant feature transform (SIFT) algo-
rithm [Low99, Low04] applied to the analysis time-varying
volumetric data. The advantage of the proposed approach is
two fold. First, it supports interactive feature detection. Sec-
ond, it enables us to robustly and efficiently track features of
interest in volumetric data over the time domain.

The remainder of the paper is structured as follows. In
the next section, we review works that are related to our ap-
proach. In Section 3, we present an overview of the SIFT al-
gorithm. We then present our GPU-based implementation in
Section 4. We report the result of the proposed approach ap-
plied to the analysis of the internal motion of a time-varying
volumetric data set of the lung in Section 5, and conclude
the paper in Section 6

2. Related Work

In order to track features throughout a time-varying volumet-
ric data sets as well as across different acquisitions, a robust
feature tracking approach is mandatory. The SIFT algorithm
proposed by Lowe fulfills this criterion [Low99]. SIFT fo-
cuses on extracting points of interest with a high saliency,
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and that are stable across different scales. These points of
interest are then represented by feature descriptors, which
are invariant with respect to scaling, translation, and orienta-
tion. Since its introduction, SIFT has been widely used in the
field of computer vision for image matching. While initially
proposed for 2D images, SIFT has been extended to work
with higher dimensional data and has been applied to dif-
ferent applications involving salient feature localization and
matching such as motion tracking [SAS07,AKB⇤08], group-
related studies [TWICA10], volumetric ultrasound panora-
mas [NQY⇤08], and complex object recognition [FBMB].
As an extension to the standard SIFT algorithm, Lowe pro-
posed a guideline for optimal parameter settings that im-
prove the accuracy as well as the performance [Low04]. To
further improve its performance and make it interactively ap-
plicable, Heyman et al. proposed a GPU-based implemen-
tation of the SIFT algorithm enabling real-time feature de-
tection and matching between images [HMS⇤07]. Although
this algorithm was designed for, and tested on, 2D images
of 3D objects, the underlying mathematical theory does not
limit its extension to handle higher dimensional data. Sco-
vanner et al. proposed a new approach to the creation of
SIFT descriptors for the application of action recognition
in video (2D images + time domain) [SAS07]. Cheung et
al. generalized the scale space principle and applied SIFT
to n-dimensional dataset [CH07,CH09]. Their extension has
been applied to 3D MR images of the brain and 4D CT of
a beating heart. In order to extend SIFT to handle high di-
mensional data set, they proposed the use of hyperspherical
coordinate representations for volume gradients as well as
multi-dimensional histograms to capture the distribution of
gradient orientations in the neighborhood of detected fea-
ture locations. To improve the quality of the detected fea-
ture locations, Allaire et al. made use of the 3⇥3 Hessian
matrix to compute the principle curvature at the detected
feature locations [AKB⇤08]. This enables the filtering of
features that are of less interest in medical data, such as
non-blob and edge-like locations. In addition, the authors
presented a technique that takes into account the tilt an-
gle at the detected feature locations during the construction
of SIFT descriptors to achieve full rotation invariance. The
proposed extensions have been applied to complex object
recognition in 3D volumetric CT data [FBMB]. Paganelli et
al. further reported the result of the preliminary feasibility
study on the application of SIFT to feature tracking in time-
varying data sets [PPP⇤12]. Recently, Yu et al. compared
SIFT to other feature detection algorithms and showed that
SIFT achieve a balanced result between stability and perfor-
mance [YWC12].

As we are interested in interactive feature tracking, be-
sides the robustness, also the performance of the feature
tracking is of interest. In comparison to previous works, we
exploit the computing performance of the GPU through a
GPU-based implementation applied to 4D data sets (3D vol-
ume + time domain).

3. 3D SIFT

While the SIFT algorithm has been initially proposed for 2D
data, our work is based on recent extensions which have gen-
eralized it to 3D [CH07, SAS07, CH09]. The algorithm is
performed in three successive stages: feature location detec-
tion, feature descriptor construction, and feature identifica-
tion.

Feature location detection. In the first stage, the volumet-
ric input data, I(x,y,z), is convoluted with variable-scale
Gaussian functions, G(x,y,z,ks), to generate a scale space,
L(x,y,z,ks), as follows:

L(x,y,z,ks) = G(x,y,z,ks)⇤ I(x,y,z) (1)

where k is a constant multiplicative factor for separating
scales in the scale-space.

The local extrema of the difference-of-Gaussian functions
applied to this scale space are considered to be potential lo-
cal features in the original volumetric data:

D(x,y,z,kis) = L(x,y,z,ki+1s)�L(x,y,z,kis) (2)

Lindeberg and colleagues could show that these local ex-
trema are a close approximation to the scale normalized
Laplacian-of-Gaussian [Lin94], s2 52 G, which are the
most stable features in the input image [MTS⇤05].

In order to improve the stability of the detected feature
location in volumetric data sets, Allaire et al [AKB⇤08] pro-
posed the principal curvature thresholding technique to filter
out the blob-like features, which are usually of no interest.
The proposed technique is based on the analysis of the Hes-
sian matrix, which describes the local curvature at a detected
feature location:

H =

2

4
Dxx Dxy Dxz
Dxy Dyy Dyz
Dxz Dyz Dzz

3

5

The elements of H are computed using finite differences at
the detected feature location in the corresponding scale, tak-
ing the anisotropy of the image into account. Let tmax be the
curvature threshold, which is the ratio between the largest
magnitude eigenvalue and the smaller one, the following
conditions help to filter out blob-like features and improve
the stability of the detected feature locations:

(1) tr(H)det(H)> 0 and ÂdetP
2 (H)> 0

(2)
tr(H)3

det(H)
<

(2tmax +1)3

t2
max

where detP
2 (H) is the sum of second-order principal minors

of H, tr(H), and det(H) are the trace and the determinant of
the Hessian matrix, H, respectively.
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Figure 1: The formulation of a 3D SIFT descriptor with its
corresponding sub-volume.

Feature descriptor construction. The aim of the second
stage is to construct a unique descriptor to represent the de-
tected feature location in such a way that it is most invariant
with respect to rotation, scaling, and translation. The con-
struction of such a descriptor is based on the gradient ori-
entations in the neighborhood of the detected feature loca-
tions and presented as a histogram of gradient orientations.
In 3D volumetric images, there are three angles that need
to be handled during the construction of a descriptor: az-
imuth, elevation, and tilt angles. Consequently, while in 2D
a 1D histogram can be used to describe a feature descrip-
tor, in 3D a 2D histogram is required to capture the distribu-
tion of the azimuth and elevation angles. It is worth pointing
out that while the azimuth and elevation angles can be de-
rived directly from the orientation of the gradient, the tilt an-
gles require more complex analysis [AKB⇤08]. A Gaussian-
weighted kernel is commonly applied to the gradient magni-
tudes in order to put less emphasis on the gradients that are
further away from the detected feature location during the
construction of the feature descriptor. Figure 3 illustrates the
formulation of a 3D SIFT descriptor with its corresponding
sub-volume.

During the construction of a feature descriptor, the
maximum peak in the histogram of gradient orientations
represents the dominant orientation of the neighborhood
around the detected feature location. As a result, the gradient
orientations in the neighborhood region are then rotated in
relation to the identified dominant orientation to attain a
rotation invariance descriptor. While the resulting descriptor
is a unique representation of the detected feature, discarding
the other gradient orientations of lower magnitude can have
negative impact on the feature identification stage. For in-
stance, by creating additional descriptors for smaller peaks,
which are of 80% the maximum peak in the histogram of
gradient orientations, the result in the feature identification
can be improved [Low04].

Feature identification. Once the features descriptors have
been constructed for two data sets to be compared, they
can be used to identify matching features. Therefore, dif-
ferent techniques such as RANSAC [FB81], Best-Bin-First
(BBF) [BL97] have been used. Since a descriptor is basi-
cally a multi-dimensional histogram built in a special way,
the Euclidean distance between descriptors is usually used,
as it is a good indicator for a high probability match:

d(p,q) =

vuut
N

Â
i=1

(pi �qi). (3)

Here, p and q are two descriptors, pi and qi are the i-th ele-
ments of these descriptors, and N is the size of the descrip-
tors. To find the matching features in the two data sets, I1 and
I2, the Euclidean distances from each descriptor in I1 to all
descriptors in I2 are computed. The minimum distance value
is an indicator of a high probability match.

4. GPU-based Implementation

In 2007 Heymann et al. have proposed a GPU-based im-
plementation of SIFT supporting real-time feature detection
and feature matching for 2D images [HMS⇤07]. However, its
extension to handle time-varying 3D volumetric data poses
some additional challenges. As a result, within this section,
we discuss and present our GPU-based implementation to
address the issue when applying the SIFT algorithm to time-
varying volumetric data sets.

Feature detection. During the construction of the scale-
space representation of the input, the convolution operator is
the most computational demand factor. Fortunately, the par-
allelism nature of GPU allows us to overcome this problem.
For instance, the performance of the Gaussian convolution
operator can be dramatically improved by using separable
kernels. Additionally, the gradient calculation as well as the
hyperspherical representation calculation can also be paral-
lelized through the GPU-based approach. This enables us to
improve the performance on the feature detection stage by a
factor of 10 to 20.

Feature descriptor construction. In 2D, the neighborhood
of size 8⇥8 is commonly use. The experimental findings
from [Low04] show that the best results were achieved with
a 4⇥4 array of histograms with 8 orientation bins in each
which capture 45 degrees orientation differences. Conse-
quently, each descriptor contains 128 elements. This allows
a straightforward implementation of histogram calculation
on the GPU that exploit the performance of the global and
local memory architecture of the hardware.

In 3D, the neighborhood of a larger size, 16⇥16⇥16, is
commonly used. The neighborhood is divided into 64 sub-
regions of 4⇥4⇥4 voxels. Thus, a 1D representation of the
descriptor contains 4096 elements. The size of the histogram
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makes it difficult to have a GPU-based implementation of
the histogram calculation process that exploits the perfor-
mance of the memory architecture on the GPU. Moreover,
it is worth noting that the size of the neighborhood needs
to be adapted to the input data and the application in mind.
Therefore, standard optimized histogram calculation on the
GPU can not be easily adapted as the size of the histogram is
large than the size local memory on the GPU. To overcome
the hardware limitation, a multi-pass approach for histogram
construction is required.

To avoid disruptive changes in the histogram of gradient
orientations, the neighborhood around a detected feature lo-
cation is usually divided into sub-regions. The histograms
of gradient orientations of these sub-regions are first calcu-
lated and then combined together to form the final feature
descriptor [Low04]. This poses a challenge to standard his-
togram calculation techniques on the GPU. Therefore, in this
work, we implemented a generic OpenCL kernel that sup-
ports descriptor construction of an arbitrary neighborhood
size. Moreover, the algorithm automatically switches to the
optimized implementation based on the size of the descrip-
tor.

In the initial SIFT operator, a smoothing operator is ap-
plied to the constructed histograms to include interpolation
effects. In our implementation, we avoid this smoothing, and
instead rotate the neighborhood around the feature locations
to the dominant orientation. This enables us to achieve a bi-
linear interpolation by default through a GPU-based imple-
mentation. With these modifications, we were able to real-
ize an interactive GPU implementation with OpenCL, which
runs ten times faster then previous approaches (see Sec-
tion 5). Thus, we can not only use the SIFT algorithm for
matching the different time steps on a global scale, but also
can use it for interactive tracking of points of interest.

Feature identification. In the matching process, the Eu-
clidean distances between each descriptor in the first input
image and all the descriptors in the second one are calcu-
lated. Then the minimum Euclidean distance is identified to
determine the highest probability match. The finding of the
minimum distance is a reduction problem, which does not
exploit the power of the parallelism nature of the GPU. As
a result, we implemented a hybrid approach to the problem
of feature identification. For instance, the computation of the
Euclidean distance between one descriptor in the first input
image and all the descriptors in the second image are per-
formed in parallel using the GPU. This result is then passed
to the CPU implementation to identify the minimum dis-
tance that serves as an indicator of a high probability match.

5. Test Case

To show the impact of our introduced SIFT algorithm, we
compare the results of our GPU-based implementation to the
results achieved with the recent approach presented by Pa-
ganelli et al. [PPP⇤12]. We have tested our approach with the

same data set, a 4D CT thorax scan† [CCG⇤09, CCZG09].
The data is given by ten equally sampled phases of the res-
piratory cycle in which the maximum exhale phase and the
maximum inhale phase are denoted as L0 and L5 respec-
tively. The reconstructed volumes have the dimensions of
512⇥512⇥128 voxels of 0.97⇥0.97⇥2.5 mm, while the ref-
erence landmarks in L0, and L5 were manually setup by an
expert [CCZG09, CCG⇤09]. While the parameters used in
our SIFT algorithm were set to match the ones used by Pa-
ganelli et al. [PPP⇤12], our approach allows more than one
descriptors per detected feature location by considering ori-
entations that are above 80% of the maximum peak in the
histogram. In addition, due to the advantage of the GPU-
based implementation, we do not apply smooth operator to
the histogram to avoid disruptive changes of gradient ori-
entations but instead rotate the neighborhood region to the
dominant orientation, which implicitly takes advantage of
the bi-linear interpolation on the GPU.

Feature location detection. We have evaluated the 4D CT
SIFT matches, whereby we have computed the error as 3D
residual distance between matching SIFT feature locations at
the L0 and the L5 phase (SIFT L0–L5). Figure 2 illustrates
the visualization of the inhale lung overlain with features of
interest. While the detected features from the SIFT algorithm
are colored as red spheres in Figure 3(a), the manually input
reference landmarks from the data set are colored as blue
spheres in Figure 3(b). The Mann-Whitney U test [MW47]
was applied to this error distribution and the error distribu-
tion in the reference landmarks. Table 1 shows our results in
comparison to the results reported in [PPP⇤12].

Besides the slightly higher number of matches between
the maximum exhale and maximum inhale phase, the pro-
posed approach has shown to improve the accuracy in the
descriptor matching process, as we have achieved a lower
median, 11.14 compared to 13.23, as well as a lower vari-
ability. In addition, the Mann-Whitney test confirms that the
distributions of the residual distances in the reference land-
marks and in the result of the enhanced SIFT operator are
not significantly different (p-value = 0.736), which means
that the proposed approach can be used to identify the fea-
ture locations.

Feature identification. To measure the impact on feature
identification, we detect the feature locations in the time-
series data and apply SIFT to consecutive volumes with two
different variants. First, we always use the maximum ex-
hale phase, L0, as a reference. Second, we move step-by-
step along the breathing cycle such that the previous breath-
ing phase is served as the reference for tracking the feature
locations in the next breathing phase. For each approach,
we computed the number of feature locations between all
phases. Table 2 reports the number of detected feature loca-
tions which were preserved along the breathing cycle. While

† The data set is available at www.dir-lab.com.
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(a) (b)

Figure 2: Visualization of the inhale lung. (a) is the visu-
alization of the lung overlain with the detected features (in
red) from the SIFT algorithm, (b) is the visualization of the
inhale lung with the manually edited landmarks (in blue).

#Matches Median Variability
(mm) (mm)

L0–L5 300 12.98 18.22
SIFT (L0–L5) 509 13.23 17.90
GPU-based 525 11.14 12.78SIFT (L0–L5)

Table 1: Number of matches, median and variability of error
distributions at maximum exhale, L0, and maximum inhale,
L5, phases obtained by the proposed enhanced SIFT com-
pared to the manual reference landmarks. Variability is the
difference between the 25th and 75th percentiles.

tracking along the breathing cycle allows us to achieve a
higher number of preserved feature locations and excludes
the trailing ones, tracking referred to a reference phase ex-
clude the most stable feature locations over time. As seen in
Table 2, the proposed approach provides more landmarks as
feature locations, which makes it better suitable for motion
estimation as well as visualization.

(a) (b)

Figure 3: Visualization of the inhale lung overlain with the
displacement vectors representing the transition of the de-
tected features from L0 to L5. (a) is the visualization from
the front, and (b) is the visualization from the side.

Figure 4: Visualization of the inhale lung overlain with the
displacement vectors representing the transition of the man-
ually edited landmarks from L0 to L5 (courtesy of Castillo et
al [CCG⇤09, CCZG09]).

SIFT GPU-based SIFT
(L0–L5) (L0–L5)

Reference (Phase 0) 117 243
Along breathing cycle 9 264

Table 2: Number of preserved feature locations along the
breathing cycle from the maximum exhale, L0, to the maxi-
mum inhale, L5, phase.

As reported in Table 1 and Table 2, the proposed enhanced
descriptor construction helps to increase the uniqueness of
the descriptors at feature locations. Thus, it helps to improve
the accuracy of the feature matching process in time-series
data. It is also worth noting that by exploiting the power of
the GPU implementation, we also achieved a much better
performance in time. For instance, the overall time required
for descriptors generation for each volume and descriptors
matching between volumes is approximately 5.5 minutes.
This is almost ten times faster than the result in [PPP⇤12],
which is 50 minutes. As for the interactive visual analysis,
we can precompute the feature descriptors, we can perform
this process interactively.

Figure 3 shows the result of the proposed SIFT to track the
detected features over the time domain. The displacement
vectors (in white) show the transition of the detected fea-
tures from the maximum inhale and exhale phases. Although
the visual result is not very close to the visualization using
manually input reference landmarks in Figure 4, the Man-
Whitney test shows that there is no significant difference in
residual distance distribution between the two results. As a
result, this shows that the proposed SIFT is applicable to the
application of automatic landmarks identification and track-
ing in time-varying dataset. This allows the proposed SIFT
to serve as a tool for initial landmarks identification in dif-
ferent deformable image registration algorithms. Moreover,
it can also be used to evaluate the results of different de-
formable image registration techniques.
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6. Conclusion

In this paper, we presented a GPU-based implementation of
the SIFT algorithm. By exploiting the power of the GPU, we
do not only achieve better performance but also better re-
sults in comparison to the previously published work. The
performance improvement of the algorithm enables us to
investigate the effect of different parameters settings, such
as s in the scale-space construction, the level of the scale-
space pyramid, to the quality of the detected features as well
as the quality of the feature identification process in the fu-
ture work. Furthermore, we would like to apply the proposed
technique to the analysis of different dynamic data sets.
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Abstract
This paper presents ideas on 3D visualization for pre-operation planning of orthopedic surgery. The focus is
on visualizing clinically relevant data for planning a Total Hip Replacement (THR) and investigating how 3D
visualization can help improve the planning of procedures. The result is an application that showcases the ideas
and reached conclusions. The application visualizes the fit of implants by shading them depending on distance
to bone while at the same time giving the user contextual information of the bone anatomy. It also offers ways
of measuring and visualizing important distances in a THR by visualizing the end points and the distance of a
measurement.

Categories and Subject Descriptors (according to ACM CCS): I.3.8 [Computer Graphics]: Applications—Medical
Visualization

1. Introduction

Approximately one million THR are performed annually in
the world [UH12]. It is a procedure commonly done because
of osteoarthritis (degradation of cartilage) in the hip joint.
When the surgery begins it is important that the chosen im-
plant fits the patient well and does not lead to complications,
like pain or unequal leg length. Pre-operative planning is an
important step in predicting and preventing complications [S
E98]. The conventional method for planning for a THR has
been to use hard-copies of X-ray images and printed out tem-
plates for implants to find out which implant to use and how
it should be inserted.

Today it is more common to use software for pre-operative
planning that is connected to the hospital’s Picture archiv-
ing and communication system (PACS). Studies have shown
that using a digital planning tool is as accurate as conven-
tional planning [Ber07, Yon09]. Most of the currently avail-
able planning tools are in 2D, using X-ray images and 2D
templates of the implants.

This paper presents research done to investigate the use-
fulness of using 3D visualization in orthopedic planning and
presents a developed prototype showcasing the results. The
main contribution of this work is a way of visualizing the fit

of a hip implant while still giving the user contextual infor-
mation about the thigh bone’s anatomy. This is done with a
color coded distance visualization combined with a clipping
plane, an opaque volume rendering of the bone and semi-
transparent slices of the bone. With respect to previous wok,
our implementation improves the visualization of the con-
textual information of the thigh bone giving the user a better
view of the bone’s internal structure.

2. Related work

The importance of planning before performing an operation
is well-understood and documented [S E98]. Planning helps
the surgeon anticipate the correct implant size and can also
help to anticipate possible intra-operative difficulties (more
than 80% of intra-operative difficulties were anticipated in
the study performed in [S E98]). At the time of writing,
pre-operative planning is primarily done in 2D using con-
ventional X-ray films or digital X-ray images but there is
research being done in using 3D in the planning process.

2.1. Related work in 2D

There have been studies that compare traditional X-ray films
and digital X-ray images. In their study, The et al. even con-
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cluded that digital plans slightly outperform analogue plans
in their accuracy regarding the implant size [Ber07]. Today,
there are a number of well-established companies that offer
software that allows the surgeon to perform planning in 2D
before going into the operation room.

2.2. Related work in 3D

The accuracy of using 3D templates in planning has been
studied.The study by Sariali et al. compared the accuracy
of analogue 2D and 3D planning in THR and found that
when counting both the stem and the cup in a THR, the
plans would predict the implant that ended up being used
in 96% of the cases when using 3D and in 16% of the
cases when using 2D [E. 12]. Another study also found 3D
planning to be accurate and repeatable, especially among
less experienced surgeons [VLA∗03].

In their article, Dick et al. discuss two methods for visual-
izing the 3D planning [Chr11]. The article puts its main fo-
cus on the important distances present in operation planning.
It presents two different approaches and investigates the ad-
vantages and disadvantages of the two. The article also dis-
cusses some of the inherent problems with 3D visualization
such as visual cluttering and occlusion and presents ways of
dealing with them. These approaches were helpful as start-
ing points during the development of this paper.

2.3. Comparison Between 2D and 3D

An advantage of using 3D data sets of the body is that it
contains more information. Instead of seeing the resulting
attenuation along an X-ray you have values for each voxel.
The sizes are more accurate and the structures are invariant
to if the patient has rotated their limbs during the scanning
process. There are however some drawbacks in using 3D in-
stead of 2D. One issue is that it is generally harder to intu-
itively navigate in a 3D environment since a regular monitor
shows a 2D representation of the world and the mouse only
has two degrees of freedom. Another disadvantage is that it
is harder to present a general overview. Also specific to 3D is
that the learning curve can be steep for people used to work-
ing with X-ray images. This might be more of a problem for
radiologists than orthopedists.

Viceconti et al. concluded in their study that their 3D or-
thopedic templating tool was comparable in usage to the
conventional planning with radiographs [VLA∗03], indicat-
ing that the learning curve might not be so bad. They also
concluded that the sizes predicted by their tool were gener-
ally more accurate than the sizes predicted with conventional
planning, especially for the acetabular cup and especially for
less experienced surgeons.

Otomaru et al. [Oto08] presented a method for creating
pre-operative plans for THR using Computed Tomography

(CT). They concluded that the plans created by their auto-
matic software were roughly equivalent to the plan created
by an experienced surgeon using the conventional method of
radiographs and templates. They argue that this method will
not only save time for experienced surgeons but also let less
experienced surgeons create plans as good as if they were
made by experienced surgeons.

3. Medical background

3.1. Anatomy

This section will discuss the parts of the body that are within
the scope of this paper. These are the thigh bone (femur) and
the pelvis.
The top part of the femur together with part of the pelvis
can be seen in figure 1. The names of the different parts that
are important for pre-operative planning are also marked in
the figure. The head of the femur (caput) is connected to the
pelvis via a socket in the pelvis (acetabulum) and is held in
place by tendons (not pictured in the figure). The surface of
the caput is covered with a layer of cartilage that together
with a lubricating fluid (called “synovial fluid”) allows the
caput to rotate with low friction.

Figure 1: Top part of the thigh bone (femur) and part of the
pelvis

3.2. Osteoarthritis

The hip joints are one of the areas in the body that are
under practically constant stress daily. Because of this, most
people run a risk of developing osteoarthritis with age.
Osteoarthritis is the degeneration of cartilage in a joint. As
the cartilage degrades, the body may try to compensate by
producing more bone. Part of the smooth cartilage is then
replaced by rough bone. This can eventually lead to bone
rubbing against bone, causing friction and pain.

Osteoarthritis can be diagnosed using X-rays. Even
though cartilage itself does not show on an X-ray due to
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being too soft, the lack of cartilage can be identified using
X-rays. There is a certain amount of space between caput
and acetabulum and in the knee where the cartilage is and if
this space (called “joint space”) is smaller than it should be,
that indicates a lack of cartilage. An example of this can be
seen in figure 2. More information on osteoarthritis can be
found in Ref [A.D].

Figure 2: Two X-ray images, the left showing some space
between caput and acetabulum in the top right part of the
picture, indicating the presence of cartilage and the right
showing less space indicating a lesser amount of cartilage.

If the symptoms of osteoarthritis are not too severe, they
can be treated with medication. For severe osteoarthritis in
the hip, the solution is often a total hip replacement.

3.3. Total Hip Replacement

In a THR the caput is completely replaced by a metallic im-
plant consisting of a stem and a head. While the outer shell
of the femur (called cortical shell) is hard, the marrow canal
inside is softer. To allow the implant stem to fit in the bone,
parts of the marrow canal are removed. A so-called cup is
inserted in the acetabulum which the head is then inserted
into. The different parts of the implants come in many dif-
ferent sizes and models, a sample of the different parts can
be seen in figure 3.

3.4. Pre-operative Planning

Pre-operative planning helps the surgeon prepare for the
operation. It helps decide what tools will be necessary, how
the procedure will be performed and also helps anticipate
possible problems that may occur during the procedure.

One of the purposes of the pre-operative planning in a
THR is to predict which implant model should be used as
well as the sizes of the different parts of the implant. It is

Figure 3: Photograph of a titanium stem, a ceramic head
and a polyethylene acetabular cup.

important that the implant fits well and therefore the surgi-
cal team will bring a number of implants of different sizes
to be able to find a good match. A good prediction on the
resulting implant will allow the surgical team to bring fewer
implants into the operating room, lowering the number of
tools that need to be sterilized. A good size estimate will
also help decrease the time for the operation, thereby lower-
ing the infection risk [GZP01, SMT∗82, PR73].

Two other important factors regarding the acetabular cup
are how much bone will need to be removed to reach “fresh”
bone and at which angle the cup is to be inserted. If the angle
of the cup is off, the stem might become dislocated if the
patient bends their leg too much.

Due to the removing of bone and insertion of an implant
there is also a risk that, after the operation, the leg will not
be the same length as before the operation. This is called
unequal leg length, or “leg length discrepancy”. This can be
compensated for by choosing an appropriate implant.

Another important factor is the femoral offset, or the
perpendicular distance from the center of rotation of the
head of femur to the long axis of femur. Increasing the
femoral offset after a hip replacement has been shown to
have positive effects on the range of abduction and abductor
strength [MMC∗95].

A good plan will help the surgeon to solve the discussed
issues by choosing implants accordingly.

3.5. Medical Imaging

Medical imaging is the process of obtaining images of the
human body for use in medicine, such as diagnosing diseases
and examining anatomy.
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3.5.1. Projectional Radiography

In projectional radiography, images are obtained by hav-
ing electromagnetic radiation such as X-rays hit a film after
passing through an object (e.g. a human body). The vary-
ing densities of the object will absorb different amounts of
radiation, resulting in an image where dense parts of the ob-
jects appear opaque and less dense parts appear transparent.
This is the traditional method commonly referred to simply
as “X-rays”.

3.5.2. X-ray Computed Tomography

X-ray CT is an imaging technique where X-rays are used to
create tomographic images, or slices, of specific parts of the
human body. These slices can be combined into a 3D volume
of the scanned body part.

4. Result

4.1. Prototype

This section will describe the resulting prototype that was
developed. The prototype was developed in collaboration
with Sectra Medical Systems AB in Linköping, Sweden. The
prototype was implemented as a module in Sectra’s already
existing framework for 3D visualization.

Figure 4: Screenshot of Sectra’s visualization software
showing an frontal view of a pelvis

Figure 4 shows a screenshot of Sectra’s visualization soft-
ware without any of our implementations. The three win-
dows to the left are Multi-Planar Reformatting (MPR) views
that show cross-sections of the volume. The volume is ren-
dered in 3D in the large window to the right.

4.1.1. Basic Visualization and Control

The different implant parts are rendered as shaded polygon
models. The models are semi-transparent to keep them from

occluding bone. The distance shading of the implant, which
is discussed later, can also be seen through the implant if it
is semi-transparent. The user can switch to an implant with a
different size by holding the mouse pointer over the implant
and scrolling the mouse wheel. When an implant is selected,
it becomes somewhat less transparent and a bounding-box
is rendered around it to distinguish it from the other implant
parts. Figure 5 shows a stem and an acetabular cup inserted
in femur and acetabulum. The cup is selected as can be seen
from the difference in transparency and the bounding box.

Figure 5: Basic rendering of the implant parts with the ac-
etabular cup selected

4.1.2. Visualization of Relevant Data

One important aspect when deciding what implant to use is
that it fits well. A good visualization of the fit is therefore
essential. This section will describe the features that were
implemented to help visualize the fit.

Bone Contours When positioning the implant model in
the CT volume, it sometimes became difficult to see how
close the implant was to the cortical shell without having to
keep rotating the view. The implant was also often occluded
by the bone. By allowing the contours of the bone to be visu-
alized as well as the close proximity of the bone in the form
of slices, the user can get a better understanding of how well
the implant fits. The contours also help show the structure
of the bone with less occlusion of the implant. The user can
change the orientation and spacing as well as the number of
slices. An implementation of the bone contour visualization
can be seen in figure 6.

Implant Shading The shading of the implants was
changed to visualize distance to the cortical shell of femur.
An implant that is far away from any bone will be shaded
using regular Phong shading but when being close to bone,
it will interpolate between green and blue depending on the
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Figure 6: Two close-up views of femur in an X-ray render-
ing of a CT volume. In the left image the hard outer shell
is highlighted to show the contours of the bone, in the right
image it is not.

distance to bone. Parts of the implant that are close to bone
will be blue. The implant should be close to but not intersect
with bone and therefore if some part of the implant inter-
sects with bone, that part will be rendered bright red as a
warning. Yellow lines that are aligned with the bone contour
highlights are also drawn on the implant to make it easier to
see how the outlines relate to the implant.

Implant Contour in MPR View Contours of the im-
plants are visualized in the MPR views. For each triangle of
the mesh, each edge is checked for an intersection with the
plane that the MPR view defines. This gives a good outline
of the mesh for a thin slice. For thicker slices, we also need to
take into account edges that are inside the slice. So in addi-
tion to checking intersections with the edges, we also check
if each edge of the triangle is inside the slice. If they are then
we fill that triangle. So if the slice contains the whole model,
a filled projection of it is rendered. An example of this can
be seen in figure 8.

4.1.3. Acetabular Cup

To be able to visualize the cup’s position relative to the vol-
ume, the cup had to be clipped by the clipping plane as
having the whole cup visible made it occlude the volume.
The parts of the cup that are close to the clipping plane are
rendered yellow without any diffuse or other lighting. This
is done to highlight the edges more clearly. The cup is not
shaded differently with regards to intersections with bone, it

Figure 7: Two renderings showing how the shading indi-
cates when the implant intersects bone. In the left image the
implant intersects the hard shell of femur, and in the right
image it does not.

Figure 8: The rendering of the implants in an MPR view for
a thin slice (left) and a thick slice (right).

only takes into consideration the distance from the clipping
plane. The resulting visualization can be seen in figure 9.

4.1.4. Improved Control

Planning Guide A simple planning guide was implemented
to help the user find implant parts with a good fit and put
these in approximately the right place. When the guide is
started, the user is asked to click on a number of landmarks
in the MPR views. After the landmarks’ positions are col-
lected the program goes through a list of different implants
to find the implant parts with the best fit and puts these into
place. The camera is then moved to put focus on femur, a
clipping plane is activated to give a cross-section of the bone
and a number of bone contour slices are rendered. These op-
erations make it easier to see how well the implant fits. Fig-
ure 10 shows the result of using the guide, with an implant
automatically inserted into femur.
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Figure 9: Cross section of acetabulum before (left) and after
positioning the acetabular cup (right).

The goal with the guide is that with good accuracy when
selecting the landmarks, the guide will create an operation
plan that will give the user a good starting point and will only
need some tweaking instead of having to manually move the
implant parts into place and going through all possible im-
plant sizes to find one with a good fit.

Figure 10: Standard frontal view for visualizing how the
stem fits in femur. Part of the clipping plane representation
can be seen as a green out-line

Widgets Widgets for translation and rotation in the 3D

view were implemented. The coordinate system for the rota-
tion and translation is defined by the femur coordinate sys-
tem (which is set up with the planning guide), and the wid-
gets translate and rotate in the coordinate system of the cur-
rently selected view.

4.1.5. Measurements

A tool for performing different measurements was imple-
mented so that it could be used both manually by the user and
automatically by the software itself. A simple measurement
of length is visualized as a line between the two end-points
and small shaded sphere at each end-point. The measured
length is also displayed on the screen. The planning guide
makes use of this measurement tool by providing measure-
ments of the femoral offset by using the points provided by
the user when using the guide. The distances between the
points are calculated and visualized when the user completes
the planning guide. The result can be seen in figure 11.

Figure 11: Cross-section of femur with the visualization of
the femoral offset

5. Dicussion

We feel that the developed prototype helps give a good vi-
sualization of the plan by adding the 3D elements while still
keeping the familiarity of 2D. Comparing our visualization
methods to the ones presented in the related work we feel
that our methods also improve the visualization of the con-
textual information of the thigh bone by rendering the bone
opaque and utilizing a clipping plane to help fix the occlu-
sion problem. The linear color map also gives a better under-
standing of the distance compared to a rainbow color map.
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5.1. Current limitations

Some limitations existed in the 3D engine we used to im-
plement our prototype. The volume and the polygon mod-
els are rendered separately, which lead to transparency not
always working as intended. In the case of visualizing the
stem in the femur, in the rendering pipeline the implant is
always completely behind the volume or completely in front
of the volume. This led to the implementation of an opaque
bone rendering with clip planes. After some discussion with
a medical expert at Sectra we feel that this is a good solu-
tion, since it is easy to see contextual information about the
anatomy with this method.

Repositioning of different parts of the volume is not pos-
sible in the current engine. This means you currently can
not visualize how the patient would look after the surgery is
complete.

5.2. Radiation dose

The radiation dose from a CT scan increases the risk of can-
cer by approximately 1 in 2000. This is a noticeable increase
from the 1 in 16000 increase by a pelvic X-ray. However
the numbers are small compared to the 2 in 5 average risk
we all have of developing cancer [NAM∗12]. The additional
risk of cancer introduced by a CT scan would also have to
be weighted against the improved results obtained by using
3D planning reported from the discussed studies and the po-
tential benefits from improving the 3D tools further. As con-
cluded in the studies, a good plan will reduce the risk for in-
traoperative complications [S E98] as well as the risk for the
need for revisional surgery (which in turn would require ad-
ditional X-rays to be performed). Lowering these risks may
be enough to warrant the higher dose of radiation obtained
from a CT scan.

5.3. Acetabular Cup

Unlike when positioning the stem in the femur, it became
hard to define a “good” or “bad” position for the acetabular
cup. The hard cortical shell in femur should not be removed
but when inserting the cup it is necessary to remove some
hard bone from the pelvis in order to insert the cup. Different
orthopedic surgeons also prefer to insert the cup at different
depths. These factors led to the visualization of the cup to
focus on position and visibility instead of trying to visualize
the fit.

5.4. Bone cement

The current implementation assumes that the implant chosen
is uncemented. A cemented implant needs a bit more space
from the cortical shell for the cement coating to fit. Since
most hip replacements in Sweden use cemented implants it
is important that a production implementation of the appli-
cation includes support for cemented implants.

5.5. Future work

This section will present some features and possible next
steps for improvement that would help the prototype move
closer towards a commercial product.

5.5.1. Usability testing

Usability testing would be a good method to assess how well
the current interaction methods work in practice. The testing
should ideally be performed with orthopedic surgeons famil-
iar with using Sectra’s current planning tools so that the feel
and work flow of the program is consistent with Sectra’s 2D
planning tools.

5.5.2. Image analysis

Image analysis should be used together with the planning
guide to calculate which implant fits best and how it should
be placed. It could also assess the current fit, as well as find
anatomical landmarks to calculate leg length discrepancy.

5.5.3. Repositioning

The ability to be able to visualize in 3D how the leg will
look after the surgery would be a useful aid. It could help to
visualize leg length discrepancy and femoral offset and show
how different implants would affect these issues.

6. Conclusion

3D visualization and planning seems to have potential for
improving the performance of pre-operative planning, as in-
dicated by both our implemented prototype and the pre-
sented studies. The prototype was able to show relevant data
and also visualize elements that are not as easily visualized
in 2D. However, one of the biggest challenges for future
work would be to make the interactions as intuitive as they
are in 2D, as people working in the medical field have a long
history of working in 2D and may not be as familiar with
3D. Furthermore, if the potential improvement of using 3D
is large enough it might outweigh the extra risks from CT
scans.
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Abstract
This paper presents a new method for representing Light Propagation Volumes using an octree data structure,
and for allowing light from regular point light sources to be injected into them. The resulting technique uses full
octrees with the help of a separate data structure for representing the octree structure. The octree structure enables
light propagation to be performed at a lower resolution than the base resolution, resulting in fast propagation and
overall faster rendering times. The implementation of the technique is capable of rendering the Sponza scene at 9
frames per second, which is 8% faster than the original LPV technique.

1. Introduction

Realistic real-time illumination has been an important field
of research in computer graphics and games for a long time.
One large subset of real-time rendering techniques are dedi-
cated to providing realistic local illumination. There are also
techniques that try to model various aspects of global illumi-
nation, for example diffuse indirect lighting.

Unfortunately the nature of global illumination makes it
computationally difficult to achieve in real-time. As such it
is common for techniques targeted at real-time applications
to use rather crude approximations or to rely on preprocess-
ing. One problem with techniques relying on preprocessing
is that they are usually static. The introduction of dynamic
changes of the environment would require the preprocessing
to be redone in order to retain correct illumination.

Light Propagation Volumes [Kap09] (LPV) is a technique
which approximates global illumination, specifically diffuse
indirect lighting, without any preprocessing stage, in real-
time. While LPV runs in real-time, the uniform grid repre-
sentation does limit the scalability. In order to achieve a more
detailed and accurate result, the grid resolution would have
to be increased. Unfortunately this also means that it would
require more iterations to propagate the light throughout the
scene. Such a high resolution representation would also be
wasteful in any part of the scene which has no or relatively
uniform geometry.

This paper proposes to use a full octree, where all nodes
are allocated, instead of a uniform grid, to create a more effi-

cient and scalable technique. We further investigate the pos-
sibility of using multiple fully dynamic point light sources
instead of a single directional light source as used in the orig-
inal LPV technique. Our approach incorporates omnidirec-
tional point lights as the primary light sources and a dense
octree implementation as the data structure. We present re-
sults that compare performance to an LPV implementation
with a uniform grid and omnidirectional point lights.

2. Previous work

The LPV process is performed in four distinct steps. The
scene is first rendered from each light source into reflective
shadow maps [DS05]. The texels in these reflective shadow
maps are then used to represent virtual point lights. After the
reflective shadow maps have been created the contributions
of the virtual point lights are injected into a uniform three
dimensional grid. The grid encodes light color, intensity and
direction as two-band spherical harmonics. After the injec-
tion stage these initial values in the grid are then propagated
throughout the rest of the grid using an iterative process. In
each iteration each grid element receives a contribution from
each of the grid elements immediately surrounding it. The
accumulated result of all the propagation iterations is then
sampled during rendering to illuminate the final image.

LPV was extended with Cascaded LPV [KD10], which re-
places the single uniform grid with multiple such grids with
different density, positioned relative to the camera. These
grids all have the same resolution, but because of the dif-
ferent densities they have different extents in the scene. A
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Propagation

Rendering

MergingDownsampling Propagation
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Light injection

Light injection
Traditional LPVs

Octree LPVs

Figure 1: An overview of the steps included in the octree based and the traditional light propagation volumes technique. The
steps are divided into those that are the same for both techniques and those that need to be implemented specifically for one
particular technique.

high density grid is used close to the camera providing high
detail close to the viewer while gradually lower density grids
are used further away from the camera.

The data structure used in CLPV is in some ways very
similar to that of the octree light propagation volumes which
is presented in section 3. Both use multiple overlapping
grids. The difference is that CLPV uses a small preset
of grids which all have the same resolution. Octree LPV
(OLPV) uses more volumes but with different resolutions.
In CLPV the different grids also cover a differently sized
area in world space, while OLPV grids all span the same
volume, no matter their resolution. Also, CLPV does not
need any separate grid to maintain the structure of the dif-
ferent grids. CLPV aims to prioritize spatial proximity to the
viewer when it comes to the quality and accuracy of the tech-
nique. In this paper we focus instead on proximity to scene
geometry and reflected indirect light instead.

Subsurface LPV [rea11] instead approximates the effects
of subsurface light scattering by usilizing a structure iden-
tical to LPV. It also introduces a new method for injecting
point lights into an LPV which is adapted by OLPV.

Sloan et al. [SKS02] introduced the concept of storing
pre-computed indirect illumination using spherical harmon-
ics. LPV uses this concept and in our implementation we use
the first two bands of spherical harmonics to store light flux.

Crassin et al. [ea11] present a technique for real-time in-
direct illumination that uses octrees. Their technique uses
a more complex sparse pointer based octree, resulting in
more complex memory access patterns than our dense oc-
tree method.

3. Algorithm

There are essentially two important parts of the octree data
structure. First and foremost are the octree levels themselves.
These store the actual data, but have no information about
the current structure of the octree. Then there is the index
volume. It complements the octree levels by keeping track of
how to index the octree levels and what structure the octree
currently has. To create the initial light contribution, omni-
directional light sources are rendered into six RSMs. These

RSMs are converted to Virtual Point Lights which have their
light propagated through the octree. The steps involved in
this technique compared to the original technique are illus-
trated in Figure 1.

3.1. Octree Representation

We use a full octree which allocates memory for all nodes
that could possibly exist down to a pre-defined level. By en-
suring that this memory is laid out linearly, it is possible to
compute the index or address for any node in the tree. Such
a representation is highly inefficient with regard to memory
usage if the represented data is sparse. It is however suit-
able in cases where the larger nodes represent a more coarse
representation of the data.

Because of the ease of use and the very straightforward
representation on the GPU, a full octree representation has
been chosen to replace the light propagation volumes from
the original technique. This imposes an additional cost in
GPU memory but has the benefit that each individual level
of the octree is just a uniform grid which is relatively easy
to work with. There will essentially be several overlapping
light propagation volumes of different resolutions covering
the same scene.

In order to simplify the description of these octrees a basic
notation is proposed. An octree is assigned a size, or resolu-
tion n, which should be a power of two n = 21,22, . . . . Given
an octree that corresponds to a n⇥ n⇥ n light propagation
volume, the highest resolution level of that octree also has
the size n⇥ n⇥ n. This level is the first level, or level i = 0.
There are a total of l = log2 n+ 1 levels in such an octree,
i = 0, . . . , l � 1. Since every level of the octree is a three di-
mensional grid it can be indexed using three indices, x̂, ŷ
and ẑ. Along with a level index i in which these indices are
used they uniquely denote a single element in the octree. The
indices are defined within the range x̂, ŷ, ẑ 2 [0, . . . , n

2i ]. The
notation Oi(x̂, ŷ, ẑ) denotes the grid element on octree level i
at (x̂, ŷ, ẑ).

As a complement to the full octree representation a sep-
arate index volume can be introduced. The index volume
would store integer indices instead of spherical harmonics.
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Figure 2: A two dimensional slice of a flattened index vol-
ume, three levels of a full octree and the resulting sampling.

This volume is denoted I. It could be represented as just an-
other three dimensional structure of the same size n as O0.
Unfortunately, such a representation requires some quite in-
efficient operations to be added to the propagation step. In
order to avoid this, a hierarchy of such structures is used
instead. These are laid out in the same way as the data
storage structures themselves and can be denoted Ii where
i= 0, . . . , l�1, just as for the data itself. It is also indexed us-
ing the same coordinates (x,y,z) as the data. Each element in
the index volume is an integer index Ii(x,y,z) = 0, . . . , l �1,
originally initialized to l�1. This index is the number of the
octree level to sample for a particular volume in world space.
It will be populated with values during several of the steps
performed throughout the technique. Details of this will fol-
low later. During the sampling, the world position is then
mapped to an element in the index volume. The value in the
index volume is then used to do a second mapping into the
correct octree level. The complication with this representa-
tion is that there are l index volume elements that could be
picked for each world space position, one from each level i.
To solve that, the element containing the minimum value is
used.

An index volume I, with the levels Ii, i = 0, . . . , l � 1
where I0 has size n ⇥ n ⇥ n, is considered to have size
n. It can be indexed using the coordinates (x,y,z) where
x,y,z 2 [0, . . . ,n�1] according to:

I(x,y,z) = min
i

Ii

⇣ x
2i ,

y
2i ,

z
2i

⌘

The resulting sampling in the octree corresponds to
OI(x,y,z)(

x
2I(x,y,z) ,

y
2I(x,y,z) ,

z
2I(x,y,z) ). This is illustrated, using a flat

visualization of the index volume, in Figure 2. Such a sam-
pling is additionally given the simplified notation:

S(x,y,z) = OI(x,y,z)(
x

2I(x,y,z)
,

y
2I(x,y,z)

,
z

2I(x,y,z)
) (1)

There are several possible ways to use the proposed octree
structure to replace an LPV. In this project it was chosen that
the propagation of the injected light should be performed in-
dividually on each level of the octree. This allows the LPV
propagation scheme to be used almost without any modifi-
cations in the octree representation. On first sight this may
seem wasteful compared to just propagating on the highest

resolution level, as in the original technique. However, the
elements of the other levels in the octree cover a larger vol-
ume in world space. As a result the light on those levels will
propagate further during each iteration. This allows the more
detailed levels of the octree to be used to light the parts of
the scene close to where the light was first injected. This will
often be the areas where that light still has high enough in-
tensity to be clearly visible. On the other hand, parts of the
scene further away from this reflected light are unlikely to
be hit by much indirect lighting. Because of that, those parts
can be safely lit using a more coarse approximation of the
indirect lighting.

3.2. Light Injection and Downsampling

Parts of the LPV technique were implemented using CUDA.
CUDA was chosen to perform the light injection and light
propagation in the place of shaders. Among other things this
requires a different approach to light injection then the point
based rendering used in the original papers [Kap09, KD10].
It also relies upon efficient sharing of memory between the
GPGPU processing and the shaders.

Light is injected into the octree level O0 in the exact same
way as in the original technique. Each element Oi(x,y,z),
i = 1, . . . , l �1 will cover exactly the same volume in world
space as a specific set of eight elements from Oi�1. These
elements are Oi 1([2x,2x + 1], [2y,2y + 1], [2z,2z + 1]). In
order to maintain a uniform range of light intensities in all
octree levels, each element in Oi is populated by simply av-
eraging the corresponding eight elements from Oi�1:

Oi(x,y,z) =
1
8

2x+1

Â
x̂=2x

2y+1

Â
ŷ=2y

2z+1

Â
ẑ=2z

Oi�1(x̂, ŷ, ẑ) (2)

The process of populating the layers i 6= 0 using the above
averaging formula is called the downsampling step. It is con-
sidered as a separate step, since it is done after, and com-
pletely without any interaction with the injection step.

3.3. Propagation

After the injection and downsampling steps the octree con-
tains an initial distribution of the diffuse reflected light in the
scene. The index volume generally gives lower values close
to geometry and higher values in empty areas. The next task
is to allow this initial light distribution to propagate through-
out the scene.

The propagation is done individually on each level of the
octree. Each level is propagated in the same way as the single
level was propagated in the original technique. But because
of the hierarchy of the octree, light on lower levels of the oc-
tree is propagated further each iteration and can thus achieve
coverage of the entire scene using much fewer iterations.

We use the light propagation scheme described by Ka-
planyan and Dachsbacher [KD10], because it has better the-
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Pre−render scene node
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Figure 3: Diagram showing the structure of the scene
graph used in the real-time implementation. Non-essential
branches have been omitted. Nodes marked with a star (*)
and diverging incoming arrows, may exist in multiple copies
for each parent node.

oretical coverage. This includes maintaining a separate grid
that contains the geometry of the scene.

3.4. Merging and Rendering

After the propagation, the scene can be rendered as in the
original technique, with the exception that the sampling
scheme from Equation 1 must be used. This is however not
practical, since it would require the rendering pipeline to
have access to, and be able to read both all the levels of
the octree Oi, and all the levels of the index volume Ii. To
avoid this an additional merge step is introduced. It stores all
the sampled values using S(x,y,z) into a single traditional
n⇥n⇥n LPV M where:

M(x,y,z) = S(x,y,z)

Once the merge step has been completed the result is just
a single LPV that works in the exact same way as in the
traditional technique. This also makes it possible to use the
exact same rendering step as in the traditional technique.

3.5. Real-Time Implementation

A scene graph is used to put together the rendering passes
and the setup is shown in Figure 3. The pre-render branch
is responsible for performing all the steps of the technique
from the creation of the RSMs to the merging step. Note that
it does not perform the actual rendering. That is done in a
separate branch, the rendering branch. Both these branches
eventually end up in the main scene node which contains the
loaded Sponza model.

Figure 4: Samples of rendered images using the real-time
implementation. The leftmost image shows only indirect il-
lumination without any textures. The center image shows in-
direct illumination but with textures. The rightmost image
shows the final rendering with both direct light, indirect light
and textures. Note that the effect of indirect lighting has been
slightly exaggerated in these images.

4. Results

We have implemented our algorithm using OpenSceneGraph
with osgCompute and CUDA. The final version of the real-
time implementation has been manually tuned both based
on visuals, performance and simulated results. This version
uses a total of k = 4 iterations, since further iterations no
longer contributes visually to the resulting intensity levels.
The octree has a size of 323 and the RSMs have resolution
1024⇥1024, while the effective resolution with regard to the
LPV technique is 256⇥ 256. The volume is sampled only
once in each 4⇥4 region. This allows for high quality shad-
ows while maintaining reasonable performance during light
injection. In our implementation the parameters for propaga-
tion are based on those used in NVIDIA’s implementation of
CLPV from [Cor0]. The propagation factor is set to p = 3. A
rendering using our technique of the Sponza dataset is shown
in Figure 4. Figures 5, 6 and 7 show the full version, and
other examples.

Figure 5: The sponza scene rendered using only indirect
illumination and without any diffuse texturing. Note that the
indirect lighting has been slightly exaggerated in this image.

There are small intensity variations between levels of the
octree, but these have little visual impact on the final image.
Also, light can propagate further in the lower levels of the
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Figure 6: The sponza scene rendered using only indirect
illumination but with diffuse texturing. Note that the indirect
lighting has been slightly exaggerated in this image.

Figure 7: The final rendering of the sponza scene with both
direct and indirect illumination and diffuse texturing. Note
that the indirect lighting has been slightly exaggerated in
this image.

octree leading to a slightly higher overall ambient lighting of
the scene. Again this has minimal impact on the final image.

4.1. Error Measurement

There are a variety of ways to measure errors of the type of
data contained in an LPV. Here we measure the average pair-
wise error between two spherical harmonics vectors ae and
be. The infinity norm ||v||1 = max

i
vi, or max norm, of the

vectors is used to calculate the errors. Both the absolute error
||ae �be||1 and the relative error ||ae�be||1

||ae||1 is considered.

Each element in the octree can be denoted by four in-
dices, the octree level i and the coordinates within that level
(x,y,z). For each such element i 6= 0, it is possible to cal-
culate an averaged value from the corresponding elements
from level i�1 according to the downsampling in Equation
2. The downsampled value can be denoted Ôi(x,y,z). There
are then two error metrics, the average absolute error eabs

Figure 8: The errors measured after each iteration during
a simulation. Both the average absolute errors and the aver-
age relative errors are presented.

and the average relative error erel of all elements in the oc-
tree i 6= 0. They are defined according to:

eabs =
7

8l �8
·

l�1

Â
i=1

Â
p2Oi

||Oi(p)� Ôi(p)||1

erel =
7

8l �8
·

l�1

Â
i=1

Â
p2Oi

||Oi(p)� Ôi(p)||1
||Oi(p)||1

In the above expressions, 7
8l�8 is the inverse of the com-

bined number of elements in O1, . . . ,Ol�1, derived from the
geometric sum, and p = (x,y,z).

We have created a simulator that models just the light
propagation. The two metrics eabs and erel are the primary
error measurements calculated by the simulator. It calcu-
lates the values for both of them after each iteration during
the propagation. Figure 8 shows the errors for a simulation
closely corresponding to the situation in the real-time imple-
mentation. This shows that the average relative error gener-
ally increases steadily up until approximately 20 iterations.
After that it is essentially constant. This is simply because
there is no noticeable light intensity left in the buffers at
that point. This causes the accumulation buffer to remain the
same after each iteration. The average absolute error exhibits
a less erratic behaviour. It also stops increasing much sooner
then the average relative error.

It makes sense for the errors to be increasing gradually
each iteration. After all, during the downsampling, the val-
ues of Oi are chosen to be exactly that of Ôi. Each itera-
tion then introduces a small error compared to what a newly
downsampled value would give. This makes O diverge from
Ô more and more until they stop changing. Using fewer iter-
ations will result in less coverage by high resolution levels of
the octree. At the same time it will also result in less diver-
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gence from the ideal light distribution. Using many iterations
can however void the problem with the higher divergence
to some extent since the final solution would instead con-
tain more of the higher resolution levels of the octree, and
specifically O0. Along with the related performance consid-
erations it is still a trade off between speed, accuracy and
visual quality.

4.2. Performance

The original LPV technique theoretically needs k = 32 it-
erations in order to propagate light throughout the entire
volume, even though k = 16 iterations is often more then
enough in practice. Using the OLPV technique, this num-
ber was lowered to k = 4. The intention is that this decrease
should be able to more than make up for the added time to
manage the more complex data structure.

All of the performance data in this section is generated
on a computer with an NVIDIA GeForce GTX 480 graphics
card. The focus has been on the newly added steps that are
closely tied to the octree representation. This also includes
modifications to previously existing steps from the original
technique which were required for compatibility with the
new octree structure. This includes the downsampling, prop-
agation and merging steps, but generally not the creation of
RSMs, light injection or the final rendering.

To ensure that timings were accurate, the CUDA kernels
were run with CUDA_LAUNCH_BLOCKING=1 to disable
asynchronous kernel launches. This only ensures that CUDA
kernels are not asynchronous, so other CUDA operations and
OpenGL operations could run synchronously. We rendered
500 frames and timing results are shown in Table 1.

Table 1 shows that the OLPV technique outperforms tradi-
tional LPV by 8%. The propagation is the stage of the tech-
nique which experiences the highest increase in speed, al-
most 60%. This follows from the decrease in iterations from
k = 16, when using the uniform implementation, to k = 4,
when using the octree implementation. This speed increase
is partially countered by the addition of the downsampling
step, the merge step and managing the index volume.

The NVIDIA implementation of CLPV [Cor0] reaches a
frame rate of between 60 and 80 frames per second with
similar settings, but with a single directed light source. This
equals a single RSM, rather than the 18 that are used in the
implementation in this project.

5. Future Work

There are several possible improvements to the OLPV tech-
nique. Currently there is only one propagation factor for the
entire octree. Analytically computing separate propagation
factors for each level of the octree would give a more realis-
tic propagation in the lower levels. Also propagating light on

the lowest level of the octree instead on each level could im-
prove performance and enable investigation of more sparse
octree representations.

The biggest performance gain could be achieved by us-
ing a more efficient implementation of the light injection,
such as point based light injection. Several optimiziations
of the CUDA implementation are possible. Including mak-
ing better use of local, shared and texture memory instead
of global memory, ensuring memory access is optimized for
cache access, and optimizing branching within warps to en-
sure threads are less divergent.

6. Conclusion

The paper presented a new technique for Light Propagation
Volumes using octrees. It uses a representation based on full
octrees and adds a so called index volume which keeps track
of which level of the octree to use for each part of the scene.
On top of the original technique and the new octree represen-
tation, the technique also adds new steps of downsampling
the injected light and merging the octree into a traditional
uniform LPV. Also light is injected from omnidirectional
point light sources rather than just directional light sources.

With more restricted usage of RSMs and careful artist
control of the scene, we believe that this technique could be
used for real-time global illumination effects in games.
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Octree (ms) Uniform (ms)
Part Count Average Total Diff Average Total
Frame 500 106 53193 -4801 115 57994
RSMCreate 9000 0 3053 316 0 2737
GVClear 500 1 671 -50 1 721
GVInject 1500 10 15593 -110 10 15703
GVDownsample 500 0 55 55 - -
IXClear 500 5 2923 2923 - -
LPVClear 500 8 4461 270 8 4191
LPVInject 1500 13 19929 -2884 15 22813
LPVDownsample 500 0 142 142 - -
LPVPropagate 500 7 3788 -5615 18 9403
LPVMerge 500 0 39 39 - -
Total -4914

8.28%

Table 1: Data specifying the amount of times each part of the technique was executed and how long these executions took, both
in total and on average. The data is presented both for the octree based implementation and the implementation using uniform
light propagation volumes.
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Abstract
In this paper, we study and analyze seven state-of-the-art volumetric illumination methods, in order to determine
their differences with respect to the underlying theoretical mathematical models and numerical problems poten-
tially arising during implementation. The chosen models are half angle slicing, directional occlusion shading,
multidirectional occlusion shading, shadow volume propagation, spherical harmonic lighting, dynamic ambient
occlusion and progressive photon mapping. We put these models into a unified mathematical framework, which
allows them to be compared among each other as well as to the global volume rendering equation. We will discuss
the mathematical differences of the compared models and describe the numerical implications of the simplifica-
tions made by each method.
Categories and Subject Descriptors:I.3.3 [Computer Graphics]: Picture/Image Generation - Display Algorithms;
I.3.7 [Computer Graphics]: Three-dimensional Graphics and Realism

.

1. Introduction

Volumetric data sets are acquired in many scientific dis-
ciplines, and direct volume rendering (DVR) is frequently
used to transform them into images. In recent years, several
interactive volumetric illumination methods have been pro-
posed in order to improve the perceptual qualities of DVR
images. All of these methods are based on an optical model
which maps data values in a volumetric data set to optical
properties, such as color and opacity. Thus, these models
describe how light particles inside the volume are gener-
ated, reflected or scattered, and simulation of multiple scat-
tering, volumetric shadows and color bleeding are some of
the effects that can be created by these advanced illumina-
tion methods.

In this paper, we analyze the underlying mathemati-
cal models of seven state-of-the-art volumetric illumination
methods. We put all these models into a unified mathemati-
cal framework and compare them with respect to their math-
ematical simplifications, which are usually made in order to
decrease rendering times. This enables us to compare the
features of volumetric illumination methods by comparing
their mathematical components to a reference model that in-
cludes all illumination features.

The illumination models that have been selected to be
analyzed in this paper are half angle slicing [KPHE02],
directional occlusion shading [SHB∗08], multidirectional
occlusion shading [SPBV10],shadow volume propaga-
tion [RDRS10], spherical harmonic lighting [KJL∗12], dy-
namic ambient occlusion [RMSD∗08] and progressive pho-
ton mapping [HOJ08]. These methods are selected based on
their novelty, the number of citations as well as actual spread
in real-world applications [LR11].

The paper is structured as follows. In the next section we
will review work related to our approach. In Section 3 we
will go through the volume rendering integral and introduce
the unified mathematical framework that will be used to de-
scribe the mathematical models of the selected DVR tech-
niques. In Section 4, we discuss the details on how to de-
scribe the selected illumination models within the unified
mathematical framework. Section 5 contains a discussion
of the different equations (models), the difference between
them and what impact the mathematical simplifications have
on the possible illumination effects. Finally, Section 6 con-
cludes by summarizing the results.

2. Related Work

In recent years several interactive volumetric illumination
models have been proposed [JSYR13]. In this work we
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have chosen to study seven models that are representatives
from each group of direct volume rendering techniques. We
refer to [JSYR13, KFC∗10, GJJD09] for a comprehensive
overview of the methods and here mainly focus on related
work in other areas.

A perceptual comparison of the images generated by
many of the methods used in this work has been analyzed by
Lindemann et al. [LR11]. Other perceptual studies include
the work of Wanger et al. [WFG92], which investigated spa-
tial relations in images and concluded that, for instance,
shadows and perspective were important cues. Hubona et
al. [HWSB99] studied the perception of relative position and
size of objects in 3D space and found that, for instance, the
use of shadows increase the accuracy of object positioning,
but not the speed.

Some of the work not included in this comparison are for
instance Vicinity Shading proposed by Stewart et.al. [Ste03],
which simulates illumination of isosurfaces by taking into
account neighboring voxels. Also in the area of comput-
ing occlusion are Penner and Mitchell [PM08] and Hernel
et al. [HLY07]. The formed proposed a technique to com-
pute the visibility around a voxel based on histograms and
the latter presented a technique that computes local visibil-
ity of each voxel by integrating the opacity of each voxel
in its surrounding sphere. None of the techniques presented
here utilizes splatting, which for instance Zhang and Craw-
fis [ZC02] exploit to create shadows in volume rendering.

3. Volume Rendering Equation

To be able to describe each of the analyzed model within
a unified mathematical framework, we first need to clarify
the notation for the volume rendering equation consider-
ing global illumination. The following mathematical deriva-
tion of the volume rendering equation builds upon the work
of Jensen and Jarosz et al. [JC98, Jar08], as it is a widely
accepted notation for describing optical models. Light that
travels through a participating medium is affected by emis-
sion, in-scattering, absorption and out-scattering. By taking
these four terms into account, the change in radiance in di-
rection ~ωo at the point x can be described by:

(~ωo.5)L(x, ~ωo) =−σa(x)L(x, ~ωo)−σs(x)L(x, ~ωo)

+σa(x)Le(x, ~ωo)+σs(x)Li(x, ~ωo).
(1)

Here ~ωo is the viewing direction, σa(x) and σs(x) are the ab-
sorption and scattering coefficients, Le(x, ~ωo) is the emitted
radiance and Li(x, ~ωo) is the in-scattered radiance. Integrat-

ing both sides of the Equation 1 along a straight path gives
us the following integral:

L(x, ~ωo) = L(x0, ~ωo)τ(x0,x)

+
∫ x

x0

τ(x′,x)σa(x′)Le(x′, ~ωo)dx′

+
∫ x

x0

τ(x′,x)σs(x′)Li(x
′, ~ωo)dx′.

(2)

Li(x
′, ~ωo) =

∫
Ω

f (x′, ~ωi, ~ωo)L(x′, ~ωi)dωi,

where L(x, ~ωo) is the radiance scattered from point x inside
the volume in direction ~ωo (the viewing direction), x0 is the
point behind the medium (the end point of the viewing direc-
tion), and ~ωi is the incoming direction (towards the point).
τ(x,x′) is the transmittance, which gives us the fraction of in-
cident light that can travel unobstructed between two points
x and x′ in the medium along the straight line, and can be
computed by the following equation:

τ(x,x′) = e−
∫ x

x′κ(t)dt , (3)

where κ(x) = σa(x)+σs(x) is the extinction coefficient. The
term

∫ x
x′κ(t)dt is called optical thickness or optical depth.

Equation 2, which is the integral form of the radiative
transfer equation, is called the volume rendering equation.
The first term of the equation is the reduced surface radi-
ance, the second term is the accumulated emitted radiance
and the last term represents the accumulated in-scattered ra-
diance inside the medium. We use the notation derived in
this section to integrate the selected volumetric illumination
models into a unified mathematical framework.

4. Unified Mathematical Framework

In this section the derivation of mathematical models for
each of the seven chosen direct volume rendering techniques
will be discussed in detail.

4.1. Half Angle Slicing

Half angle slicing is a slice-based approach introduced by
Kniss et al. [KPHE02]. This model captures the appearance
of translucency by approximating multiple scattering. Scat-
tering effects can be fully captured using Equation 2 when
taking the incoming light from all directions into account.
However, this is generally expensive and the Half Angle
Slicing method therefore makes an approximation by assum-
ing that the light only scatters in forward direction. More
specifically, the light is assumed to propagate within a cone
in the direction of the light source only, instead of consider-
ing the incoming light from all directions.
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The model can be expressed using the following equation:

L(x, ~ωo) = L(x0, ~ωo)τ(x0,x)

+
∫ x

x0

τ(x′,x)σs(x′)Li(x
′, ~ωo)dx′.

Li(x
′, ~ωo) =

∫
Ω

f (x′, ~ωi, ~ωo)L(x′, ~ωi)d~ωi.

(4)

We can imediately see that the emission term is removed
when comparing it to Equation 2. The change that enforces
forward scattering is less obvious and comes from limiting
the evaluation of L(x′, ~ωi) to only consider incoming light
directions within a cone with an apex angle θ in the direction
of the light source, which in turn is enabled by assuming a
cone phase function:

f (x′, ~ωi, ~ωo) =

{
1

2π·(1−cos(θ)) if ~ωi · ~ωl < cos(θ)
0 otherwise.

, (5)

where wl is the light direction.

4.2. Directional Occlusion Shading

Directional occlusion shading is a method that is able to cre-
ate soft shadow effects of ambient occlusion. Similar to Half
Angle Slicing, a specialized phase function is used to de-
rive an occlusion factor. This phase function is known as a
backward-peaked cone phase function of user specified aper-
ture angle.

This model can be described by the following equation:

L(x, ~ωo) = L(x0, ~ωo)τ(x,x0)

+
∫ x

x0

τ(x,x′)σs(x′)Li(x
′, ~ωo)dx′.

Li(x
′, ~ωo) = Lb

∫
Ω

τ(x′,x′0) f (x′, ~ωi, ~ωo)d~ωi.

(6)

When comparing the above equation to Equation 2 we can
see that the emission term is dropped and a term Lb = 1 is
introduced, which represents the constant background inten-
sity. Ω is also limited to the angles covered by the backward-
peaked cone phase function, expressed using the following
equation:

f (x′, ~ωi, ~ωo) =

{
1

2π·(1−cos(θ)) if ~ωi · ~ωo < cos(θ)
0 otherwise.

,

(7)

4.3. Multidirectional Occlusion Shading

This method extends the directional occlusion shading tech-
nique allowing the light source to be placed anywhere within

the hemisphere defined by the view vector. Even though it
in practice and implementation wise is different from di-
rectional occlusion shading they are actually theoretically
equivalent in our formulation. Thus, Equation 6 is also used
to describe the light propagation together with the same cone
shaped phase function in Equation 5.

4.4. Shadow Volume Propagation

Shadow volume propagation is an illumination model that
supports scattering and shadowing effects. However, in or-
der to have hard shadow borders that results in improvement
of depth perception, the shadow computation is decoupled
from scattering [RDRS10]. In addition, similar to Kniss et
al. [KPHE02] the in scattered radiance is calculated by blur-
ring the incoming light within a given cone centered about
the incoming light direction instead of considering the scat-
tering of light coming from all directions on the unit sphere.

This model can be specified using the following equation:

L(x, ~ωo) = L(x0, ~ωo)τ(x,x0)

+
∫ x

x0

τ(x′,x)Le(x′, ~ωo)dx′

+
∫ x

x0

τ(x′,x)Li(x
′, ~ωo)dx′.

Li(x
′, ~ωo) = λ(L(x′, ~ωl))

∫
Ω

f (x′, ~ωi, ~ωo)γ(L(x′, ~ωi))d~ωi,

(8)

where γ(L(x′, ~ωi)) and λ(L(x′, ~ωl)) are the functions that re-
turn the chromaticity and luminance, respectively.

As mentioned earlier, in order to generate hard shadow
borders, the blurring does not apply to luminance part of the
incoming light direction. In order to blur chromaticity, they
use a strongly forward-peaked phase function:

f (x′, ~ωi, ~ωo) =

{
C.(~ωi. ~ωo)

β if ~ωi. ~ωo < cos(θ);
0 otherwise.

The phase function is a Phong lobe whose extent is con-
trolled by the exponent β and restricted to the cone angle θ

which is used to control the amount of scattering. The con-
stant C is chosen with respect to β.

4.5. Spherical Harmonic Lighting

Using several light sources and moving them can be chal-
lenging with respect to performance in DVR. Spherical har-
monic lighting techniques allow different types of dynamic
light sources to be used without increasing the computa-
tional burden much. Real time performance is achieved by
decoupling visibility information and the light information.
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This illumination model can be expressed using the fol-
lowing equation:

L(x, ~ωo) = L(x0, ~ωo)τ(x0,x)

+
∫ x

x0

τ(x′,x)Le(x′, ~ωo)dx′

+
∫ x

x0

τ(x′,x)Li(x
′, ~ωo)dx′.

Li(x
′, ~ωo) =

∫
Ω

f (x′, ~ωi, ~ωo)La(x0, ~ωi)VR(x
′,−~ωi)d~ωi.

VR(x
′, ~ωi) = τ(x′,x′+R~ωi).

(9)

Here, R is the distance from x′ in direction of ~ωi, and a spher-
ical harmonic basis function is used to store visibility infor-
mation, VR(x′, ~ωi), and the radiance distribution La(x0, ~ωi).
VR(x′, ~ωi) estimates the local visibility and shows how much
of the incoming light reaches the point x′ in direction ~ωi. Ef-
ficient rotation in the spherical harmonic basis is enabled by
assuming that an isotropic phase function:

f (x′, ~ωi, ~ωo) =
1

4π
.

Spherical harmonics (SH) are orthonormal basis defined
over the unit sphere S2, where the 2D domain can be seen as
the set of all possible directions. They allow both the visibil-
ity and lighting to be projected into spherical harmonic basis
functions. In this case the original functions can be approxi-
mated as:

La(x0, ~ωi) =
n

∑
l=0

l

∑
m=−l

Ll,mY m
l (~ωi)

VR(x
′, ~ωi) =

n

∑
l=0

l

∑
m=−l

Vl,mY m
l (~ωi),

(10)

where Y m
l are the spherical harmonics basis functions by the

degree l and order m with l ≥ 0 and −l ≤ m ≤ −l. The co-
efficients are calculated using the following equation:

Ll,m =
∫

S
LY m

l (~ω)d~ω

Vl,m =
∫

S
VY m

l (~ω)d~ω.
(11)

In order to find a function approximation of a finite num-
ber of coefficients the outer sum in 10 is truncated. For inter-
active purposes no more than nl ≤ 3 is being used, resulting
in 16 coefficients. Orthonormality of the SH basis function
provides us with efficient integral evaluation of in-scattered
radiance (Li) in equation 9. We can compute the integral

using truncated SH expansions La(x0, ~ωi) ≈ L(x0, ~ωi) and
VR(x0, ~ωi)≈V (x0, ~ωi) as:

Li(x
′, ~ωo) =

1
4π

n

∑
l=0

l

∑
m=−l

Ll,mVl,m (12)

The implementation of the method uses a pre-processing
stage, where local visibility is projected into the spherical
harmonics space and then global visibility spherical harmon-
ics expansions are computed by integrating the stored local
visibility. The lighting environment is projected into spheri-
cal harmonic space as well. Equation 12 is evaluated at each
step along the ray during ray casting in order to compute the
radiance reaching the eye.

4.6. Dynamic Ambient Occlusion

Although the naming of this technique implies support for
ambient occlusion only, it also provides an approximation of
color bleeding.

The mathematical model can be described as follows:

L(x, ~ωo) = L(x0, ~ωo)τ(x0,x)

+
∫ x

x0

τ(x′,x)Li(x
′, ~ωo)dx′

Li(x
′, ~ωo) =

∫
Ω

∫ (x′+R~ωi)

x′
|x′− x′′|σa(x′′)dx′′d~ωi.

(13)

In order to find the in-scattered radiance Li for a the posi-
tion x′, the scattering of light coming from all directions on
the sphere with radius R is considered. Li is approximated
numerically by integrating the occlusion over all the voxels
lying in a distance R from x′, weighted based on their dis-
tance and their absorption coefficient.

4.7. Progressive Photon Mapping

Progressive photon mapping (PPM) is a volume rendering
technique proposed by Hachisuka et al. [HOJ08] and later
reformulated by Knaus et al. [KZ11]. PPM naturally inherits
the properties of standard photon mapping by Jensen [Jen96]
and is thus capable of rendering complex illumination in par-
ticipating media and in practice can be used to create un-
biased renderings. Thus, Equation 2 can be solved without
any simplifications, although the emission term is usually
not solved using photon mapping.

The progressive photon mapping formulation by Knaus et
al. [KZ11] is based on a probabilistic analysis of the error
stemming from using a kernel radius to represent the photon
extent. The variance (noise) and expected value (bias) of this
error are studied. The main idea of PPM is to reduce both
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variance and expected error continuously by averaging the
results generated using independent photon maps.

The average error of the photon map radiance estimate
over N samples can be expressed as:

ε̄N =
1
N

N

∑
i=1

εi, (14)

where εi represents the error of radiance estimation in the
pass i.

Convergence can be achieved by making sure that both the
noise and bias goes to zero simultaneously as the number of
passes goes to infinity (N→∞):

Var[ε̄N ]→ 0

E[ε̄N ]→ 0,
(15)

where

Var[ε̄N ] =
1

N2

N

∑
i=1

Var[εi]

E[ε̄N ] =
1
N

N

∑
i=1

E[εi].

(16)

The main idea of PPM is to increase the variance in each step
such that in average it still goes to zero. This will decrease
the radius used for radiance estimates, which leads to a re-
duction of the expected error. Thus, there will be a trade-off
between noise and bias in the radiance estimation.

5. Discussion

Comparing the half angle slicing mathematical model to
Equation 2, the volume rendering integral, it is clear that
the half angle slicing model assumes that particles inside
the volume do not emit light. In addition, it only considers
the incoming light within a cone in the direction of the light
source when computating the in-scattered radiance. The as-
sumption of forward scattering and the use of a specialized
cone shaped phase function allow it to be implemented using
a sweeping pass in the light direction.

Our derivation of the directional occlusion shading math-
ematical model shows that it is a specialization of the half
angle slicing method and therefore inherits the same prop-
erties, i.e. the medium does not emit light and scatters light
only in directions within a cone. The main difference is that
the light direction must be aligned and point in the opposite
view direction. Also, it only takes into account first order
scattering and the in-scattered radiance is the attenuated con-
stant background radiance scaled by the cone-shaped phase
function. This model is capable of producing soft shadow
effects of ambient occlusion.

As mentioned earlier, multidirectional occlusion shading
is an extension of the directional occlusion shading model
but in this model the light can be placed anywhere within
the hemisphere defined by the view vector. A different nu-
merical evaluation of the cone-shaped phase function make
this possible, we refer to [SPBV10] for details.

The shadow volume propagation model is also similar to
the mathematical model of half angle slicing. Both mod-
els solve the in-scattered radiance numerically by blurring
the incoming light within a cone centered on the incom-
ing light direction instead of considering the scattering of
light coming from all directions on the unit sphere. How-
ever, shadow volume propagation decouples the chromatic-
ity and luminance when computing the in-scattered radiance.
Blurring applied to the chromaticity part, while the lumi-
nance is used directly without blurring. This produces hard
shadow borders, which is shown to improve the depth per-
ception [RDRS10].

The mathematical model of the spherical harmonic light-
ing [KJL∗12] differs in that it assumes an isotropic phase
function and assumes single scattering. The isotropic phase
function allows the discretization of the mathematical model
to use rotation properties of the spherical harmonic basis
function in an efficient manner. Furthermore, by using the
spherical harmonic basis functions to represent visibility and
radiance separately, the light sources can be changed with-
outh recomputing the visibility.

Dynamic ambient occlusion approach is restricted to cap-
ture light interactions between adjacent voxels only since,
in order to compute in-scattered radiance at a given voxel x,
it only considers the voxels that lying in a certain distance
from x. This model is the only model among other studied
advanced illumination techniqus in this paper that the whole
dataset does not affect the lighting in it.

6. Conclusion

We chose seven direct volume rendering approaches to study
in this paper from several advanced illumination models that
have been proposed recently. Three of them are slice-based
techniques and the other ones can be combined with ray-
casting based methods. The selected models are half angle
slicing, directional occlusion shading, multidirectional oc-
clusion shading, shadow volume propagation, spherical har-
monic lighting, dynamic ambient occlusion and progressive
photon mapping.

The mathematical model for each of the chosen illumi-
nation models has been derived. One can easily notice the
differences of these models as they are written using a con-
sistent mathematical formulation. Also, we can figure out
the conditions and assumptions of each of these models by
comparing their mathematical models with the most general
volume rendering integral.
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Abstract
Procedural textures have long been a staple of off-line
rendering, and impressive creative results have been ac-
complished by using procedural methods to their ad-
vantage. As GPU speeds and computational capa-
bilities continue to increase, procedural texturing will
likely become a useful tool also for real time render-
ing. In fact, it is already possible to generate proce-
dural patterns of considerable complexity at real time
frame rates on a modern GPU. Even on current (2013)
low-end and mobile GPUs, the programmable shading
system offers considerable processing power that often
remains largely unused. Such untapped resources could
be used for procedural patterns and procedural geome-
try computed entirely on the GPU.

This article presents the state of the art in the field.
Most of this is yet to be implemented in commercial
projects like games, VR and visualization applications.
Code for the shader examples in this article is available
under permissive open source licenses or as public do-
main software and is collected on the address:
http://www.itn.liu.se/

˜

stegu76/sigrad13

1 History of procedural shading
The concept of a surface shader, a small program to
compute the color of a surface point using the view
direction, surface normal, material properties and in-
formation on the scene illumination, has been around
for a large portion of the history of computer graphics.
The concept was formalized in the commercial prod-
uct Photorealistic RenderMan from Pixar, first released
to the public in 1989 [11, 8]. While the RenderMan
Interface was made famous by its software implemen-
tations, the original intent was to make a hardware ren-
derer, and a prototype device named RM-1 was manu-
factured and sold by Pixar for a few years in the 1980’s.
The Academy award winning Pixar short film ”Luxo

Jr.” was rendered on that custom hardware.
After Pixar abandoned their hardware renderer

project, hardware graphics rendering took off in a
different direction with Silicon Graphics’ IrisGL and
OpenGL, where real time performance took priority
over both image quality and flexibility. For a long time
there was a harsh disconnect in terms of image quality
between real time graphics, where a frame needs to be
rendered in fractions of a second, and cinematic pre-
rendered graphics, where rendering times are allowed
to extend to several hours per frame.

2 GPU procedural shading
Graphics hardware has now come to a point where the
image quality can match off-line rendering from about
a decade ago. Around 2004, programmable shading
was introduced into the hardware rendering pipeline of
mainstream GPUs, which added considerable flexibil-
ity. The line between real time graphics and off-line
rendered graphics is blurring, and GPU rendering is
now successfully used not only for real time rendering,
but also for acceleration of off-line rendering. In a way,
we have now come full circle from Pixar’s RM-1 hard-
ware in the 1980’s through a long tradition of software
rendering, and back to a focus on hardware.

Instead of traditional fixed-function lights and mate-
rials, with a predetermined, rigid computational struc-
ture and a small set of parameters to control both the
surface appearance and the illumination, programmable
shading has finally set real time graphics free of the sim-
plistic illumination and surface reflection models from
the 1980’s, and made it possible to explore more mod-
ern concepts for real time lighting, shading and textur-
ing.

To date, this new-found freedom has been used
mainly to explore better illumination and reflection
models, which was indeed an area in great need of im-
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provement. However, another fascinating area remains
largely unexplored: procedural patterns. A good review
and a long standing reference work in the field is [1].
This article is an attempt to point to the many fascinat-
ing possibilities in that area for real time applications.

3 Procedural patterns
A procedural pattern is a function over spatial coordi-
nates that for each point (u, v) on a surface describes
its color, transparency, normal direction or other sur-
face property as f(u, v). This function is defined over
a continuous domain (u, v), not a discrete set of sample
points, and contrary to a texture image it is computed di-
rectly for each surface point for each frame, rather than
sampled and stored for repeated use. While it might
seem wasteful and contrary to common sense in com-
puting to throw away previous hard work and compute
each point anew for each surface point, it offers many
clear advantages:

• No memory is required, and no memory accesses
are made. This saves bandwidth on the often con-
gested memory buses of today’s massively parallel
GPU architectures.

• Patterns can be computed at arbitrary resolution.

• Patterns can be changed by simple parameters.

• Animated patterns come at no extra cost.

• 3D and 4D functions can be used for texturing, re-
moving the need for 2D texture coordinates.

• The shader program can perform its own analytic
anti-aliasing.

Of course, there are also disadvantages:

• Not all patterns can be described by simple func-
tions.

• Creating a good procedural pattern is hard work.

• The pattern must be programmed, which takes a
very different skill than painting it or editing a dig-
ital photo. Such skill is hard to find.

• Production pipelines for real time content are
firmly set in their ways of using texture images as
assets.

• Current GPU hardware is designed to provide huge
bandwidth for texture images, making it somewhat
counter-productive not to use them.

Procedural patterns are not a universal tool, and they
are not going to replace sampled texture images alto-
gether. However, many animation and special effects
studios have seen an advantage in using procedural pat-
terns for many tasks, not least because of the ability to
easily tweak and change the appearance of any surface
in the scene late in the production process.

A modern GPU has a massively parallel architecture
with lots of distributed computing power, but with thou-
sands of computing units sharing a common memory
of limited bandwidth. To counter the imbalance, local
memory is used to implement cache strategies, but fact
remains that memory-less procedural texturing is be-
coming ever more attractive for real time use, at least
as a complement to traditional texturing. In a texture
intensive shader, the execution speed is often limited
by memory access bandwidth, and the arithmetic capa-
bilites of the GPU processing units are often not fully
utilized. Sometimes the computing power to generate
a procedural pattern is available, but remains unused.
Moreover, computations in local registers may be more
power efficient than accesses to global memory.

4 Simple patterns
Some patterns are very suitable for description as func-
tions. Stripes, spots, tiles and other periodic functions
can be described by a combination of modulo functions
and thresholding operations on the surface parameters
(u, v) or directly on the object coordinates (x, y, z).
Some examples with GLSL code are shown in Figure 1.

5 Noise
The world around us is not clean and perfect. The natu-
ral world is largely a result of stochastic processes, the
same sort of random variation is seen in manufactured
objects due to process variations, dirt and wear. Rec-
ognizing this, Ken Perlin created Perlin noise in the
1980’s [10] as a tool for adding complexity and vari-
ation to surfaces and models. Variations on his function
have seen heavy use ever since in most off-line render-
ing. Perlin noise has several nice and useful properties:

• It is fairly easy to compute.
• It is band limited and reasonably isotropic, which

makes it suitable for spectral synthesis of more
complex patterns.

• It has a well defined derivative everywhere.
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smoothstep(0.4, 0.5, max(
 abs(fract(8.0*s - 0.5*mod(
  floor(8.0*t), 2.0)) - 0.5),
 abs(fract(8.0*t) - 0.5)))

smoothstep(-0.01, 0.01,
 0.2 - 0.1*sin(30.0*s) - t)

smoothstep(0.3, 0.32,
 length(fract(5.0*st)-0.5))

s fract(5.0*s)

abs(fract(5.0*s)*2.0-1.0) mod(floor(10.0*s)
 + floor(10.0*t), 2.0)

Figure 1: Some simple procedural patterns in GLSL.

Noise by itself does not make a very interesting pat-
tern, although it can be used to generate waves and
bumps. More interesting patterns are generated by per-
forming spectral synthesis (combining noise of several
spatial frequencies), and by using color tables or thresh-
olding the result. Noise really shines when it is used to
add variation to other, more regular patterns. Some pat-
terns based on Perlin noise are shown in Figure 2.

float perlin = 0.5 +
 0.5*snoise(vec3(10.0*st, 0.0));
gl_FragColor = vec4(vec3(perlin), 1.0);

float cow = snoise(vec3(10.0*st, 0.0));
cow += 0.5*snoise(vec3(20.0*st, 0.0));
cow = aastep(0.05, n);
gl_FragColor = vec4(vec3(cow), 1.0);

float fbm=snoise(vec3(5.0*st, 0.0))
 + 0.5*snoise(vec3(10.0*st, 2.0))
 + 0.25*snoise(vec3(20.0*st, 4.0))
 + 0.125*snoise(vec3(40.0*st, 6.0))
 + 0.0625*snoise(vec3(80.0*st, 8.0));
gl_FragColor =
 vec4(0.4*vec3(fbm) + 0.5, 1.0);

float d = length(fract(st*10.0) - 0.5);
float n = snoise(vec3(40.0*st, 0.0))
 + 0.5*snoise(vec3(80.0*st, 2.0));
float blotches = aastep(0.4, d + 0.1*n);
gl_FragColor = vec4(vec3(blotches), 1.0);

Figure 2: Some Perlin noise patterns in GLSL.

Another useful and popular pseudo-random pattern
function is cellular noise, introduced by Stephen Wor-

ley [12]. It is a different kind of function than Perlin
noise, and it generates a different class of patterns: tiles,
cells, spots or other distinct features distributed across
a surface with a seemingly random placement. Some
patterns based on cellular noise are shown in Figure 3.

vec2 F = cellular(st*10.0);
gl_FragColor = vec4(vec3(F), 1.0);

vec2 F = cellular(st*10.0);
float rings = 1.0 - aastep(0.45, F.x)
 + aastep(0.55, F.x);
gl_FragColor = vec4(vec3(rings), 1.0);

vec2 F; // distances to features
vec4 d; // vectors to features
// F and d are ‘out’ parameters
cellular(8.0*st, F, d);
// Constant width lines, from
// the book “Advanced RenderMan”
float t = 0.05 *
(length(d.xy - d.zw)) / (F.x + F.y);
float f = F.y - F.x;
// Add small scale roughness
f += t * (0.5 - cellular(64.0*st).y);
gl_FragColor =
 vec4(vec3(aastep(t, f)), 1.0);

vec2 F = cellular(st*10.0);
float blobs = 1.0 - F.x*F.x;
gl_FragColor = vec4(vec3(blobs), 1.0);

vec2 F = cellular(st*10.0);
float facets = 0.1 + (F.y - F.x);
gl_FragColor = vec4(vec3(facets), 1.0);

Figure 3: Some simple procedural patterns in GLSL.

Noise is ubiquitous in off-line rendering, in particular
when rendering scenes from nature, but it has not been
a good fit for real time rendering because of its relative
complexity. Noise is not a very complicated function,
but a typical noise-based texture needs several noise
values per surface point, and each value takes more
work to compute than a simple texture image lookup.
When GLSL was designed, noise functions were in-
cluded in the language, but to date (2013) they remain
unimplemented. The desire to implement hardware
support for Perlin noise has to compete for silicon area
with other design goals of a modern GPU. Recent re-
search has provided some very hardware friendly noise
functions, and it might be time to reconsider. How-
ever, what GPU manufacturers choose to implement is
largely beyond our control. In the meantime, we can get
by with shader-implemented software versions of noise.
Recent advances in GPU capabilites in combination
with new variations on the kind of noise functions in-
troduced by Perlin and Worley has provided hardware-
friendly noise functions implemented in GLSL [9, 6].
The functions are licensed with a permissive MIT li-
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cense, they are very easy to use and show good real
time performance on modern GPUs. A visual example
of the kind of patterns that can be generated with these
functions, at fully interactive frame rates even on a mid-
range GPU, is in Figure 5.

6 General contours
Another problem with traditional image-based textur-
ing is crisp edges. Formally, an edge is not a feature
that is suitable for sampling, because it is not band lim-
ited. Other representations have been proposed over the
years to render edges and contours on 2D surfaces, but
none have prevailed. Recently, NVIDIA presented an
extension to OpenGL named NV path rendering,
which is their take on rendering 2D graphics directly
from contour descriptions of the kind that are used in
PostScript, PDF, SVG and other modern standards for
2D object graphics. While successful, it taxes even a
top performing GPU considerably to render contours in
this manner, and it is not useful on lower end hardware
or hardware from other manufacturers.

Another method, providing a significant new take on
existing ideas from 3D shape rendering [3], was pro-
posed in 2007 by Chris Green of Valve Software [4]:
a distance transform representation of the contour is
computed and stored as a texture, and a shader is used
to generate the crisp edge. This allows a fully gen-
eral, anisotropic analytic anti-aliasing of the edge, and
the shader can be kept simple and fast. Combined
with recent development in distance transforms [7], this
method is very suitable for certain important kinds of
surface textures, like alpha-masked outlines, text, de-
cals and printed patterns. Until now, real time graph-
ics has had an annoying tendency of making such pat-
terns blurry or pixelated in close-up views, but contour
rendering based on a distance transform can eliminate
that and make edges crisp and clear in a very wide
range of scales from minification to extreme magnifi-
cations. Moreover, the edges can be anti-aliased in an
anisotropic, analytic manner. An example of this is pre-
sented in [5]. A pattern processed and rendered in that
manner is shown in Figure 4.

7 Anti-aliasing
The texture subsystem of a GPU has built-in mecha-
nisms to handle anti-aliasing. Mipmapping has been
part of OpenGL since its early days, and anisotropic

Figure 4: Shapes rendered by a distance transform. Top:
bitmap texture used as input to the distance transform.
Bottom: crisp, high resolution shapes rendered by the
distance transform and a shader.

mipmap filtering has been common for years. However,
mipmapping only handles minification, and there is a
limit to how much anisotropy it can handle. Procedural
patterns can also fill in detail when the pattern is mag-
nified. Edges remain crisp, and there is no pixelization.
Finally, because the anti-aliasing is analytic in nature, a
procedural surface pattern can be properly anti-aliased
even in very oblique views with strong anisotropy in an
arbitrary orientation. Anti-aliasing of procedural pat-
terns is a problem that requires extra care in designing
the shader, but it’s not magic. Producers of off-line ren-
dered graphics have a long tradition of anti-aliasing in
shader programming, and the methods and concepts are
directly applicable for real time use as well.

8 Displacement shaders
Procedural shaders in off-line production can not only
set the properties of a surface point. Another important
class of shaders is displacement shaders, which set the
position of the surface point in relation to some original
surface. Displacement mapping is the tangible concept
that is simulated by bump mapping, normal mapping or
parallax mapping. By performing a true displacement
of the surface, a displacement shader can act as a mod-
eling tool and add true geometric detail to a surface.
Because the displacement shader is aware of the view-
point and the view direction, it can adapt the level of
detail to what is really needed, thus striking an impor-
tant balance between performance and quality.
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A powerful tool in off-line production is the combi-
nation of a displacement shader and a matching surface
shader. By passing information about the position and
orientation of the displaced surface from the displace-
ment shader to the surface shader, very detailed and re-
alistic surfaces can be created. Displacement shaders
have been an important part of the toolbox for off-line
production for a long time.

When GPU shading was introduced, vertex shaders
did not allow for displacement of arbitrary surface
points, only vertices. Thereby an important part of what
displacement shaders can do was lost. To simulate a
point by point displacement, dynamic tessellation to an
appropriate resolution had to be performed on the CPU.
While this has been done for things like real time ter-
rain rendering, it is a process that is taxing for the CPU,
and the tessellation needs to stop before the triangles
become too small and too many for the geometry trans-
fer from the CPU to the GPU to handle them at real time
frame rates.

The recent introduction of hardware tessellation
shaders changed that. Now, the GPU can execute a
shader that dices the geometry into very small pieces in
a view dependent manner, without even bothering the
CPU. The GPU has a high internal bandwidth and can
do this for many triangles in parallel. We have seen
this being put to good use for adaptive tessellation of
curved surfaces, finally making it possible to use bicu-
bic patches, NURBS and subdivision surfaces as the
native model description for real time content. This
is a welcome thing by itself, as real time graphics has
been somewhat hampered by the fixation on polygon
modelling, while content for off-line rendering has been
free to also use more flexible and adaptively tessellated
curved surface primitives [2].

However, tessellation shaders can be used for more.
They can bridge the gap between the comparably crude
vertex shaders for hardware rendering and the much
more versatile displacement shaders used in software
rendering. GPUs are not quite yet at the point where
they can easily dice all geometry in the scene to tri-
angles the size of a single pixel, but we are rapidly
getting there, and then the vertex shader stage will
have the same capabilities as a traditional displacement
shader for off-line rendering. The REYES rendering
algorithm, which is the traditional scanline rendering
method for Pixar’s RenderMan, has a very hardware
friendly structure because it originated as an algorithm
for Pixar’s hardware renderer RM-1. Simply put, it
works by dicing all geometry to micropolygons that

are about the projected size of a pixel, and executing
shaders for each micropolygon. The time is now right
to start doing similar things in GPU rendering.

9 Conclusion
We are used to dealing with real time graphics and off-
line graphics in different ways, using different meth-
ods and different tricks to render the images we want.
We have also been forced to accept a low image qual-
ity from real time graphics, incapable of matching even
previous generations of off-line renderings. That gap
is now closing. While some methods from software
rendering, like the more advanced methods for global
illumination, will probably remain out of reach for real
time execution for quite some time longer, there are def-
initely possibilities to mimic in a real time setting what
software renderers like RenderMan did ten years ago.

Current research and development in GPU rendering
seems to be focusing on adding even more sophisti-
cated illumination and surface reflectance models to the
hardware rendering pipeline. The two concepts empha-
sized in this article, procedural patterns and displace-
ment shaders, do not seem to attract an interest nearly
as strong. That is a shame, as there are many fun and
useful things to be done in that area. Looking further
into this could have a significant impact on the overall
perceived realism in real time graphics, possibly more
so than current incremental improvements in illumina-
tion and reflectance. Real time illumination and sur-
face reflectance models are now roughly at the point
where off-line scanline rendered graphics was ten years
ago. Geometry modelling and surface texturing, how-
ever, are still twenty years behind or more. To put it
bluntly, real time graphics is basically still pasting pix-
els onto polyhedra like we did in the early 1990’s, only
at a much greater speed.

Imagine if in real time graphics applications we could
eliminate pixelated textures in close-up views, add arbi-
trary surface variation programmatically to any texture,
model geometry features down to a microscopic scale
using displacement shaders, and stop worrying about
polygon edges showing.

No more texels, no more facets!
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Figure 5: Some more complex noise-based procedural patterns in GLSL
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Abstract
In this paper we present a set of techniques for fast and efficient rendering of segmented data. Our approach
utilizes the expected difference between two co-located texture lookups of a label volume, taken with different
interpolation filters, as a feature boundary indicator. This allows us to achieve smooth class boundaries without
needing to explicitly sample all eight neighbors in the label volume as is the case with previous methods. We also
present a data encoding scheme that greatly simplifies transfer function construction.

Categories and Subject Descriptors (according to ACM CCS): I.3.6 [Computer Graphics]: Picture/Image
Generation—Antialiasing I.4.6 [Computer Graphics]: Segmentation—Pixel classification

1. Introduction

Rendering of segmented data is a core topic in the field of
volume rendering. It is characterized in that it utilized exter-
nal sources for the classification of grid points, rather than
relying on user driven classification through, for example, a
transfer function. By spending more resources on the clas-
sification as a pre-process step, much more reliable feature
boundaries can be identified than what is possible through
classification schemes applied at rendering time. Naturally,
the topic of rendering segmented data is closely related to
that of the actual segmentation. See [KDC∗00,HJ04,UH00]
for comprehensive overviews of the available literature. In
this paper, we assume that a full segmentation has been per-
formed such that the source data is complemented with a
label volume, i.e. an integer volume of the same dimension-
ality of the source data with a single per-voxel label denoting
the class membership (material) of the voxel.

The basic idea behind rendering segmented data is iden-
tical to standard volume rendering: to select visual parame-
ters based on the class membership of each sample. This is
greatly simplified since the required class membership can
be accessed directly though the label volume. Therefore, the
visual properties are often defined on a per-class basis, rather
than in a single global definition for the entire data. The com-
plexity of the per-class visual properties vary depending on
what the situation requires and can span from a unique color
to a fully defined class-specific transfer function. In this pa-
per we use a single transfer function per class but apply the
same shading scheme to all classes, however, it should be

noted that this is a stylistic choice rather than a requirement
of the approach.

A problem that arises when rendering segmented data is
that the basic approach to ‘just sample the label volume’
to extract class memberships is not as straight forward as
one might think. The simplest solution is, of course, to ap-
ply nearest neighbor sampling, which is guaranteed to re-
turn a valid class membership. Unfortunately, this leads to
boundaries with a very blocky appearance (see Figure 1(a)).
The membership operation is said to have voxel-resolution.
The most intuitive way to achieve a higher, pixel-resolution,
membership operation is naturally to allow for interpolation
when sampling the label volume. This is, however, not guar-
anteed to return a valid class label unless there is no more
than two classes in the entire volume. For example, an in-
terpolation in a boundary area between class 3 and class 5
would return a class label of 4 even if this was not existent at
that particular location in the data (see Figure 1(b)). An ap-
proach to achieve a pixel-resolution membership operation
for segmented data, called two-level volume rendering, was
presented in [HBH03]. In this approach, all eight neighbor-
ing grid points in the label volume are sampled using near-
est neighbor interpolation in order to acquire the informa-
tion necessary to remap the 3–5 operation to a 0–1 range
and thereby avoid illegal interpolations. The result is much
smoother boundary representations that are more visually
pleasing. Unfortunately, the method requires an additional
seven texture lookups per step along the ray which is many
times unfeasible.
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(a) Nearest neighbor (b) Linear

Figure 1: Using the two native interpolation kernels alone
will result in undesired results. Nearest neighbor interpola-
tion (a) will create a blocky result, visually unpleasing. Lin-
ear interpolation (b) will produce misclassifications between
labels (see I and II) as the labels are integer values, and naïve
linear interpolation will create a linear transition between the
source values.

In this paper we present a novel method that delivers re-
sults comparable to pixel-resolution schemes while only re-
quiring a single extra texture lookup. The core of our ap-
proach is to sample the level volume twice at the same loca-
tion, with and without interpolation (i.e, with nearest neigh-
bor vs. linear filtering). The difference between the two val-
ues is then used to smoothen the visual representation near
class boundaries without creating incorrectly interpolated
class values. We show that our method produces results vi-
sually comparable to methods that utilize full neighborhood
sampling while requiring a factor of 7 : 1 less additional tex-
ture lookups. Additionally, we also present a data compres-
sion approach that removes the need to have the label volume
accessible during rendering.

2. Poor Man’s Rendering With Label Volume

The implementation will be presented in three steps. First
we provide a few brief details on how to sample a single tex-
ture with different interpolation filters in OpenGL. We then
present how to compute the actual class membership of each
sample as well as the attenuation parameter t that is used to
smoothen the boundaries.

Nearest Neighbor and Linear Sampling

As previously noted, the implementation relies on sampling
the same volume twice with different interpolation filters.
For many architectures, however, a single texture can only
be associated with a single sampling mode. One way to get
around this restriction is to always force the label volume to
be associated with linear interpolation. The nearest neighbor
sample can then be accessed by adding an offset that forces
the sample to be taken at the center of the nearest voxel. The

nearest grid point can be accessed as follows

snear = floor
(
s+ vec3(0.5)

)
(1)

where s is the original sample position along the ray and slin
is the position of the nearest neighbor. For OpenGL/GLSL
both samples can then be accessed using texture3D.
Note, that OpenGL uses voxel centric values, as opposed
to grid centric values, for texture3D and that the sam-
ple positions needs to be mapped accordingly. Alternatively.
the nearest neighbor sampling can be achieved using tex-
elFetch which should not require any additional mapping
of the sampling point.

Once the linear and nearest sample points have been com-
puted, they are used to extract the linear and nearest values
from the label volume, llin and lnear respectively.

Class Membership and Class Attenuation

In our approach the class membership is directly decided by
the nearest neighbor sample in the label volume, llin. This
means that membership itself is defined at voxel-resolution.
To achieve smoother class boundaries we introduce a class
attenuation parameter, t.

The attenuation parameter is computed from the nearest
and linear label values

t = abs(llin − lnear). (2)

In Equation 2, we see that t = 0 as long as the interpolated
value is identical to the nearest neighbor value. This will be
the case as long as the local neighborhood around the sample
point only contains a single class. We can also note that if
the local neighborhood contains two or more classes, then
t > 0. The class attenuation parameter thereby functions as
a boundary indicator.

Interpreting the attenuation parameter as a boundary indi-
cator, we use it to adjust the opacity of the current sample.
Ideally, we want full opacity when the samples are fully in-
side a single class and zero opacity when samples are half
way in between two (or more) classes. Unfortunately, this
requires us to know all classes that affect the interpolated
value, which in turn would require us to sample the entire
neighborhood in the label volume (which we don’t want to
do). Instead, we always map the opacity to zero as t reaches
0.5

α′ = (1− (2t)2)α. (3)

The full process is described in Algorithm 1 and illustrated
in Figure 2.

While Equation 3 largely achieves the desired effect, it
is important to note that it introduces a few predictable ir-
regularities. First, t = 0.5 only corresponds to the half way
mark between two labels if their numerical labels are sepa-
rated by a single unit (e.g. 1–2, 3–2). For all other cases, the
opacity will reach zero before the half way mark. Second,
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2 

3 
Blue grid point = 3 
Red grid point = 2 
All blue neighbors 
Mixed neighbors (blue nearest) 
Mixed neighbors (red nearest) 
All red neighbors 

Mixed neighbors (blue nearest) Mixed neighbors (red nearest) 

2 

3 
Blue grid point = 3 
Red grid point = 2 
All blue neighbors 
Mixed neighbors (blue nearest) 
Mixed neighbors (red nearest) 
All red neighbors 

Mixed neighbors (blue nearest) Mixed neighbors (red nearest) 

lnear = 2

llin = 2.2

t = abs(2.2−2)

α
′ = (1− (2t)2)α = 0.96α2 

3 
Blue grid point = 3 
Red grid point = 2 
All blue neighbors 
Mixed neighbors (blue nearest) 
Mixed neighbors (red nearest) 
All red neighbors 

Mixed neighbors (blue nearest) Mixed neighbors (red nearest) 

lnear = 3

llin = 2.6

t = abs(2.6−3)

α
′ = (1− (2t)2)α = 0.36α

Figure 2: Example computations of ray contributions. The visible ray segment starts inside the red feature (class id 2), and
ends inside the blue feature (class id 3). The class membership of the two samples taken in between the features needs to be
decided. In our approach, their membership is fully determined by a nearest neighbor query in the label volume (here resulting
in lnear = 2 and lnear = 3 respectively). However, in order to achieve smooth boundaries at pixel-resolution we employ an alpha
modulation based on the difference between the the nearest query and another query using linear interpolation (here resulting
in lnear = 2.2 and lnear = 2.6 respectively).

Algorithm 1 Poor Man’s Rendering with Label Volume

Require:
A source volume Vsrc and a label volume VL,
both present on the GPU
A set of labels {l1, l2, · · · , ln}
A transfer function, TFi for each label li

Algorithm:
for all sample points along ray do
� Sample VL using nearest neighbor interp.→ lnear
� Sample VL using linear interpolation→ llin
� Compute attenuation parameter t according to Eq. 2
� Compute alpha modulation according to Eq. 3
� Sample Vsrc using linear interpolation→ vlin
� Select a TF based on lnear
� Evaluate TFnear(vlin)
� Apply alpha modulation to output
� Composite output to result

end for

in some rare corner cases, the nearest neighbor value may
change before the opacity has reached zero, effectively cre-
ating a sharper than intended cutoff. In short, we have less
fine-tuned control over the opacity behavior across boundary
regions.

What makes Poor Man’s Rendering such an attractive
trade-off is that the visual impact of the expected irregular-
ities is near insignificant and thus acceptable given the in-
crease in performance compared to the full neighborhood
analysis.

3. Poor Man’s Rendering Without Label Volume

In this section we present a data encoding scheme that elim-
inates the need to upload the label volume to the GPU. The
encoding relies on a set of linear mappings (one for each
class) from the source volume to an encoded target volume.
The key here is to ensure that the co-domain of the mappings
each span a unique value range in the target volume.

For example, if we have three classes which voxels exhibit
overlapping value ranges (0.3–0.5, 0.2–0.7 and 0.1–0.5). We
then map the value ranges of these classes to three unique
value ranges in the target volume

l1 : [0.3,0.5] 7→ [0.1,0.3]

l2 : [0.2,0.7] 7→ [0.4,0.6]

l3 : [0.1,0.5] 7→ [0.7,0.9].

This mapping makes it possible to determine the class of
a sample solely based on which unique range it belongs to.
Note that interpolation in this volume can still lead to invalid
results. The data encoding is performed as a pre-process step
and the encoded volume replaces the source volume on the
GPU. Meta information from the mappings also needs to be
uploaded in order to decode the volume during rendering.
The decoding process is simply the inverse of the linear map-
ping for each class.

The computation of the attenuation parameter t without a
label volume works as follows. Two samples are taken from
the encoded volume, with nearest neighbor (enear) and linear
interpolation (elin) respectively. First, the nearest neighbor
sample is used to identify the label and its valid value range
(from the uploaded mapping information)

enear→ lnear, [emin,emax]. (4)

Based on this the attenuation parameter t can be computed
as

t = abs(vlin−
emax + emin

2
)− emax− emin

2
(5)

clamped to the 0–1 range. Poor Man’s Rendering can now
be performed using Equations 5 and 3. The full process is
described in Algorithm 2.

A positive side effect to the encoding is that the user can
now specify a single global transfer function without labels
while still maintaining separate visual properties for the dif-
ferent classes (since the value ranges are known to be non-
overlapping). This is particularly beneficial for systems that
are not previously set up to load and render segmented data
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Algorithm 2 Poor Man’s Rendering without Label Volume

Require:
A source volume Vsrc and a label volume VL
A target volume for the encoding Venc
A set of labels {l1, l2, · · · , ln}
A transfer function, TFi for each label li

Pre-process:
for all labels li do

� Find the value range [rmin,rmax] covered by by the
voxels of class i in Vsrc
� Assign a unique range [emin,emax] where emin = 0.1+
0.3i and emax = 0.2+0.3i in Venc
� Linearly map all voxels of class i from Vsrc �→Venc as
[rmin,rmax] �→ [emin,emax]
� Save mapping information as Mi

end for
� Upload Vt to GPU together with meta information of
each class mapping

Algorithm:
for all sample points along ray do

� Sample Venc using nearest neighbor interp. → enear
� Identify current label lnear and valid value range
[emin,emax] based on which unique range that contains
enear
� Sample Venc using linear interpolation → elin
� Compute attenuation parameter t according to Eq. 5
� Compute alpha modulation according to Eq. 3
� Compute the inverse mapping elin �→ vlin using M j
� Evaluate TF(vlin)
� Apply alpha modulation to output
� Composite output to result

end for

or multiple volumes. A potential issue with this type of en-
coding is the loss of precision that follows from the remap-
ping. Since this naturally becomes a situational trade-off a
complete analysis is out of the scope of this paper. What can
be said is that as the more narrow the value ranges are per
class in the source volume, the less precision will be lost.

3.1. Results

In this section we present the results that we achieve using
our two proposed techniques. The real world dataset we use
is the Walnut with its accompanying segmentation. For the
comparisons we have applied alpha attenuation in bound-
ary regions also for two-level volume rendering although this
was not a part of the original presentation.

Figure 5 shows a comparison between our implementa-
tion of the two-level volume rendering to our method both
in the cases where a label volume is present and in the case
of the encoded volume. The test images were created using
a small stack of slices of the Walnut dataset with each label
value assign to a unique, fully opaque color. It is clearly vis-

(a) Two-Level Volume Render-
ing

(b) Poor Man’s Rendering

Figure 3: Comparing a single slice off the Walnut dataset. In
the areas between labeled regions, the opacity of the single
sample is lowered due to the attenuation factor t and there-
fore the background color is visible. Note that the thickness
of the boundary region in our method is depending on the
label values, whereas it is normalized in the two-level vol-
ume rendering approach. This is visible in (b) as the width
between the violet-red boundary is thinner than the violet-
yellow boundary.

ible that both interpolation kernels produce a superior visual
quality when compared with the nearest neighbor interpola-
tion. However, despite minor (expected) visual artifacts (see
lower left corner in 5(c)) our method performs reasonably
well and achieves a comparable result to the method employ-
ing a full neighborhood search for each segment. Figure 3
shows the two-level volume rendering and the our method
applied to a single slice of the volume. Note how the back-
ground color is visible between feature boundaries as the
opacity of the samples is reduced by the attenuation factor
t.

Figure 6 is a comparison of the walnut dataset show-
ing the different structures within the walnut. The visual
result for each segment is determined by its own, sepa-
rate 1-dimensional transfer function. Figure 6(a) and 6(b)
are rendered with the same rendering parameters and the
differences between the two techniques are shown in Fig-
ures 6(c) and 6(d) with the difference magnified by a factor
of 10. As expected, the bulk of difference is in the region
around the center, where a segment with label value 4 is ad-
jacent to the gray "air" surrounding it with a label value of 1.
This means that the transition in our method is much sharper
than in the reference image.

3.2. Discussion

In this paper we have presented an approach to achieve
smooth boundary transitions when rendering segmented data
while significantly reducing the number of necessary tex-
ture lookups compared to methods based on full neighbor-
hood analysis. The approach drastically reduces the amount
of samples necessary to achieve the boundary smoothness,
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(a) Nearest Neighbor (b) Two-Level Volume Rendering (c) Poor Man’s Rendering (d) Intensites

Figure 4: Rendering a synthetic dataset with the Two-Level Volume Rendering (b) and the Poor Man’s Segmentation (c) com-
pared to the nearest neighbor filtering (a). (d) shows the values and the ordering of the intensity values for this dataset. As
expected, the Two-Level Volume Rendering produces uniform boundaries regardless value difference. In the Poor Man’s ren-
dering, the boundary regions are dependent on the intensity value difference of the features. Both methods show a visual artefact
in the area where three features coincide and the linear interpolation of green and blue results in yellow.

but does so at the cost introducing minor irregularities. The
artifacts introduced by Poor Mans Rendering has two main
visual manifestations. The first is an apparent widening of
the transitional region between two segments. This behav-
ior is predictable and can be minimized by intelligent selec-
tion of segment labels. For example, if a volume contains
three segments but two of the segments never overlap, then
the numerical label values can be selected such that the dif-
ference between two neighboring values never exceeds one,
in which case any widening will be prevented. The second
visual artifact is a non-smooth transition in neighborhoods
heavily dominated by a single segment, such as the bottom
of a depression. In such cases, the attenuation parameter is
not guaranteed to reach zero before the nearest neighbor
switches, resulting in a less smooth transition. It is possi-
ble to lower the impact of this artifact is to apply a stronger
mapping in Equation 3.

In terms of performance, the value of the presented meth-
ods depends on a set of circumstances, some more pre-
dictable than others. For example, an application that is
heavily bottlenecked by texture lookups is far more likely
to see significant speedups than an application that spends
most of its time of computations. On the other hand, the im-
pact of the introduced irregularities will vary between differ-
ent lighting and transfer function combinations which makes
the assessment on the speed-vs-performance trade-off very
much case dependent.

We believe our approach fills the gap between nearest
neighbor class assignment and methods that rely on full
neighborhood analysis. It could potentially be useful in cases
where acceptable framerates have a high priority, such as
previewing large datasets, interaction and transfer function
design. The option to encode the segment membership to-
gether with the source data should also simplify rendering

of segmented volume data on systems that may only have a
single global transfer function.
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(a) Nearest Neighbor

(b) Two-Level Volume Ren-
dering

(c) Poor Man’s Rendering

(d) Two-Level Volume Ren-
dering without Label Volume

(e) Poor Man’s Rendering
without Label Volume

Figure 5: Comparative results of the presented techniques. (b) and (d) show the Poor Man’s Rendering with and without a label
volume respectively, while (a) and (c) are rendered using the Two-Level Volume Rendering approach. Note that while the both
the Poor Man’s Rendering and the Two-Level approach produce much smoother and visually pleasing results than the nearest
neighbor filtering in (e), the differences between them is minimal.

(a) Two-Level Volume Rendering (b) Poor Man’s Rendering

(c) Difference Image

(d) Difference Image (x10)

Figure 6: Rendering the segmented Walnut dataset with our proposed method. (a) shows the reference image, created using the
two-level volume rendering, while (b) is rendered using Poor Man’s Rendering. (c) shows the absolute pixel-wise difference
images between the two results and in (d) this difference is enhanced by one order of magnitude. As expected, the techniques
differ only in the areas, where features touch whose label values differ by more than unity.

54



SIGRAD 2013, pp. 55-60
T. Ropinski and J. Unger (Editors)

Towards Data Centric Sampling for Volume Rendering

Stefan Lindholm1, Daniel Jönsson1, Hans Knutsson2 and Anders Ynnerman1

1Scientific Visualization Group, Linköping University, Sweden
2IMT, Linköping University, Sweden

Abstract

We present a new method for sampling the volume rendering integral in volume raycasting where samples are

correlated based on transfer function content and data set values. This has two major advantages. First, visual

artifacts stemming from structured noise, such as wood grain, can be reduced. Second, we will show that the

volume data does no longer need to be available during the rendering phase; a surface representation is used

instead, which opens up ample opportunities for rendering of large data. We will show that the proposed sampling

method gives higher quality renderings with fewer samples when compared to regular sampling in the spatial

domain.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image

Generation—Bitmap and framebuffer operations I.3.6 [Computer Graphics]: Methodology and Techniques—

Graphics data structures and data types

1. Introduction

Volume rendering is an essential and widespread technique

used to explore volumetric data. Its use in areas such as

medicine and engineering puts a demand on accurate visu-

alizations while still allowing interactive exploration of the

data. The majority of the techniques related to volume ren-

dering use some form of emission/absorption model of light

transport. The traditional computational approach involves a

discrete Riemann sum, where the volume is sampled along

viewing rays (emanating from the screen out through the

scene), resulting in an iterative solution. It is of great im-

portance that this model can be evaluated in an accurate and

fast manner. An important aspect of the traditional approach

is that the sample positions of neighboring rays are selected

in the spatial domain with next to zero correlation in attribute

space between neighboring rays. This paper investigates an

alternate way to select samples to accurately and efficiently

evaluate an emission/absorption model.

We propose a scheme that correlates samples in attribute

space across all rays in the image. The effect is that each

sample represents a given change in function value as op-

posed to a certain spatial distance. Our scheme creates cor-

related samples for all rays simultaneously (an operation

of object space complexity) while still allowing the emis-

sion/absorption model to be evaluated independently for

each ray (an operation of image space complexity). We show

how the scheme is inherently data adaptive and how the con-

tent of the transfer function can be used to optimize the se-

lection of the correlated samples. An illustration of the dif-

ference relative to the traditional approach is provided in

Figure 1.

The paper is structured as follows. First we recap the pop-

ular optical model of volume rendering with an emphasis on

the discretization that it typically leads to. We then outline

some of the challenges, and their related work, that arise

from such a discretization, both for the general case and

within the context of visualization. Finally we present our

approach.

2. Background And Related Work

The arguably most popular physical model of volume

rendering is derived from optical models of light trans-

port through participating mediums, as introduced by Max

in [Max95]. The participating media is here modeled as

“clouds” of small particles, where light that passes through

such media extinguishes at a rate proportional to the num-

ber of particles per volume fraction (particle density). The

continuous differential equation describing emission and ab-

sorption is the following

dI

ds
= c(s)τ(s)− τ(s)I(s), (1)

55



S. Lindholm et al. / Towards Data Centric Sampling for Volume Rendering

Figure 1: Left: Spatially correlated sampling used in stan-

dard volume rendering . Right: Radiometrically correlated

sampling used in our ISO based volume rendering.

where s is a length parameter along a ray, c(s) is the amount

of light emitted, τ(s) is the amount of light absorbed and I(s)
is the light intensity. The solution to this differential equation

is the well known volume rendering integral (VRI)

I(D) = I0e
−

∫ D
0 τ(t)dt +

∫ D

0
c(s)τ(s)e−

∫ D
s τ(t)dt ds. (2)

The first term describes the amount of light coming from the

end of the ray attenuated by the absorption in the volume.

The second term describes light that is emitted and absorbed

along the ray within the volume. The past twenty years have

seen a large amount of work dedicated to the integral in

Equation 2. A practical analytical closed-form solution has,

unfortunately, proven to be elusive as such solutions tend to

rely on the erf function, which is rather costly to evaluate.

As a result, most of the literature concerns discrete numeri-

cal solutions, most notably Riemann sums of piecewise con-

stant segments.

If the color and opacity each are assumed to be constant

for each segment i, c(s) ≈ ci and τ(s) ≈ τi, then the contin-

uous expression in Equation 2 can be approximated as

I(D)≈
n

∑
i=0

ciτidsi

n

∏
j=i+1

1− τ jds j. (3)

where each segment corresponds to a sample along the view-

ing ray. The question is how to place the samples in such a

way that the VRI can be accurately and efficiently evaluated.

We will now briefly discuss the general problem of dis-

cretizing and solving Equation 2 in relation to related work

on two aspects, numerical and perceptual. Many of these

works address two main questions:

Where to sample? It is desirable to have the highest possi-

ble quality given as few samples as possible without over-

head.

How many samples? It is desirable to determine the lowest

number of samples needed to achieve an error that is not

visible to the user.

The general problem: Approximation errors

Numerical approximations of an integral most often intro-

duce errors. One way of minimizing such an error is to ap-

ply importance based sampling. Much work has been done

to come up with good error metrics and even more work

has been done to minimize the errors. Notable sub fields

on this topic include Monte Carlo based schemes [Sha03],

adaptive sampling techniques [Lev90], level of detail ren-

dering [WWH∗00] and predictive schemes [NH93].

The visualization problem: Structured noise

Differences in the approximation errors across pixels leads

to noise in the rendered image. Unfortunately this noise is

structured and often results in noticeable artifacts. One of

the most prominent in the field of volume rendering is the

so called wood grain effect. Several techniques have tackled

this problem. The most notable being jittering [EHK∗06],

which randomly moves the start point of the ray to alle-

viate the visual appearance by making noise unstructured.

Another partial solution is pre-integrated volume rendering,

which in many cases can remove the artifacts [KE04] by im-

plicitly super-sampling the ray. Similarly, additional samples

can be enforced to correlate with sharp features in the trans-

fer function [KHW∗09] at the cost of solving a third degree

polynomial between samples. Another approach to reduce

visual artifacts is to include perceptual based sampling in

the image plane using iterative methods and models of the

human visual system [BM98].

3. A Coherent Sampling Method

Our new sampling method utilizes two important aspects of

the VRI and human visual system, that a user specifies ab-

sorption through a transfer function and that structured noise

is visually disturbing. We use these two realizations when

answering the two questions in the previous section, where

to sample and how many samples to take. We previously

discussed that errors across pixels leads to visually disturb-

ing artifacts. This is especially noticeable at sharp boundary

transitions, where two consecutive samples along a ray have

low and high opacity. This produces a high numerical error

that becomes visually apparent because neighboring rays are

likely to also have a high numerical error.

We reduce the structured noise by allowing a maximum

value change between each pair of samples. This naturally

leads to more samples in transitional regions and fewer sam-

ples in homogeneous regions. The key here is that the values

at which samples are enforced to are global. As such, each

layer of samples corresponds to an iso-surface. The surfaces

are based on an importance sampling of the transfer func-

tion content as illustrated in Figure 2. Surfaces are extracted

from the non-zero opacity regions in the transfer function

and we are thus retrieving visually important samples that

have a high impact on the result of the VRI. Furthermore,
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Spatially equidistant samples 

Radiometrically equidistant samples 

Samples based on visual importance (TF) 

Ray profile (signal reconstructed from data) 

Figure 2: Top Left: Ray profile. Top Right: Samples uni-

formly distributed in the spatial domain (horizontal axis).

Middle Right: Samples uniformly distributed in the attribute

space (vertical axis). Bottom Right: Samples based on visual

importance.

by extracting the surfaces at globally selected iso-values, we

guarantee that neighboring rays in image space will sample

the VRI in a coherent manner, and therefore also remove the

wood grain artifact. Another benefit is that no samples will

be placed in regions with zero opacity resulting in an effi-

cient empty space skipping.

The second question is how to know how many samples

need to be taken in order to ensure an artifact free image.

Here we can utilize the knowledge that we can bound the er-

ror since the distances in both the spatial and data domain are

known between each sample pair. That is, since we have gen-

erated surfaces based on values in the data domain, we know

that the data variation between two surfaces are bounded by

the values used to generate the surfaces. This information

can be combined with the distance between the two surfaces

in order to derive a maximum approximation error and thus

continue to sub sample along the ray until going below the

desired error. This particular aspect of the method is, how-

ever, not included in the scope of this paper, which focuses

more on the former question.

We further introduce a novel data representation that al-

low the VRI to be evaluated without access to the original

volume data. This is based on forming an assumption on how

the data varies between each pair of sample points, i.e. be-

tween two surfaces. We use the assumption that the data, and

thereby the transfer function response, varies linearly.

3.1. Implementation

Algorithm 1 Coherent Sampling.

Require:

A set of iso-values formed from the transfer function con-

tent.

Algorithm:

for all iso-values do

Generate proxy geometry (marching cubes)

end for

Setup per pixel linked list

for all Proxy geometries do

Render proxy geometry

Store entry, exit point and iso-value per pixel

end for

Sort list of per pixel fragments based on depth

Evaluate VRI using sorted fragment list as sample se-

quence

The overall structure of our method is described in Al-

gorithm 1 and Figure 3. The implementation can be divided

into two main parts:

A Extraction of proxy geometry, for each iso-surface, in the

form of an closed manifold triangle mesh. This step is

performed in object space, potentially as a pre-process.

B Management of fragments from rasterized iso-surfaces,

in the form of a sorted linked list intersection points for

each pixel. This step is performed in image space during

rendering.

For the first part, which takes place before rasterization, we

use a hardware implementation of the marching cubes algo-

rithm, performed as a three step process:

A.1 Use instanced rendering to trigger a single vertex per

voxel in the volume

A.2 Use a geometry shader to create the maching cubes tri-

angles

A.3 Use transform feedback to capture the output of the ge-

ometry shader into a buffer on the GPU

For the third part, which takes place after rasterization, we

use a GPU variant of linked lists based on A-buffers

B.1 Render the mesh representations for all iso-surfaces (to

be rasterized)

B.2 Store all fragments on a per-pixel basis as linked lists in

an A-buffer

B.3 Sort each linked list based on fragment depth

After the execution of B, each list of fragments can be inter-

preted as an ordered list of iso-surface intersections. For vol-

ume rendering, this means that the volume rendering integral

can be evaluated along each ray’ by looping over the list of

fragments, treating each fragment as a sample. In this case,

sample positions are given by the direction of the ray and

the depth of each fragment, while the corresponding sam-

ple values are implicitly given by the particular iso-surface

associated with each fragment.
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Transfer Function 

 
Surface extraction 

Rasterization Sorting Evaluation 

Data 

Rendering 

Figure 3: Our proposed solution which relies on extraction, rasterization and sorting of proxy geometry to generate samples for

the evaluation of the volume rendering integral.

Figure 4: Top row: DVR of the Nucleon data set at an average of 4 samples per voxel. Bottom row: ISO at 26 surfaces for a

total of 132k triangles. Using orthographic projection and looking from one side uniform sampling requires 164 samples per

ray while our method only requires on average 30 samples per ray and still result in superior image quality.

Figure 5: Left-to-right: DVR reference rendering of the Nucleon data set followed by ours with 5, 9, 13 and 31 surfaces (46k,

82k, 119k, 282k triangles respectively). The ISO rendering converges towards the reference with increasing number of surfaces.

Convergence rate is directly dependent on transfer function width, the wider the transfer function, the more surfaces are needed

for convergence.
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4. Results

To evaluate the performance of the approach, we have used

the a data set of a nucleon at a resolution of 41× 41× 41

voxels. Figure 4 shows a comparison between our approach

(bottom row) and standard volume rendering with samples

distributed uniformly in the spatial domain (top row). The

three images per row shows increasing magnification from

left to right. The transfer function used consists of two sep-

arate, triangle shaped primitives (thus a total of four linear

segments, see Figure 6 (top)). The image rendered with our

approach utilizes one surface per segment end point in the

transfer function (6 in total) with an additional 5 surfaces

per linear slope (20 in total). The following table is an esti-

mation of the number of samples used per ray (note that this

number varies across the image)

White area No intersections and thus zero samples.

Blue area Intersections with 2× 13 surfaces (in and out of

the blue primitive).

Yellow area Intersections with (2+2)×13 surfaces (in and

out of both the blue and the yellow primitives).

Extreme areas At a few locations rays pass in and out twice

for each of the yellow and blue areas for a total of 8×13

surface intersections.

Note that for the majority of the rays, the average number

of intersections, and thus samples that need to be evaluated

and fragments that need to be sorted, is less than 30. Even

the worst case scenario for this particular data and transfer

function results in just above 100 samples per ray. The stan-

dard rendering was performed using an (above) average four

samples per voxel for a total cost of 164 samples per ray, and

still contains clearly visible wood grain artifacts.

We have also evaluated the amount of iso-surfaces needed

to approximate a single linear segment of the transfer func-

tion. Figure 5 shows the same nucleon data set rendered with

a single triangle primitive (two linear segments, see Figure 6

(bottom)). As the primitive is much wider, covering nearly

half the data range of the volume, the spatial distance be-

tween the surfaces will be larger and therefore more surfaces

are required to minimize the error than in the previous exam-

ple. The most prominent visual artifact effect occurs at the

edges of structures where rays that either intersect or miss

a surface get different evaluations, effectively creating a vi-

sual step. More surfaces naturally makes the steps smaller

such that they eventually disappear. The leftmost image was

rendered with standard volume rendering at a very high sam-

pling rate while the remaining images were rendered with

the proposed method using increasing number of surfaces

per transfer function segment. Note that the effects are mag-

nified by the zoomed in camera setting and that less surfaces

are necessary while viewing the entirety of the object.

Finally, derivative expressions can be included in the gen-

eration of the proxy geometry and made available during

rendering. This enables surface based gradients to be used

instead of volumetrically based gradients.

Figure 6: Transfer functions for Figure 4 (top) and Figure 5

(bottom) respectively.

5. Discussion and Future Work

This novel sampling approach and data representation opens

up several opportunities. One implication of using the ap-

proach described in this paper is that the source data is not

required to reside on the GPU during rendering. Since all

“samples” are effectively acquired during the extraction of

the iso-surfaces, no additional sampling needs to be per-

formed during rendering. This naturally has both advan-

tages:

+ Source data is not needed during rendering (zero texture

fetches).

+ Very efficient data compression for visually sparse data

(i.e, that the amount of visible voxels is small relative the

size of the data).

+ Transfer functions no longer need to be evaluated during

rendering as they will always be “sampled” at the value of

the iso-surfaces.

+ The method is limited by the number of necessary sam-

ples, not directly by the number of voxels of the source

volume.

+ Samples are coherent across pixels which effectively pre-

vents the wood grain effect.

and disadvantages:

− Changing the transfer function means re-creating or re-

uploading proxy geometry.

− Neighboring pixels can have vastly different evaluations

due to tangent problem.

− Proxy meshes can be large due to granularity.

− Proxy meshes can be large due to an arbitrary number of

shells for each mesh.

− Proxy meshes are inefficiently stored due to implicit data

structure (could be mitigated by additional processing in

the CPU).

Overall, the method has high potential due to the fact that

its complexity seems to scale with information content rather

than volume size. The fact that it contains a built in mech-
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anism for importance driven rendering without much over-

head in terms of specific management of LODs is also a great

bonus. On the other hand, the method is somewhat sensitive

to mechanism that increase the number of triangles that need

to be generated. As such, it will probably be less suited for

data that contain high amounts of noise, data that is uniform

in nature, or where the visible data covers most of the vol-

ume. There is also great potential with respect to transfer

functions as the transfer function will always, and only, be

“sampled” at the values of the iso-surfaces. In fact, during

rendering, the transfer function can be reduced to an array of

pre-sampled values that is accessed without interpolation.

It is hard to make generalizations for the performance of

the method as the computational complexity is highly de-

pendent on the particular data and use case. Our empirical

experience so far is that the rendering speed is up to par with

other implementations for data that is sufficiently sparse, and

then often with better visualization quality. In the future we

will make a more thorough analysis of the individual parts of

the method, including their limits and their sweetspots. We

will also continue to work on the problem of potentially large

meshes and will also investigate the possibilities to compute

bounded errors during rendering.
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Abstract
Deep Brain Stimulation is an alternative way for treating some motion disorders such as Parkinson’s disease
and essential tremor. In order to stimulate some brain centers during this intervention, high frequency electric
fields are generated close by them. This involves permanently implanting a number of electrodes inside the brain.
The final position of the electrodes is specified by the neurologist with the aid of fused data from CT and MR
scans. In order to improve the therapeutic benefits of this treatment, the generated electric field must be studied.
I developed a visualization and image analysis framework for visualize and insert the electrodes inside the brain.
A mesh generator for the brain was added to the framework. The result model can be used by a PDE solver for
interpreting the electric field distribution.

Categories and Subject Descriptors (according to ACM CCS): I.3.8 [Computer Graphics]: Applications—
I.4.6 [Image Processing and Computer Vision]: Segmentation—Edge and feature detection

1. Introduction

Deep Brain Stimulation (DBS) has resulted in a renaissance
as an alternative way for treatment of Parkinson’s Disease
(PD) and essential tremor (ET). The ultimate goal of the
Deep Stimulation research is to clearly demonstrate the stim-
ulation process, understanding the reasons beyond several
types of motion disorders and optimize the surgery. Even-
tually, this may lead to safer and faster surgery or even
non-invasive electrical stimulation for the motion disorders.
Benabid in [BA94] demonstrated the efficacy of SubTha-
lamic Nucleus (STN) stimulation in parkinsonian patients
treatment and it is safer than stimulation of Ventralis Inter-
Medius. After one year of following up for twenty patients,
Benabid showed that 60% improved in the Unified Parkin-
son Disease Rating Scale (UPDS) compared to stimulation
of Ventralis InterMedius. In order to stimulate some regions
in the brain, Deep Brain Stimulation techniques, employ the
use of a high frequency electric field in the brain. The elec-
tric field is generated through chronic implanted electrodes
close to the motion centers of the brain. The final position
of the electrodes are depending on neurological and psychi-
atric disorder. Two important factors are affecting the suc-
cess of the DBS treatment; the target localization and the
stimulation parameters. The SubThalmic Nucleus stimula-
tion is considered the most promising brain center treatment

for most of the PD motion disorders. The STN is located in
the midbrain and has an small almond shape. The position
of STN is clearly identified in T2-weighted MRI and can not
be easily identified in T1-weighted MRI. Nevertheless, T2-
weighted MRI suffers from geometric in-homogeneity, that
makes the localization of the STN in the image inaccurate.
The relation between the STN position and the anterior and
posterior commissure of the third ventricle in T1-weighted
MRI can be found in [PG08].

Within this paper, I describe a multi-view visualization
and image processing system, that can be used by the neu-
rologist and physicist to design the leads and insert leads in
the brain. The fused volumes help the physicist to visualize
the final placement of the leads inside the brain and design
a model to be used by a mesh generator. I describe in the
following sections the image processing, the placement of
electrodes, the data visualization and mesh generation for
the designed case.

2. Related Work

In this section I review some related work used during de-
signing the proposed system. A lot of work was done to plan
the trajectory of the electrodes inside brain, multi-volume
visualization and brain segmentation.
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Gemmar et al, proposed a semi-automatic procedure to lo-
calize the STN and trajectory planning in the T1-weighted
MRI [PG08]. The T1-weighted MRI was smoothed us-
ing non-linear anisotropic filtering kernel to preserve the
edges. He used a region growing algorithm to segment the
third ventricle. AC-PC locations are identified on midsagittal
plane calculated from the segmented ventricle. A cost func-
tion evaluates the trajectory path from each entry point on
the brain surface to the STN location. The best group of tra-
jectories will be elected to be used by the surgeon. A frame-
work introduced by Henri et al for brain segmentation using
3D mathematical morphology [HM], was used in this work.

The electrical field distribution in the region of contact
with the electrodes are evaluated by the use of Finite El-
ement Methods. In [AM08] and [FA11], the importance of
the stimulation parameters and new target investigation were
discussed. A mapping algorithm from the MRI to the 3D
mesh were used to measure the electrical conductivity of the
tissue in contact of the electrodes. A 3D modeling of the
electrodes were used with the electrical conductivity proper-
ties, to visualize the electrical distribution around the targets.
Delaunay tetrahedralization is a common way to produce
3D meshes from a cloud of points. A Refinement Delaunay
tetrahedralization algorithms modify the meshes generated
from Delaunay tetrahedralization to fit some criteria such
as; mesh size and the mesh angle [Law77]. In [DBB09b]
[DBB09a] labeled segmented data was used to produce 3D
meshes. The mesh engine in their work is used in this paper
to produce a mesh for the brain and the labeled electrodes.

3. System Overview

The system proposed here, was designed to support the neu-
rologist and physicist to design a case to be used for fur-
ther studies of the electric field distribution around the lo-
calized target. In order to use the large amount of data pro-
duced from different modalities, image processing, segmen-
tation and volume fusion are applied to give an insight of
the data with less mental effort. The MR and CT images are
used before and after the DBS intervention to examine the
anatomical structure of the brain. The DBS procedure starts
by the planning procedure, followed by surgical procedure
and ending up with postoperative follow up [SH10]. During
the preoperative procedure the head is scanned by CT and
MR scanners. The Stereotactic frame are used during MR
and CT scan to fix the position of the patient’s head [GP01]
and to guarantee accuracy and facilitate surgical planning.
The trajectory plan of the leads and target localization, is
main output from this phase. It requires a very accurate com-
puting tool. The presented system was designed to use the
trajectory plan data to place the leads inside the fused vol-
umes from the MRI and CT. The stereotactic’s landmarks
appears in both scans serves as basis for rigid images regis-
tration and coordinate systems [DT08].

Figure 1: T1 MRI histogram

3.1. Brain Segmentation

The visualization process of the CT and the MRI includes
fusing the two volumes in one model. MRI is supreme in
soft tissue imaging. The aim of the analysis process in this
section, is to segment out the brain from the skull and the
skin in T1-weighted MRI. The resulted brain volume is vi-
sualized with the skull from the CT and is used for the mesh
generation as I describe later in this paper.

I used a 3D mathematical morphology method to seg-
ment the brain from the skull in the MRI [HM]. This method
uses prior anatomical structure information to be converted
to morphological information. The brain can be defined as
an elliptical shape that is surrounded by a dark circle (skull)
and thin bright circle (skin). The developed algorithm can be
divided in two stages. The first stage converts the gray val-
ued volume to a binary volume by thresholding the images.
The second stage applies, the 3D morphology operations and
image filling to generate a brain mask. The distance function
used for the erosion is a 3D version of chessboard.

A typical T1 weighted MRI histogram is shown in figure
1.

The first step is to threshold the image to eliminate as
much as possible from the brain surroundings. The threshold
values are crucial for the following steps to work perfectly.
I proposed a histogram processing technique to generate the
threshold values. The histogram of the MRI was first calcu-
lated and then smoothed by a Gaussian filter of standard de-
viation equal to 7 for removing local variations and window
size of 5. The local minimums were computed. The lower
minimum within every 10 pixels were picked. The previous
process generates the lower and the higher threshold values.
The lower value of threshold removes the CSF and the skull.
The higher threshold value discards higher density materials
(eyes, vessels and fat). The output from this step is a binary
image representing the brain and the skin.

The resulted binary image is eroded by a cube of 3×3×3
voxels, which is 2mm in every axial slice, to remove the nar-
row connections between the brain and the skin. A 2D fill-
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ing algorithm is applied after this to every slice in the image
to fill up the holes in the connected components. In order
to suppress the big connections between the brain, the eyes
and the ears, the resulted volume from the previous step is
eroded by a cube of (5mm) 5×5×5. The biggest connected
component from this step is considered to be the brain. Due
to the successive erosions in the previous steps, some of the
parts of the brain are eliminated. By applying conditional di-
lation on the result from the first step and by using the marker
from the previous step, the brain is reconstructed. Finally, a
2D filling algorithm is applied to every slice. The result is a
brain mask that is replaced by gray value from the original
volume. The result of every step is shown in the figure 2.

The resulted volume has a 90 degrees corners and straight
edges, that is resulted from the erosion and dilation of a
cube shape structured element. Nevertheless, the produced
edges are not affecting the accuracy of the calculation of the
electric field. According to my knowledge, until now elec-
tric field calculation in the brain is using Dirichlet bound-
ary condition and the edges of the brain are far away from
the leads [ea]. The produced volume corners will be further
smoothed during the mesh generation making the electric
field calculation using Neumann boundary condition even
possible. The insertion of the leads are not depending on the
produced edges, because the insertion was planned by an-
other sophisticated tools.

3.2. Multi-Volume Visualization and Lead Insertion

Medical image modalities blossomed during the 20th cen-
tury, Computed Tomography and Magnetic Resonance
Imaging marked a major steps in operation planning. The
data acquired from CT and MRI are fused to reveal the in-
teresting parts during insertion of the leads in the brain. Dur-
ing insertion of the leads and the electric field studying, MR
data is the most interesting data. The volumes are rendered
on the screen to discard the external shell of the brain from
the CT volumes around the leads as shown in figure 3. The
CT volume and MR volume are assumed to be registered.
For volume rendering, I used the ray casting technique pre-
sented in [KW03]. I modified the previous work by applying
conditional ray casting. The CT voxels are discarded when
the MR voxels are not zero. I employed this to prevent the
blending of gray value of the CT voxels when MR voxels are
presented. The geometric information of both volumes are
used by ray casting algorithm for early termination [Sch05].
I added to the previous rendered volumes, an axial and a
sagittal view for the MRI and the inserted leads. The leads
outside the slice position are clipped out.

The planning of the lead’s and electrode positions usu-
ally is done by some sophisticated tools. The geometry of
the leads are used to place the leads inside the image space.
Vertex buffers are created for the surface representation of
the leads. The leads surface patches are divided into three
patches that represents the top of the lead (half sphere), the

(a) Middle slice (b) Thresholded image

(c) Erosion with 3×3×3
Voxels

(d) 2D filling

(e) Erosion with 5×5×5
Voxels

(f) Conditional Dilation

(g) 2D filling in every direc-
tion

(h) Gray value assign

Figure 2: Brain segmentation steps
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Figure 3: The top left view is axial view. The top right view is sagittal view. The bottom left view is MRI. The bottom right is
reconstructed volume with a lead

electrodes (cylinders) and the body of the leads (cylinders).
Color attributes are used to visually distinguish between the
lead and the electrodes. The leads are rendered in a different
path and the depth information is used to blend the colors
in the final scene from the volume and the geometry. In this
work, I used the lead specification from the Medtronic model
3387 manual [MTS].

3.3. Brain Meshing

The meshing processing is the process of converting a 3D
domain of points into a set of tetrahedra. The most popu-
lar algorithms of mesh generation can be divided into three
classes; Delaunay triangulation, advancing front methods
and grid based methods [Owe98]. The studying of mesh
generation algorithms is out of scope of this work. Never-
theless, the step of generation of the mesh is required to
validate the work presented here. I used the three dimen-
sional constrained Delaunay refinement algorithm described
in [She98]. Mesh generation algorithms based on Delaunay
refinement starts by Delaunay triangulation followed inser-
tion of vertices in the mesh until certain mesh criteria spec-
ified meet. In this work I specified the facet size to be 0.1,
the facet angle to be 30 and the ratio between the tetrahe-
drons circumradius and the length of the shortest edge to be
2 as mesh refinement criteria. Shewchuk [She98] called the
input for the algorithm a piecewise linear complex (PLC).
PLC defines the a set of vertices, segments (which are a con-
tiguous edges presented in the final mesh) and facets which
will be triangulated in the final mesh. CGAL [cga] provided
an 3D mesh Delaunay mesh generator based on the previous
described work.

In order to identify the facets for the mesh engine, the vox-
els of zero value are not considered for the triangulation. The
voxels occupied by the leads were set to different values. The
leads can be modeled by a quadric equations of cylinders and
sphere to represent the lead ad lead’s tip. I used these quadric
equations that represents the leads, to specify the voxels that
are inside the leads. I also used the binary mask representing
the segmented brain, that was generated from the segmen-
tation algorithm discussed earlier, to avoid treating the CSF
inside the ventricles as holes. The facets and segments of an
isosurface representing the input domain are used with the
labeled voxels as inputs for the mesh generation engine. The
resulting mesh of the segmented brain with one lead inserted
is shown in figure 4.

4. Conclusion and Future Work

In this paper I presented a framework for multi-volume visu-
alization and image processing, that can be used for visual-
izing the lead insertion in the brain. The inserted electrodes
inside the brain are meshed to be used for further studies of
the electric field. The segmentation process of the brain gives
better interactivity on the result of the multi-volume visual-
ization by controlling the transfer functions of every volume
separately and removes the complication of ray cast algo-
rithms to separate between bony structures and soft tissues.
The main of idea of integrating the segmentation algorithm
in this framework is because of its importance in the mesh-
ing step. The electric characteristic, that physicist wants to
study exists in the brain soft tissues that is provided by MRI.

In the future, I would like to evaluate the presented sys-
tem by a physicist or neurologist. I also hope to build and
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Figure 4: Mesh generation of the brain and one lead

enhance the image analysis system to fully segment out the
brain organs. This will make the visualization task for the
brain organs clearer and more accurate for the electric field
calculation. Also I hope to use DTI for adding organ’s con-
ductivity values to generated mesh. I would like to include
visualization techniques for the electric field distribution and
to find an intuitive way for the adding electric field values in
the MRI of the brain.
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