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Abstract

This paper deals with the relation between
speech and form of co-occurring iconic
hand gestures. It focuses on multimodal
expression of eventualities. We investi-
gate to what extent it is possible to au-
tomatically classify gestural features from
the categorization of verbs in a wordnet.
We do so by applying supervised machine
learning to an annotated multimodal cor-
pus. The annotations describe form fea-
tures of gestures. They also contain in-
formation about the type of eventuality,
verb Aktionsart and Aspect, which were
extracted from plWordNet 2.0. Our results
confirm the hypothesis that the Eventual-
ity Type and Aktionsart are related to the
form of gestures. They also indicate that it
is possible to some extent to classify cer-
tain form characteristics of gesture from
the linguistic categorization of their lexi-
cal affiliates. We also identify the gestu-
ral form features which are most strongly
correlated to the Viewpoint adopted in ges-
ture.

Keywords: multimodal eventuality expression,
iconic co-speech gesture, wordnet, machine learn-
ing

1 Introduction

In face-to-face interaction humans communicate
by means of speech as well as co-verbal ges-
tures, i.e. spontaneous and meaningful hand
movements semantically integrated with concur-
rent spoken utterances (Kendon, 2004; McNeill,
1992). Gestures which depict entities are called
iconic gestures. Such gestures are co-expressive
with speech, but not redundant. According to in-
ter alia McNeill (1992; 2005) and Kendon (2004),
they form an integral part of a spoken utterance.

Iconic gestures are especially well-suited to ex-
press spatio-motoric information (Alibali et al.,
2001; Krauss et al., 2000; Rauscher et al., 1996)
and, thus, often accompany verbal expressions of
eventualities, in particular motion eventualities.
Eventuality is an umbrella term for entities like
events, actions, states, processes, etc. (Ramchard,
2005).1 On the level of language, such entities
are mostly denoted by verbs. Gesturally, they are
depicted by means of iconicity relation (McNeill,
1992; McNeill, 2005; Peirce, 1931). This rela-
tion does not, however, on its own fully explain
the form that a gesture takes - a referent can be
depicted in gestures in multiple ways, for instance
from different perspectives - that of the observer or
that of the agent. How a speaker chooses to repre-
sent a referent gesturally determines which physi-
cal form a gesture takes. Knowledge about the fac-
tors influencing this choice, is still sparse (Kopp
et al., 2008). It is, however, crucial not only for
our understanding of human communication but
also for theoretical models of gesture production
and its interaction with speech. Such models can
in turn inform generation of natural communica-
tive behaviors in Embodied Conversational Agents
(Kopp et al., 2008).

The present paper contributes to this under-
standing. It addresses a particular aspect of ges-
ture production and its relationship to speech with
focus on multimodal expression of eventualities.
Various factors have been suggested to influence
eventuality gestures, including referent character-
istics (Parrill, 2010; Poggi, 2008), verb Aspect
(Duncan, 2002) and Aktionsart (Becker et al.,
2011). We present a pilot study investigating the
extent to which hand gestures can be automatically

1In gesture studies the terms ’action’ or ’event’ are habit-
ually used in this sense. We adopted the term ’eventuality’
to accommodate the terminology for Aktionsart categories
reported in Subsection 3.2.2, where ’action’ and ’event’ are
subcategories of what can be termed ’eventualities.’
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classified from the information about these factors.
We extract this information from the categoriza-
tion of verbs in a lexical-semantic database called
wordnet. The theoretical background and method-
ological framework are discussed in (Lis, 2012a;
Lis, 2012b; Lis, submitted).

In the present paper, differing from preceding
studies on the multimodal expression of eventu-
alities, we test the hypotheses by applying super-
vised learning on the data. Our aim in employ-
ing this method is to test the annotation scheme
and potential application of the annotations in au-
tomatic systems and to study the relationship be-
tween speech and gesture not only for relations
between single variables but also groups of at-
tributes. In this, we follow the approach adopted
by a number of researchers. For example, Jokinen
and colleagues (2008) have used classification ex-
periments to test the adequacy of the annotation
categories for the studied phenomenon. Louw-
erse and colleagues (2006a; 2006b) have applied
machine learning algorithms on annotated English
map-task dialogues to study the relation between
facial expressions, gaze and speech. A number of
papers (Fujie et al., 2004; Morency et al., 2009;
Morency et al., 2005; Morency et al., 2007; Navar-
retta and Paggio, 2010) describe classification ex-
periments testing the correlation between speech,
prosody and head movements in annotated multi-
modal corpora. Machine learning algorithms have
also been applied to annotations of hand gestures
and the co-occurring referring expressions in or-
der to identify gestural features relevant for co-
reference resolution (Eisenstein and Davis, 2006;
Navarretta, 2011).

Moreover, in the present work, we extend the
annotations reported in (Lis, 2012b) with two
more form attributes (Movement and Direction).
These attributes are chosen because they belong to
fundamental parameters of gesture form descrip-
tion (Bressem, 2013) and they are associated with
motion, so are expected to be of importance con-
sidering we study eventualities, especially motion
ones.

The paper is organized as follows. In section 2,
we shortly present the background for our study,
and in section 3 we describe the multimodal cor-
pus and the annotations used in our analyses. In
section 4, we present the machine learning experi-
ments, and in section 5 we discuss our results and
their implications, and we propose directions for

future research.

2 Background

The form of co-verbal, iconic gestures is influ-
enced by, among others, the semantics of the co-
occurring speech and by the visually perceivable
characteristics of the entity referred to (Kita and
Özyürek, 2003; McNeill, 1992). Poggi (2008) has
suggested that not only the observable properties
of the referent should be taken into consideration
but also "the type of semantic entity it constitutes."
She has distinguished four such types (Animates,
Artifacts, Natural Objects and Eventualities) and
proposed that their gestural representation will dif-
fer.

Eventualities themselves can still be repre-
sented in gesture in various ways, for example
from different Viewpoints (McNeill, 1992; Mc-
Neill, 2005). In Character Viewpoint gestures (C-
vpt), an eventuality is shown from the perspec-
tive of the agent, gesturer mimes agent’s behav-
ior; in Observer Viewpoint (O-vpt), the narrator
sees the eventuality as an observer and in Dual
Viewpoint (D-vpt), the gesturer merges the two
perspectives. Parrill (2010) has suggested that the
choice of Viewpoint is influenced by the eventu-
ality structure. She has proposed that eventuali-
ties which have trajectory as the more salient ele-
ment - elicit O-vpt gesture, while eventualities in
which the use of character’s hands in accomplish-
ing a task is more prominent - tend to evoke C-vpt
gestures.

Other factors suggested to influence eventual-
ity gestures include verb Aspect and Aktionsart.
Aspect marks "different ways of viewing the in-
ternal temporal constituency of a situation" (Com-
rie, 1976). The most common distinction is be-
tween perfective and imperfective aspect: the for-
mer draws focus to the completeness and resul-
tativness of an eventuality, whereas with the lat-
ter the eventuality is viewed as ongoing. Duncan
(2002) has analyzed the relationship between As-
pect of verbs and Handedness in gestures in En-
glish and Chinese data. Handedness regards which
hand performs the movement and, in case of bi-
handed gestures, whether the hands mirror each
other. Duncan has found that symmetric bi-handed
gestures more often accompany perfective verbs
than imperfective ones; the latter mostly co-occur
with two handed non-symmetric gestures. Parrill
and colleagues (2013) have investigated the rela-

Proceedings from the 1st European Symposium on Multimodal Communication, University of Malta, Valletta, October 17–18, 2013 
 

42



tionship between verbal Aspect and gesture Iter-
ation (repetition of a movement pattern within a
gesture). They have found that descriptions in pro-
gressive Aspect are more often accompanied by it-
erated gestures. This is, however, only the case if
eventualities are presented to the speakers in that
Aspect in the stimuli.

Aktionsart is a notion similar to, but discernible
from, Aspect.2 It concerns Vendler’s (1967) dis-
tinction between States, Activities, Accomplish-
ments and Achievements, according to differ-
ences between the static and dynamic, telic and
atelic, durative and punctual. Becker and col-
leagues (2011) have conducted a qualitative study
on Aktionsart and temporal coordination between
speech and gesture. They have suggested that
gestures affiliated with Achievement and Accom-
plishment verbs are completed, or repeated, on the
goal of the verb, whereas in case of gestures ac-
companying Activity verbs, the stroke coincides
with the verb itself.

Lis (2012a) has introduced a framework in
which the relationship between these factors and
gestural expressions of eventualities is investi-
gated using wordnet databases, i.e. electronic lin-
guistic taxonomies. She has employed wordnet
to, among others, formalize Poggi (2008) and Par-
rill’s (2010) insights. Based on plWordNet 1.5
classification, she has distinguished different types
of eventualities and showed their correlation with
gestural representation (Lis, 2012b). The present
study further builds up on that work, using updated
(plWN 2.0), revised (Lis, submitted) and extended
annotations and machine learning experiments.

3 The data

3.1 The corpus

Our study was conducted on the refined annota-
tions (Lis, submitted) from the corpus described
in (Lis, 2012a; Lis, 2012b), which has in turn
been an enriched version of the PCNC corpus cre-
ated by the DiaGest research group (Karpiński
et al., 2008). Data collection followed the
well-established methodology of McNeill (1992;
2005): the corpus consists of audio-video record-
ings of 5 male and 5 female adult native Polish
speakers who re-tell a Canary Row cartoon to an
addressee. The stimulus contains numerous even-

2For a discussion on the differences between Aspect and
Aktionsart and between the Germanic and Slavic traditions
of viewing these two concept cf. (Młynarczyk, 2004).

Figure 1: A snapshot from the ANVIL tool

tualities and has proved to elicit rich multimodal
output. The monologues were recorded in a studio
as shown in Figure 1 and the whole corpus consists
of approximately one hour of recordings.

3.2 The annotation

Speech has been transcribed with word time
stamps by the DiaGest group, who has also iden-
tified communicative hand gestures and annotated
their phases, phrases and semiotic types in ELAN
(Wittenburg et al., 2006). Lis (2012a; 2012b) ex-
ported the annotations to the ANVIL tool (Kipp,
2004) and enriched it with coding of verbs and
Viewpoint, Handedness, Handshape and Iteration
of gestures. The annotations in the corpus were
refined and, for the purpose of the present study,
further extended with two more gesture form at-
tributes (Direction and Movement) (Lis, submit-
ted).

3.2.1 The annotation of gestures
Iconic hand gestures were identified based on Di-
aGest’s annotation of semiotic types. Gestures
depicting eventualities were manually annotated
using six pre-defined features, as reported in de-
tail in (Lis, submitted). Table 1 shows the at-
tributes and values for gestures annotation used
in this study. Viewpoint describes the perspec-
tive adopted by the speaker and was encoded us-
ing the values proposed by McNeill: C-, O- and
D-vpt (1992). The attribute Handedness indi-
cates whether one (Right_Hand, Left_Hand) or
two hands are gesturing and whether they are
symmetric or not (Symmetric_Hands versus Non-
symmetric_Hands). Handshape refers to configu-
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Table 1: Annotations of gestures
Attribute Value

Viewpoint Observer_Viewpoint,
Character_Viewpoint,
Dual_Viewpoint,

Handshape ASL_C, ASL_G, ASL_5,
ASL_O, ASL_S, Complex
Other

Handedness Right_Hand, Left_Hand,
Symmetric_Hands,
Non-symmetric_ Hands

Iteration Single, Repeated, Hold
Movement Straight, Arc, Circle,

Complex, None
Direction Vertical, Horizontal,

Multidirectional, None

ration of palm and fingers of the gesturing hand(s);
the values are taken from American Sign Lan-
guage Handshape inventory (Tennant and Brown,
2010): ASL_C, ASL_G, ASL_5, ASL_O, ASL_S
and supplemented with the value for hand shapes
changing throughout the stroke (Complex) or not
falling under any of the mentioned categories
(Handshape_Other). Iteration indicates whether
a particular movement pattern within a stroke oc-
curs once (Single) or multiple times (Repeated), or
whether the stroke consists of a static Hold. Move-
ment regards shape of the motion, while Direction
- the plane on which the motion is performed.

3.2.2 The annotation of verbs
Verbs were identified in the word stamp speech
transcript. Information about verbs was extracted
from the Polish WordNet, plWordNet 2.0, fol-
lowing the procedure explained in (Lis, 2012a;
Lis, 2012b). In a wordnet, the lexical units are
classified into sets of synonyms, called synsets,
which are linked to each other via a number of
conceptual-semantic and lexical relations (Fell-
baum, 1998). The most frequently encoded one
is hyponymy, also called IS_A or TYPE_OF re-
lation, that connects a sub-class to its super-
class, the hyperonym. Non-lexical synsets in the
upper-level hierarchies of hyponymy encodings in
plWordNet contain information on verb Aspect,
Aktionsart and domain (Maziarz, 2012).

A domain denotes a segment of reality and
all lexical units belonging to a particular domain
share a common semantic property (Brinton,
2000). Lis (2012a; 2012b) has used wordnet
domains to categorize referents of multimodal
expressions according to their type. The attribute
Eventuality Type was assigned based the domain
of the verb used in speech to denote the eventual-

ity. The choice of the domains in focus has been
partially inspired by Parrill’s distinction between
eventualities with a more prominent trajectory
versus eventualities with a more prominent han-
dling element (Parrill, 2010). Based on this, Lis
(2012a; 2012b) has distinguished two Eventuality
Types:3 Translocation and Body_Motion. The
former refers to eventualities with traversal of
a path of a moving object or focus on spatial
arrangement and the latter refers to a movement
of agent’s body (part) not entailing displacement
of the agent as a whole (cf: (Levin, 1993)). Lis
has subsumed plWordNet domains to fit this
distinction. The domains relevant to our study are
(with examples of verbs from the corpus given in
parentheses):
TRANSLOCATION
{location or spatial relations}4(spadać ’to fall,’
zderzać się ’to collide’);
{change of location or spatial relations
change}(biegać ’to run,’ skakać ’to jump’).
BODY_MOTION
{causing change of location or causing spatial
relations change}(rzucać ’to throw,’ otwierać ’to
open’);
{physical contact}(bić ’to beat’, łapać ’to catch’);
{possession}(dawać ’to give,’ brać ’to take’);
{producing}(budować ’to build,’ gotować ’to
cook’).
Verbs from the synsets {location or spatial
relations} and its alterational counterpart were
subsumed under the type Translocation. More
examples of the verbs from the corpus include:
wspinać się ’to climb,’chodzić ’to walk,’ wypadać
’to fall out’. Synsets {causing change of location
or causing spatial relations change} and {physical
contact}, as well as {possession} and {produc-
ing} were grouped under the type Body_Motion.
Further verb examples are: przynosić ’to bring,’
trzymać ’to keep,’ walić ’to bang,’ dawać ’to
give,’ szyć ’to sew.’ Verbs from the remaining
domains were collected under the umbrella term
’Eventuality_Other.’ These verbs constituted less
than 10% of all verb-gesture tokens found in the
data. Examples include: {social relationships}
grać ’to play,’ {mental or emotional state} oglą-
dać ’to watch.’ For the purpose of the analyses
in the present paper, they were combined with

3Note that these categories are orthogonal to Poggi’s
(2008) ontological types.

4In wordnets {} indicates a synset.
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Table 2: Annotations of verbs
Attribute Value

Eventuality Type Translocation,
Body_Motion,
Other

Aspect Perfective,Imperfective
Aktionsart State, Act, Activity,

Accident, Event,
Action, Process

the Body_Motion category.5 The domains were
semi-automatically assigned to the verbs in our
data. Verb polysemy was resolved with a refined
version (Lis, submitted) of the heuristics proposed
in (Lis, 2012b).

Apart from the domains, the encoding of
hyponymy-hyperonymy relations of verbs in
plWordNet provides also information about Ak-
tionsart and Aspect. The attribute Aspect has
two possible values: Perfective and Imperfective.
For Aktionsart, seven categories are distinguished:
States, Acts, Activities, Accidents, Events, Ac-
tions and Processes. They are Laskowski’s (1998)
adaptation of Vendler’s (1967) Aktionsart classifi-
cation to the features typical for Polish language.6

Table 2 shows the attributes and values for verbs
annotation used in our study.

3.2.3 The annotation process
Gestures and verbs were coded on separate tracks
and connected by means of MultiLink option in
ANVIL. Gestures were linked to the semanti-
cally affiliated verb. The verbs and gestures were
closely related temporally: 80% of the verb on-
sets fell within stroke phase or slightly preceded
it (Lis, submitted). Figure 1 shows a screen-shot
of the annotations in the tool. 269 relevant verb-
gesture pairs were found in the data. Intercoder
agreement was calculated for the majority of the
gesture annotation attributes and ranged from 0.67
to 0.96 (Lis, submitted) in terms of κ score (Co-
hen, 1960), i.e. from substantial to almost perfect
agreement (Rietveld and van Hout, 1993).

4 The classification experiments

In the machine learning experiments we wanted
to test to which extent we can predict the form of

5The resulting frequency distribution of Type
in the verb-gesture pairs: Translocation(150) and
Body_Motion+Other(119).

6Laskowski’s (1998) categories of Vendler’s (1967) Ak-
tionsart are called Classes. For the sake of simplicity, we use
the term Aktionsart instead of Class to refer to them.

Table 3: Classification of Handshape
Hanshape Precision Recall F-score

baseline 0.08 0.28 0.12
Aspect 0.08 0.28 0.12
Aktionsart 0.22 0.28 0.21
Type 0.17 0.32 0.22
all 0.19 0.27 0.21

hand gestures from the characteristics of eventual-
ities and verbs, as reflected in plWordNet’s cate-
gorization. The relevant data were extracted from
gesture and orthography tracks in ANVIL, and
combined using the Multilink annotation. Clas-
sification experiments were performed in WEKA
(Witten and Frank, 2005) using ten-fold cross-
validation to train and test the classifiers. As
baseline in the evaluation, the results obtained by
the ZeroR classifier were used. ZeroR always
chooses the most frequently occurring nominal
value. An implementation of a support vector
classifier (WEKA’s SMO) was applied in all other
cases; various algorithms were tested, with SMO
giving the best results. The results of the exper-
iments are provided in terms of Precision, Recall
and F-score (Witten and Frank, 2005).

4.1 Classifying the gesture form features
from linguistic information

In these experiments we wanted to test whether
it is possible to predict the form of the gesture
from the type of the eventuality referred to and in-
formation about Aspect and Aktionsart. The first
group of experiments regards the Handshape at-
tribute with seven possible values. In Table 3, the
results of these experiments are shown. They in-
dicate that Aspect information does not at all af-
fect the classification of Handshape, and Eventu-
ality Type and Aktionsart only slightly contribute
to the classification (the best result is obtained us-
ing Eventuality Type annotation, F-score improve-
ment of 0.1 with respect to the baseline, but is not
significant).7 Not surprisingly, the confusion ma-
trix from this experiment shows that the categories
which are assigned more correctly are those that
occur more often in the data (ASL_5 and ASL_S).

In the following experiment, we wanted to test
whether Aktionsart, Aspect and Eventuality Type
are related to the employment of hands in the ges-
tures. Thus, Handedness was predicted using the

7We indicate significant results with ∗. Significance was
calculated with one-tailed t-test and p<0.05.
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Table 4: Classification of Handedness
Handedness Precision Recall F-score

baseline 0.2 0.44 0.27
Aspect 0.2 0.44 0.27
Aktionsart 0.33 0.45 0.37
Type 0.36 0.48 0.41
all 0.35 0.47 0.40

Table 5: Classification of Iteration
Iteration Precision Recall F-score

baseline 0.55 0.74 0.63
Aspect 0.55 0.74 0.63
Aktionsart 0.55 0.74 0.63
Type 0.55 0.74 0.63
all 0.55 0.74 0.63

verb related annotations. The results of these ex-
periments are in Table 4. Also in this case, As-
pect does not contribute to the prediction of ges-
ture form. However, the results show that infor-
mation about the Eventuality Type to some extent
improves classification with respect to the base-
line (F-score improvement: 0.14∗). The most
correctly identified gestures were performed with
Right_Hand and Symmetrical_Hands, which are
the most frequently occurring Handedness values
in the data.

In the third group of experiments, we wanted
to investigate whether the linguistic categorization
of verbs improves the prediction of the gesture It-
eration. The results of these classification exper-
iments are in Table 5. They indicate that no sin-
gle feature contributes to the classification of hand
repetition: in all cases the most frequently occur-
ring value, Single, is chosen as in the baseline.

In the fourth group of experiments we analyzed
whether the linguistic categorization of verbs en-
hances the prediction of Movement. We present
the results of these classification experiments in
Table 6. They show that none of the investigated
verbal attributes has a relation to the Movement in
gesture.

In the fifth group of experiments the relation be-

Table 6: Classification of Movement
Movement Precision Recall F-score

baseline 0.37 0.61 0.46
Aspect 0.37 0.61 0.46
Aktionsart 0.37 0.61 0.46
Type 0.37 0.61 0.46
all 0.37 0.61 0.46

Table 7: Classification of Direction
Direction Precision Recall F-score

baseline 0.26 0.50 0.34
Aspect 0.26 0.50 0.34
Aktionsart 0.47 0.55 0.50
Type 0.26 0.50 0.34
all 0.47 0.55 0.50

Table 8: Predicting the Viewpoint type from lin-
guistic information

Viewpoint Precision Recall F-score

baseline 0.29 0.54 0.38
Aspect 0.29 0.54 0.38
Aktionsart 0.53 0.59 0.53
Type 0.71 0.78 0.74
all 0.71 0.78 0.74

tween the linguistic categorization of verbs and the
direction of the hand movement was determined.
The results of these classification experiments are
given in Table 7. They indicate that only Aktion-
sart contributes to the prediction of Direction (the
improvement with respect to the baseline: 0.16∗).

4.2 Classifying the Viewpoint
In the following experiments we investigated to
what extent it is possible to predict the Viewpoint
in gesture from a) the linguistic categorization of
the verb and b) from the gesture form.

In the first experiment, we tried to automati-
cally identify the Viewpoint in the gesture from the
Eventuality Type annotation. We also investigated
to which extent the verb Aspect and Aktionsart
contribute to the classification. The results of these
experiments are in Table 8. The results confirm
that there is a strong correlation between View-
point and Eventuality Type (F-score improvement
with respect to the baseline: 0.36∗). We also found
a correlation between Viewpoint and Aktionsart.

In Figure 2 the confusion matrix for the best
classification results are given. Not surprisingly,
the classifier did not perform well on the very in-
frequent category, i.e. D-vpt.

a b c <-- classified as
89 0 12 | a = C-VPT
5 0 18 | b = D-VPT

25 0 120 | c = O-VPT

Figure 2: Confusion matrix for predicting View-
point from linguistic information

In the last group of experiments we applied the
SMO classifier to the data to predict Viewpoint
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Table 9: Predicting the Viewpoint type from form
features

Viewpoint Precision Recall F-score

baseline 0.29 0.54 0.38
Handshape 0.64 0.7 0.67
Handedness 0.58 0.64 0.60
Iteration 0.67 0.57 0.44
Movement 0.55 0.55 0.43
Direction 0.67 0.57 0.44
all 0.68 0.72 0.69

from Handshape, Handedness, Iteration, Move-
ment and Direction. Table 9 summarizes the re-
sults of these experiments. They demonstrate a
strong correlation between the form of a gesture
and the gesturer’s Viewpoint: F-score improve-
ment with respect to the baseline is 0.31∗ when
all form related features are used, and all features
contribute to the classifications. Handshape and
Handedness are the features most strongly corre-
lated to Viewpoint. In Figure 3 the confusion ma-
trix for the best classification results is given.

a b c <-- classified as
84 0 17 | a = C-VPT
20 0 3 | b = D-VPT
36 0 109 | c = O-VPT

Figure 3: Confusion matrix for predicting View-
point from form features

5 Discussion and future work

The results of our first group of experiments in-
dicate that it is to some extent possible to auto-
matically predict certain form characteristics of
hand gestures from the linguistic categorization of
their lexical affiliates. We found that the Eventual-
ity Type extracted from wordnet categorization of
verbs improves classification of Viewpoint in the
co-occurring gesture. Our results are in line with
Lis’ (2012b) claim that the type of referent influ-
ences gestural representation. This claim has in
turn been inspired by Poggi (2008) and Parrill’s
(2010) hypotheses.

Lis (submitted) interprets the finding in terms
of Gricean Maxims (Grice, 1976), which among
others state that speakers tend to convey as much
relevant information in as economic way as possi-
ble. Body Motion refers to a movement of agent’s
body (part) not entailing displacement of the agent
as a whole, which can be easily mimed with hand
gestures from an internal perspective. The trajec-
tory or spatial arrangement of Translocation even-

tualities, on the other hand, is less readily reen-
acted without the risk of hindering communicative
flow between interlocutors. It can, however, be
easily depicted from an external perspective with
gestures drawing paths. Moreover, we have iden-
tified the form features of gestures which are most
tightly related to the Viewpoint, that is Handshape
and Handedness. In line with the previous inter-
pretation, Lis (submitted) suggests that C-vpt ges-
tures often depict interaction with an object and
the hand shapes reflect grasping and holding. O-
vpt gestures, on the contrary, focus on shapes and
spatial extents and utilize, thus, hand shapes con-
venient for depicting lines, i.e. a hand with ex-
tended finger(s). It needs to be, however, further
examined in how far the distribution of Handshape
and Handedness in our data is motivated by the
specifics of the stimuli.

Our findings also show that the type of even-
tuality improves prediction of Handedness. How-
ever, Eventuality Type provides a more substan-
tial improvement in the prediction of Viewpoint,
i.e. aspect of gestural representation rather than
of purely physical form of gesture. This sug-
gests that considering such representational for-
mat as an intermediate step in modeling gesture
production may be appropriate. Having found that
referent properties are only partially predictive of
the form of iconic gesture, Kopp and colleagues
(2008) consider direct meaning-form mapping to
have a weak empirical support. They have in-
stead suggested a two-step micro-planning proce-
dure where the relationship between referent prop-
erties and gesture physical form is mediated by
representational format. The present experiments
do not provide an answer as to whether the two-
step approach could lead to modeling aspects of
eventuality gesture production. More analyses are
needed, and they should be addressed in future
work.

While our results indicate that Eventuality Type
is the strongest predictor of gesture form, we have
also found that Handedness and Viewpoint are re-
lated to Aktionsart, whereas none of the consid-
ered form features showed correlation with verb
Aspect. An explanation might be that both the
Eventuality Type and Aktionsart regard more in-
herent characteristics of eventuality, while Aspect
regards the speaker’s external perspective on the
eventuality. It also needs to be noted that not all
Aktionsart categories are equally represented in
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our data.8 The three most frequent Aktionsart cat-
egories share the feature ’intentionality,’ but be-
long to different groups in Vendler’s classification
(Maziarz et al., 2011). It should be investigated in
how far different Aktionsart types in our data are
represented for different Eventuality Types, as that
may provide a further explanation of the obtained
results.

Aspect does not improve the classification for
any feature. The observation that Aspect is re-
lated to Handedness (Duncan, 2002) and Itera-
tion (Parrill et al., 2013) is, thus, not reflected
in this corpus. It needs to be remembered that
the relationship between Aspect and Iteration was
found by Parrill and colleagues (2013) only when
the eventualities were presented to speakers in the
appropriate Aspect in the stimuli. Our results
suggest it may not be generalizable to an over-
all correlation between Aspect and gesture Itera-
tion. Moreover, Aspect is expressed very differ-
ently in the three languages under consideration
(Polish - the present study, English (Parrill et al.,
2013), and English and Chinese (Duncan, 2002)).
Cross-linguistic differences have been found to be
reflected in gesturing (Kita and Özyürek, 2003).
Whether such differences in encoding of Aspect
impact gestures should be, thus, investigated fur-
ther.

The results of the experiments also indicate that
gestural Iteration and Movement are not at all re-
lated to the linguistic characteristics of the co-
occurring verb and that the only feature improv-
ing classification of gesture direction is Aktion-
sart. For Iteration, however, our data are biased in
that single gestures are predominant, which may
have affected the results. Regarding Movement
and Direction, we suggest that they may be pri-
marily dependent on visual properties of the refer-
ent, rather than the investigated factors. For exam-
ple, Kita and Özyürek (2003) have found that the
direction of gesture in elicited narrations reflects
the direction in which an eventuality has been pre-
sented in the stimuli. The only improvement iden-
tified in our experiments in the classification of Di-
rection (due to Aktionsart) requires further inves-
tigation.

Our results suggest the viability of the frame-
work adopted in the paper, i.e. application of

8The frequency distribution of Aktionsart in the verb-
gesture pairs: Activities(115), Acts(56), Actions(58),
Events(23), Accidents(15), States(2), Processes(0), and of
Aspect: Imperfective(179) and Perfective(126).

wordnet for investigation of speech-gesture en-
sembles. Wordnet classification of lexical items
can be used to shed some light on speech-related
gestural behavior. Using wordnet as an external
source of annotation increases coding reliability
and due to the wordnet machine-readable format,
it enables automatic assignment of values. Word-
nets exist for numerous languages and the ap-
proach may, thus, be applied cross-linguistically
and help to uncover universal versus language-
specific structures in gesture production. The find-
ings support the viability of a number of categories
in the annotation scheme used - they corroborate
that the type of referent is a category relevant to
studying gestural characteristics and they validate
the importance of introducing distinctions among
eventualities for multimodal phenomena. The ex-
periments also identify another attribute, i.e. Ak-
tionsart, as relevant in the framework.

It has to, however, be noted that our study is
only preliminary, because the results of our ma-
chine learning experiments are biased by the fact
that for some attributes certain values occur much
more frequently than others in the data. Future
work should address normalization as a possible
solution. Moreover, our findings are based on nar-
rational data, and need to be tested on different
types of interaction. Most importantly, the dataset
we used is small for machine learning purposes.
Due to time load of multimodal annotation, small
datasets are a well-known challenge in gesture re-
search. Our results await, thus, validation on a
larger sample. Also, cross-linguistic studies on
comparative corpora should be performed.

In the present work only one type of bodily be-
haviors, i.e. hand gestures, was taken into account,
but people use all their body when communicat-
ing. Thus, we plan to extend our investigation to
gestures of other articulators, such as head move-
ments and posture changes. In the present work
only gestures referring to eventualities were con-
sidered. Lis (submitted) has recently started ex-
tending the wordnet-based framework and investi-
gation to animate and inanimate objects.
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