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Abstract
We report the set-up and results of an experiment designed to
verify to what extent attitudes can be identified and labelled by
using an ad hoc annotation scheme. Respondents were asked
to label the multimodal expressions of attitudes of a number of
video bloggers selected from a vlog corpus. This study aims
at measuring respondents’ attitude choice as well as the differ-
ence in their attitude judgments. We investigate the contribution
of different modalities to the process of attitude choice (audio,
video, all). The results are analysed from three perspectives:
inter-annotator agreement, contribution level for each modality
and certainty level of attitude choice. Participants showed to
perform better in perceiving attitudes when they were presented
with the combined audio-visual stimuli in comparison to the au-
dio only and video only stimuli. Participants showed to be more
certain in selecting “Friendliness” than the other attitudes.
Index Terms: multimodal perception, video blogs, annota-
tion,affective states.

1. Introduction
Communicative content in human communication involves the
expression of social attitudes, defined as social affective states
that the speakers intend to transmit to the audience as defined
in [1]. Differently from emotions, attitudes might not corre-
spond to the truth inner psychological state of the speaker, but
represent what the speaker intentionally wants to show to the
outside. Understanding how speakers express their social atti-
tudes is a fundamental step in the process of successful com-
munication both in human-human and human-machine interac-
tions. While many researchers focus on detection of emotion in
human-human conversations [2][3][4][5][6], less attention has
been given to the analysis of social attitudes.

Nevertheless, understanding how speakers express their at-
titude by means of different verbal and visual feature is essential
to establishing a successful communication and it is particularly
useful when it comes to implementing better systems for Hu-
man Machine Interactions and Human Robot Interactions, be-
cause it can provide the machine with knowledge related to the
socio-affective states of the participant.

Understanding of the rich communication content in terms
of social signals provides invaluable skills in technologies such
as companion systems, socially aware interaction systems, con-
versational agents. [7].

Previous studies in the field of Linguistics, Social Signal
Processing and Affective Computing have highlighted the im-
portance of integrating the information carried out by social
signals, in particular emotions, affective states and attitudes in

the process of analysing and interpreting the communicative
content of interactions [8][9][10]. In this study we consider a
specific communicative situation: video blogs (VLOGS) where
speakers tend to have a dynamic representation of attitude ex-
pression in a specific scenario of social interaction. We focus
our attention on how to define and label attitude expressions in
a corpus of video blogs selected from Youtube. In order to label
attitudes we defined an annotation scheme to annotate the vlog
corpus. Our annotation scheme, named N5, is a derivation of
the standard A10 attitude annotation proposed by Henrichsen
and Allwood [11].

In this paper we present the results of an experiment in
which we asked respondents to label multimodal expressions
attitude of video bloggers. The aim of this study is to see to
what extent attitudes can be identified and labelled by using our
ad hoc annotation scheme.

2. Related Work
Recent studies explore communicative content, which includes
affect and attitudes with its relation to their perceptual meanings
[12][13] [14] [15].

Morlec et al. [12] suggest that attitudes strongly reflect
in the prosody of the speaker. Their study introduced six at-
titudes expressed in French from the inter-perceptual-center
group (IPCG) melodic curve corpus, which consist of 322 utter-
ances for each of the six attitudes, which are Assertion, Ques-
tion, Exclamation, Incredulous Question, Suspicious Irony and
Evidence. They conducted a perception study among 20 partic-
ipants to validate the six attitudes using training and testing sen-
tence modules. Results suggest that there exist confusions be-
tween Incredulous, Question and Suspicious Irony despite clear
prosodic distinctions.

Rilliard et al. [14] conduct a perceptual study of the
prosodic characteristics of attitudes (defined as prosodic atti-
tudes) through audio-visual modalities. Extending work on
six prosodic attitudes developed by Morlec et al. [12], they
included audio-visual recording of the six attitudes from two
French speakers and developed a perception test to present dif-
ferent modalities to 32 French listeners. Results show that the
Audio-Visual modality prove most helpful for listeners to iden-
tify these prosodic attitudes, particularly Obviousness and Sus-
picious Irony. Despite attaining good recognition rates for each
of the 6 attitudes, an interesting approach of analysis is the
application of a cluster analysis to understand confusions be-
tween these attitudes. Analysis found that Doubt-Incredulity
and Surprise-Exclamation are confused in the audio modality,
while Question and Doubt-Incredulity are confused when pre-
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sented in video stimuli. For the audio-video stimuli, video helps
in distinguishing Exclamation from Doubt-Incredulity. This
work is helpful in providing clear distinctions between the six
prosodic attitudes by conducting a perception study and cluster
analysis through different modes of stimuli.

Similar to [14], Allwood et al. [16] conducted a per-
ception study on attitude (defined here as Affective-Epistemic
States (AES)) using multimodal stimuli. The study involves
12 Swedish participants presented with recordings from the
NOMCO First Encounter. Gestures are annotated based on the
MUMIN annotation scheme [17]. Participants are shown a two-
minute long clip of the corpus and are required to choose any
words that describe both affective-epistemic and behavioural
states. Results from semantic analysis lead to seven types
of AES: happiness, interest, nervousness, confidence, disinter-
est, thoughtfulness and understanding. Audio-visual modality
shows most attributions for nervousness, interest and thought-
fulness. Further analysis suggests that AES expression may be
conflicting or complementing according to different modalities.
Happiness, for instance, is expressed best through the audio
modality but not vividly shown in video modality. This finding
claims that multimodal expressions of AES are more complex
to perceive.

Findings from these research works suggest that perception
studies, through several methods, are typically used to validate
the choices of attitudes. With reference to [16], our work elab-
orates on a similar method of validating our attitude choices
through an online perception study.

3. N5 Attitude Categories
Our past work on developing an attitude recognition system
[18][19] conducts data annotation using an adaptation of an at-
titude annotation scheme derived by Henrichsen and Allwood
[11]. This annotation scheme consists of ten attitudes named
A10, as listed in Table 1.

A10
Amused Bored
Casual Confident

Enthusiastic Friendly
Impatient Interested

Thoughtful Uninterested

Table 1: Standard A10-based Annotation Scheme

On the basis of A10, we developed a new annotation scheme,
hereafter, N5, constituted by 5 categories, presented in Figure 1.
Our hypothesis is that those categories are more representative
of the attitudes present in our corpus of video blog. Four of
the categories in our N5 annotation scheme are taken from the
A10 annotation scheme and the category ”Frustration” is added
because it was considered to be appropriate for our vlog corpus.

In order to validate our hypothesis, we asked two Lin-
guist experts to annotate a total of 250 vlogs [19] using the N5
scheme. We then calculated their inter-rater agreement, which
resulted to 0.75 Cohen’s Kappa. The reasonably high Kappa
shows how the 5 categories are a good representation of the at-
titude in the corpus. However, in order to have a further valida-
tion, we also run a perceptual test involving a group of anony-
mous non-expert public participants.

Figure 1: The N5 attitude categories

4. Perceptual Test Setup
We designed and run a perceptual test with three different aims:

i.) Validate the choice of the five attitude categories in the N5
annotation scheme
ii.) Investigate which of the modality (audio,video,combined)
mostly contributes to the attitude selection task
iii.) Investigate the certainty level of the participants

Twenty participants, recruited among Trinity College
Dublin (TCD) staff and students, took part anonymously in the
experiment on a voluntary basis. They were requested to pro-
vide age and gender information and to read participation in-
formation before starting the test. A clearance from the SCSS
Research Ethics Committee was obtained previous to the study.

Participants were provided with a link to an online survey
and were given 20 minutes to answer all questions. The on-
line survey was developed in-house using PHP5 with an MVC
architecture associated with a MySQL database.

The test consisted of three phases. In order to validate the
N5 scheme, i), participants were provided with N5 categories
and had an additional choice showing the remaining categories
from the A10 scheme listed under a drop-down menu with the
headings “Others”. The participants presented with the stimuli
had to select one of the categories to describe the affective state.

In order to investigate which of the modality (audio,video,
combined) mostly contributes in the attitude recognition task,
ii), participants had to label a total of 58 stimuli presented in
three sections of 18 questions each. Section A consists of the
audio only stimuli, Section B comprises video only stimuli (au-
dio muted) and Section C presents both audio-video stimuli.

Finally, iii) to investigate the certainty level, after selecting
an attitude, participants were asked to decide, on a scale ranging
from 1 to 7 (going from Unsure to Very Certain), how certain
they were about their judgments on their attitude selection. An
example of this certainty scale is pictured in Figure 4.

5. Results
We analysed the results from three perspectives: inter-annotator
agreement, contribution level for each modality and certainty
level of attitude choice.

5.1. Inter-annotator agreement

Results achieved 100% agreement among all the participants
for 37% of the stimuli. We further conducted inter-annotator
agreement, and found a “fair agreement” between all 20 raters
with a k-value of 0.27 using weighted Fleiss Kappa [20]. The
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Figure 2: N5 and “Other” attitude choices

(a) Section A

(b) Section B

(c) Section C

Figure 3: Examples of all sections

Figure 4: Example of certainty scale

low value for agreement is not surprising considering the large
number of raters (20 raters) involved in the test. In general it is
possible to observe that Frustration is often preferred over other
attitudes (see Figure 5).

This observation is in agreement with our justification for
the inclusion of the “Frustration” state as an attitude class that
is salient in the vlog dataset. Figure 5 shows also that category
“Other” did not get enough choices to justify inclusion in our
N5.

Figure 5: Frequency of Occurrence of selected Attitudes

5.2. Contribution of modality in the attitude selection task

We further analysed the relevance of multimodalities for atti-
tude perception and observed that a fusion of audio and visual
information is most helpful for participants to perceive attitude
expressions of vlog speakers. Specifically, annotators reached a
precision of 35.5% when exposed to the Audio+Video stimulus,
of the 33.1% while exposed to Audio only and of 31.6% while
exposed to video only.

5.3. Certainty level for attitude choice

Following that, we conducted analysis on the certainty level of
participants with their attitude choice. Figure 6 shows levels of
certainty per attitude.
Participants showed to be most certain when selecting “Impa-
tience” and “Friendliness”, while they showed less certainty
when selecting the categories listed under “Other”.
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(a) Certainty Level for
Amusement

(b) Certainty Level for Enthu-
siasm

(c) Certainty Level for
Friendliness

(d) Certainty Level for Frus-
tration

(e) Certainty Level for Impa-
tience (f) Certainty Level for Other

Figure 6: Certainty levels for each attitude

This suggests that participants were not certain and most con-
fused about their choice of the “Other” category.

6. Discussion and Conclusions
The main aim of this study was the validation of our novel atti-
tude annotation scheme N5. To achieve this aim we performed a
perception test with 20 participants who were asked to annotate
a subset of our vlog corpus.

The low inter-annotator agreement is expected and in-line
with Schuller’s [21] statement on the difficulty in obtaining re-
liability in the annotation of affective states due to the equivocal
nature of affect data. Factors like age, gender and cultural back-
grounds of participants may contribute to this variation. This
finding is not unexpected as it is challenging to assign labels to
these kind of phenomena since attitude perception is subjective.

“Frustration” was chosen most of all 11 attitudes, making
this a relevant label to annotate attitude in the vlog data. On the
other hand, there was not sufficient consistency in the “Other”
category to justify inclusion of an extra attitude. This findings
suggest that our N5 attitude categories seems to be a sufficient
scheme to annotate attitudes in our vlog corpus.

Participants showed to perform better in perceiving atti-
tudes when they were presented with the audio-visual signals in
comparison to the audio only and video only stimuli. We found
that the fusion of multimodalities from the vlog data is in agree-
ment with Shochi et al. [22], who also report that Audio-Visual
modalities have stronger influence in attitude perception.

To further understand which attitude categories are clearly
detected and which of the attitudes participants have reserva-
tions about, we conducted a certainty test. We notice that partic-
ipants were more certain in selecting “Friendliness” to the other
attitudes. Another observation from this measure of certainty
is that the participants showed uncertainty when selecting the
attitudes from the drop down menu Others. This is interesting
for us as the attitudes included in the “Others are those from the
A10 Attitude annotation scheme which we decided not include
in the N5 scheme, as we assumed they were not represented in
our vlog corpus. This level of uncertainty among participants
may be an indication that the attitudes from the“Others list are
indeed not so representative of our vlog corpus.

7. Future work
Our work presents a perception study to validate the choice of
attitude categories in our vlog dataset. As an extension of this
work, the application of this results will be implemented in a
predictive classifier in developing a computational framework
for automatic attitude recognition. To further improve the cur-
rent findings, we suggest plausible methods for measuring atti-
tude perception. Due to varying results from multi-rater agree-
ment test, we plan to analyse confusion matrix and/or perform
cluster analysis to explain these discrepancies. Future work is
also planned for an in depth analysis of gender and age effects
to better understand factors that can contribute to attitude per-
ception.
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