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Welcome to sigrad 2014 –  
the annual meeting of the swedish Computer graphics association (sigrad) 
– taking place at the Chalmers University of Technology in gothenburg.

The association‘s mission is to be a meeting point for researchers and industry
professionals who are interested in computer graphics and adjacent 
areas, such as visualization and human-computer interaction (HCi).  
in recent years, the association‘s activities were focused on the organiza- 
tion of the annual conference, which attracts a growing number of partici-
pants. The rapid development of computer graphics technologies and the 
acknowledged need for visual computing solutions has led to a growing  
interest in graphical computing in both commercial and academic areas.  
started in sweden in 1976, sigrad has become an annual appointment for 
the Nordic community of graphics and visual computing experts with a broad 
range of backgrounds. Through more than three decades, SIGRAD has offered 
a forum to present and disseminate new technological results, new paradigms 
and new visions advancing the state-of-the-art of visual computing.

SIGRAD 2014 offers a strong scientific program that well represents current 
research and developments in the field in our part of the world. Leading  
researchers, from 6 different countries will present their recent work; there 
will be 14 papers. Peer reviewing was carried on by a highly qualified group 
of researchers of the Program Committee; we engaged 38 reviewers from  
11 countries on 4 continents. Each paper was reviewed by at least three mem-
bers of the Program Committee, one of them playing as associate Chair.  
The various sessions explore research questions and solutions in several  
domains, and cover a wide combination of subjects. 

We are especially honored to welcome our invited speakers: albrecht schmidt 
(professor of Human Computer interaction at the University of stuttgart,  
germany) who gives an opening keynote called “The World around us is  
the User interfaces - From graphical User interfaces to interaction with the 
Ubiquitous Computing”. Yossi somer (CEO of animaze Technology as, 
Oslo) who gives an industrial keynote called “Revolutionizing a booming 3D  
industry: The global evolution”. Niklas Elmqvist (professor of electrical and  
computer engineering and the director of the Pivot Laboratory at Purdue  
University, Usa) who gives a vision keynote called “Visualization is dead! 
(Long Live Visualization!)”. Frédéric Vernier (professor of computer science, 
south-Paris University, France) who gives a closing keynote on “information 
Visualization at Tabletops”. 

foreword
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Besides the keynotes, we invited two more speakers: Ulf assarsson (professor 
of Computer graphics at Chalmers University of Technology, sweden), who  
presents “Experiences from publishing research at siggraph” and Karthik  
ramani (professor of Mechanical Engineering and professor of Electrical and 
Computer Engineering, Purdue University, Usa), who presents his work on 
“Using Hands: sketching, shaping and Building to Create”.

We would also like to thank those who have contributed behind the scenes to 
the conference organization: the Visual Arena staff (Thomas Hanson, Mia 
Leterius, and Åsa Andblad), Pawel Wozniak (student volunteers organiza- 
tion), the economic officers of the Department of Applied IT at University 
of gothenburg and Chalmers (Pia Ovik and sanna Erling glyssbo), our uni-
versities information officers (Hanna Nordqvist, Karin Lundberg, and Peter  
Larsson), and the controller of the IT Faculty (Margaretha Jansson). For their 
session chairing engagement during the conference, we would like to thank 
alexandru dancu, daniel sjölie, Erik sintorn, Mohammad Obaid, and Pawel 
Wozniak. We also thank student volunteers Chen Chen, Dan Dolonius, Jesper 
Molin, Lars Lischke, Matz Johansson, and Petras Sukys.

Finally, we are highly thankful to our partners: Visual Arena Lindholmen  
offers us to use their well-equipped, staffed studio. The researchers of the t2i 
Interaction Laboratory at Chalmers provided significant support in realizing  
this event. The colleagues at the division of interaction design enabled us 
to have institutional support along the way, which was also the case for the  
department of applied iT, both at University of gothenburg and Chalmers. 
Finally, we have largely benefited from the research network within the Marie 
Curie Actions of FP7/2007-2013/, REA grant number 290227, DIVA. 

researchers from Chalmers, sweden and NUs singapore are partly suppor-
ted by the swedish Foundation for international Cooperation in research and 
Higher Education (STINT) through the Strategic Grant for Internationalization; 
grant number 2012-019. Finally, we have received generous support from the 
iT Faculty at University of gothenburg, as well as from the swedish research 
Council (Vetenskapsrådet, Vr), grant number 91294, and to some extent from 
EON reality inc.

Morten Fjeld, Chalmers University of Technology, sweden, general Chair
daniel sjölie, University of gothenburg, sweden, Co-Chair
Mohammad Obaid, Chalmers University of Technology, sweden, Co-Chair
Erik sintorn, Chalmers University of Technology, sweden, Co-Chair

foreword
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9:15  Welcome

9:30 opening keynote 
albrecht schmidt

10:30 Announcements

10:35 Coffee break

11:00 Paper session 1

12:00 Lunch
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14:20 Paper session 2

15:00  announcements
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11:00 Paper session 5
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IPFViewer: Incremental, approximate analysis
of steel samples

M. Thurau1 & C. Buck1 & W. Luther1

1University of Duisburg-Essen, Germany

Abstract
This paper describes the design of a visual analysis tool for our Inclusion Processing Framework, called
IPFViewer. The tool has been designed in cooperation with a large German steel production facility in order
to acquire knowledge from data collected about nonmetallic inclusions and other defects in steel samples. We
have highlighted parts of the framework in previous publications in interdisciplinary journals. Here, we describe
our contribution in the area of grouped or clustered data items. These data groups are visualized by techniques
known from uncertainty visualization to make visible fluctuations and corresponding variations in steel samples.
However, our results are also transferable to other ensemble data. To find an optimal way to design algorithms and
visualization methods to process the huge data set, we discuss the project-specific requirements regarding memory
usage, execution behavior and precision. By utilizing approximate, incremental analysis techniques when needed,
the responsiveness of the application is ensured while high precision is guaranteed for queries with fast response
times. The design allows workers at the steel production facility to analyze correlations and trends in billions of
data rows very quickly and to detect outliers in routine quality control.

Categories and Subject Descriptors (according to ACM CCS): Computing Methodologies [I.3.6]: Computer
Graphics—Methodology and Techniques

1. Introduction

In [HBT∗12] we presented a new approach to measuring
nonmetallic inclusions and other defects in steel samples at a
real-world steel production facility. These samples are con-
tinuously sliced by a milling machine to accumulate volu-
metric data about any defects they might contain through re-
peated image capturing and processing. For each defect var-
ious attributes, including volumetric statistics, such as vol-
ume and sphericity, are calculated and stored. In [BBPL14]
we continued our work by classifying the defects with the
help of machine learning algorithms. As a result, three types
of defects can be identified: pores, such as those containing
trapped gases; solid inclusions containing non-metallic ele-
ments, like aluminum oxide; or longish cracks. In [TBL14]
we reported on some features and the visual capabilities of
the visual analysis tool IPFViewer, which was built explicitly
for visually analyzing the huge data set. We also responded
to objectives and tasks defined by the steel experts in greater
detail and presented applicable visualizations and interaction
techniques. In this paper, we report on ongoing research in

the area of data groups — in particular, groups of samples.
Samples using the same production parameters are of spe-
cial interest. Through natural fluctuations during the steel-
making process, each sample is different. These differences
lead to uncertainties in all kinds of measurements, including
the amount, size and position of defects in the sample. Un-
certainties are visualized with the help of uncertainty visual-
ization techniques to allow the analysis of variances. These
large data groups, which contain billions of data items, yield
performance problems that we have not previously discussed
in detail.

Visual analytics of the data set provides highly valuable
information. Steel experts want to know what influence var-
ious process parameters have on the outcome of the steel
product (sensitivity analysis). Their interest lies in a better
understanding of the steel making process, which has been a
significant focus of research for over 80 years. Defects have
a major impact on the mechanical properties of steel and
therefore on its steel. The goal is to improve the quality of
steel while, at the same time, lowering the costs of producing
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it. Additionally, quality control in daily usage is of interest.
By comparing the measured production outcomes with ref-
erence data that show the intended outcomes, manufacturers
can monitor production and detect outliers.

Our scientific contribution is a design study that solves a
specific real-world problem in the domain of steel produc-
tion. The targeted audience is steel experts who want to an-
alyze their steel quality. First, we define a new task which
was not discussed in our previous papers: the grouping of
multiple objects, mostly the grouping of samples of simi-
lar production parameters. After specifying the design re-
quirements from a visual analytics perspective, we justify
our general design choices based on related work in the
literature. The design itself is then presented along with a
use case. These are analyzed in order to validate the design
choices and point out possible improvements. In short, the
design choices are

• uncertainty visualization to show fluctuations.
• data management based on expected query cost.
• incremental, approximate analysis for large queries.

2. Task Analysis and Design Requirements

We begin by defining the tasks necessary for an analysis of
milled steel samples based on data collected by a large Ger-
man steel facility. Each sample is an ensemble member in
an ensemble data set [WP09]. There are multiple steel sam-
ples containing multiple defects. Therefore, the data set is a
tree of ensemble members, or hierarchical ensemble data.
The data is also large, multidimensional and multimodal.
In [TBL14], we presented a new way of dealing with that
data, which came down to three tasks:

• Task #1: Single node analysis
Analyzing a single node (a subtree) in the data tree (e.g.,
a sample and its defects) with the help of a multiple view
system to generate hypotheses and to find relationships
and anomalies.

• Task #2: Repeatability analysis
Knowledge from task #1 is reexamined in neighboring ob-
jects by utilizing small multiples of multiple views.

• Task #3: Trend analysis
How does a correlation between two or more attributes
vary with respect to other attributes? For example, one
hypothesis is that, the larger a defect, the more spherical
it will be. Such correlations may only be true for some
of the smoother steels. This is shown by sorting the small
multiples.

Next, we define a new task, which is the aggregation or
grouping of multiple samples and defects:

• Task #4: Aggregation of objects
Repeat task #1 to #3 with user-defined groups of proba-
tions or defects.

The outcomes of the steel making process have certain
natural fluctuations even when the same production param-
eters have been used. Therefore, analysis of a single sample
may lead to misconceptions if that sample is not representa-
tive or is an outlier. By grouping multiple samples, there is a
high probability that the resulting statistics will yield a gen-
eral truth that is less susceptible to outliers and will predict
the features of future production. This prediction depends on
breadth of the range of fluctuations. These variances may de-
pend on some process parameters and are important factors.
This kind of analysis is known as uncertainty or variance
analysis. Steel experts want to know the boundaries of the
range of possible outcomes. They want to be able to identify
best- and worst-case samples as well as the range of most
probable outcomes.

Aggregating samples with similar production parameters
helps in the analysis of the range of possible outcomes, while
aggregating samples with similar outcomes helps in the anal-
ysis of the range of process parameters suitable to achieve
particular outcomes. For example:

• To guarantee similar production conditions, the fol-
lowing parameters are important: steel type, temper-
atures, amount of oxygen and timings.

• Similar outcomes are grouped based on: amount and
types of defects and total cleanliness.

After identifying the tasks for the steel analysis, we im-
posed additional requirements on the system in order to cope
with the challenges familiar in visual analytics:

Requirement #1: Visualization of uncertainty. As
shown in previous publications, each sample is visualized
with the help of different statistical visualizations. For in-
stance, a trend graph showing the influence of the defect
diameter on the defect eccentricity in a particular sample.
Larger defects may be more spherical. When dealing with
a whole group of samples, we get a family of curves (one
curve for each sample) [KLM∗12]. These multiple curves
can be aggregated and then visualized as a single trend chart
with uncertainty bars or box plots.

Requirement #2: Flexible parameter set. The concrete
set of data attributes for samples and defects may change
from time to time. There are thousands of process param-
eters and measurements stored for each sample and defect
on different independent database systems. For security rea-
sons, however, the database for the analysis will be separated
and process parameters will be added and removed regularly
based on current analysis goals.

Requirement #3: Fast response times. There are ex-
pected to be more than 10 billion defects over the next 10
years. Statistics over such huge amounts of data items can-
not be calculated quickly enough to allow interactive anal-
ysis with continuously changing user demands. Scalability
to huge datasizes is one of the current challenges in visual
analytics in the research agenda [TC06].
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3. Related Work

The visual analysis of ensemble data sets is relatively new
[WP09]. Wilson et al. published a general overview of chal-
lenges of ensemble data sets. We compared our general ap-
proach with their paper about Ensemble-Vis [PWB∗09] in a
previous paper [TBL14].

To enable fast querying in large databases, a great deal of
research is being conducted in the area of database optimiza-
tion [KIML11]. There is a great demand on standardized im-
plementations at the database level, because optimizations at
this level are beneficial for all visual analytics tools [TC06].
However, such techniques are not yet mature or available for
standardized databases.

A recent publication in this area is BlinkDB [AMP∗13].
Instead of querying every single data item, it uses a small
sample of the database to get an approximate answer. There
are a lot of sampling based solutions available. The chal-
lenge is to find an optimal sample that best approximates
the precise answer. BlinkDB manages multiple sets of uni-
formed and stratified samples for that purpose. The pre-
calculated sample selection is based on predictions of the
most likely future queries. In their case, they predict the
columns involved in the query. Their work is very impres-
sive, as they developed an approximate query engine with
both error and response time constraints. The disadvantage
of systems based on prediction and pre-calculation is a cer-
tain degree of inflexibility when compared to incremen-
tal, approximate analysis. Some answers can be given very
quickly, while others cannot. This is a problem in explorative
analysis, where all answers should be provided interactively.
In our case, the flexible parameter set is an additional burden
to pre-aggregation. In BlinkDB’s taxonomy of four different
workload models, the most flexible one is the online aggre-
gation model. On the negative side, online aggregation does
not offer solutions to increase efficiency. It is only supposed
to return intermediate results so that users are involved in the
calculation process. They can monitor interim results and in-
tervene accordingly. An optimal way to gain efficiency and
flexibility at the same time is to use hybrid systems, which
may arise when mature implementations of each technique
are available. Systems can evaluate query costs and choose
the optimal corresponding technique.

Until then, we have chosen to implement the most flexible
technique, online aggregation, which was called incremen-
tal, approximate analysis in a recent paper in visual analyt-
ics [FPDs12]. The same technique is also used by the CON-
TROL project [HHW97]. Incremental, approximate analysis
or "online incremental analysis" has many advantages over
other techniques. The idea is to calculate answers on a small
sample of the data first. The approximate answer is visual-
ized, while another sampling of the data is obtained that does
not include the data items of the previous sample (sampling
without replacement). After that, the two approximate an-
swers are merged to obtain a better approximation. At the

last data iteration, all available data has been taken into ac-
count, which leads to either precisely or closely approxi-
mated results. What was missing in previous publications
was a discussion of the algorithms used. While [FPDs12]
only named average, sum and count, more sophisticated sta-
tistical functions, like quantile estimation, are needed for a
versatile analysis tool. Below, we will discuss and categorize
some requirements of statistical algorithms.

Visualizing uncertainty when dealing with summary
statistics is commonly done with box plots or similar tech-
niques [PKRJ10]. Instead of analyzing individual values, the
average value can be used. Depending on the desired pre-
cision of the information, more precise summaries for data
distributions are available. One of these is the five-number
summary, which consists of the min and max values, the up-
per and lower quartiles and the median. The family of curves
provides a good example. When a trend graph visualization
has multiple data points per bin (one for each curve), the
bin can be summarized with a corresponding summary. The
trend graph shows a trend including its possible variations
just as we need it for the analysis of groups of steel samples
and defects (Fig. 3).

4. The Data Model

Generating groups of objects can be understood differently.
When dealing with more complex algorithms that try to
group objects on nontrivial aspects, literature refers to clus-
tering. We cluster data offline only and make results avail-
able as attributes in the database. The IPFViewer groups ob-
jects based on intervals of their attributes in real time. This
means, for instance, that we group the samples based on
melting temperature intervals. This is also known as data
binning. On the other hand, we might group samples accord-
ing to categorical data dimensions, like the steel type. We
allow the definition of an unbound number of dimensions
for clustering. That means that users can first create clus-
ters based on attributes such as defect diameter, for example,
small and large. The resulting clusters can be further divided
by defect type, such as cracks and pores. In this way, we
obtain four clusters — small cracks and small pores, large
cracks and large pores — which then are visualized.

4.1. Algorithm Requirements

First of all, we require limited memory usage. Depending
on the system’s memory capacities, the amount of data items
and distinct data dimensions required for one or multiple vi-
sualizations, we can run into a memory overflow quite fast.
As a result, we want to keep only the current iteration in
memory. Data items of older iterations have to be summa-
rized in such a way that their meaning distributes to the over-
all calculation without saving each item separately. An ex-
ample is the calculation of the average. We can calculate and
store the average of the complete first iteration without sav-
ing each individual item. In the next iteration, we can merge

3
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the results to get a more precise average. This requirement
makes quantile calculation difficult. To calculate quantiles
with a naive algorithm, we need all data items to be sorted in
a single list. A lot of research regarding quantile estimation
is available [GK04].

The second requirement concerns execution behavior.
Algorithms can only work batch-wise, iteratively or com-
pletely. Batch-wise means that the data is divided into parts,
or batches, which are handled one after the other. When
working with batch-wise algorithms, we assume the ability
to merge results (Mergeable Summaries [ACH∗12]). For in-
stance, we could calculate the quantiles of several batches.
However, these batch quantiles would not reveal the quan-
tiles of the overall data. While it is possible to use the me-
dian of medians, which fulfills the batch-wise behavior, this
method is not as precise as needed. On the other hand, the
count function can be executed batch-wise, and simply sum-
marizing the results of the batches results in an outstanding
ability to merge them. Other examples are sum, count, min,
max and avg. In contrast, iterative algorithms handle data
items one after the other. Here, we also assume the single
pass criterion, which means that each data item is viewed
only once. If that were not the case, we would overburden
the limited memory available in order to store the data items
for subsequent passes. While batch-wise and iterative algo-
rithms are appropriate for very large data sets, algorithms
that require access to the complete data set without the abil-
ity to provide interim results are completely unsuitable, as
discussed above.

Data handling is divided into multiple steps. At each step,
execution behavior can vary. From a database we normally
get multiple data items batch-wise to reduce overhead. After
that, a subsequent algorithm with an independent execution
behavior may run within the application. Sometimes, batch
results can be calculated directly within the database sys-
tem. We assume that this was the way CONTROL [HHW97]
and [FPDs12] worked. When dealing with more complex al-
gorithms, especially quantile estimation and data mining, we
receive all data items batch-wise and calculate results within
the application.

Another requirement deals with the precision of results.
A statistical calculation can be precise or it can yield an es-
timation with precise bounds or an estimation with proba-
bilistic bounds. While trying to achieve as much precision
as possible, we work with all these precisions and make sure
to tell the user the degree of precision currently available.
As stated in the introduction, a high degree of precision is
not necessarily needed for analyzing general trends or creat-
ing hypotheses. Related to precision is the need for a priori
knowledge. Some algorithms achieve good results only for
certain data distributions. Due to the nature of explorative
analysis, we cannot foresee such data distributions. Other a
priori knowledge often needed is the number of data items.
When dealing with many data items that are highly filtered,

we would have to use a previous pass to count them. There-
fore, we require algorithms without any a priori knowledge.

4.2. Algorithms based on query costs

Itemcount:
multiple billion

Itemcount:
multiple
thousand

Standard func.:
count/
max/min/
sum/avg/
std. binning (e.g.
histogram)

precise

Batch-wise
calculation by DB,
merging by applica-
tion

precise

One-
step by DB

Statistical func.:
quantiles
variance
skewness
kutosis
mode
stat. binning
(e.g. box plot)

approximation
in some cases
Batch-wise retrieval
of values from DB,
iterative calculation
by application

precise

One-
step by DB

Table 1: The data processing steps depend on table sizes and
desired statistics

We differentiate between low and high numbers of data
items in the expected results. As mentioned above, the ex-
act number of data items is not known a priori when filters
are involved. However, the typical item count for tables is
familiar; thus, we know the limits for some types of queries:

Query all samples: max. 100 thousand items
Query defects from one sample: max. 100 thousand
items
Query defects from multiple samples: up to 10 billion
items

For a small number of items, we calculate the statis-
tics completely in one step within the database system and
achieve a precise result in an acceptable amount of time
(Tab. 1). For large numbers of items, we differentiate be-
tween standard functions, which are very well suited for
batch-wise merging [ACH∗12], and more complex func-
tions, which are calculated by the application iteratively.
For the latter, we receive all data items in batches from the
database and then iteratively calculate the desired statistics
using the Boost Accumulator library †. These calculations,
however, are not necessarily precise, but may be approxi-
mations in some cases. For instance, the quantile estimation
uses the extended P-Square algorithm [JC85]. When binning
is involved, which means a statistical calculation for each

† Boost Accumulator: www.boost.org
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Figure 1: The data model is divided into two parts. On the left is a level overview showing an overview of the level of interest in
the data tree, which is selected by the user. Each data point in the overview corresponds to a sub-tree shown on the right. The
sub-trees are visualized side by side in detail in the level detail view, using a multiple view system. The color orange indicates
connections between the nodes. Grouped data is visualized with uncertainty to represent fluctuations of group members.

bin is needed, we also differentiate between standard func-
tions (histogram based on count) and statistical binning (box
plots). Our implementation regarding incremental data min-
ing is not mature yet. We mine and recommend data items
based on most occurrences (mode) and extremes (min and
max of attributes) of pre-calculated item descriptors. Once
we have found suitable items, more corresponding data di-
mensions are received and presented as recommendations,
such as the most dangerous defect.

small table large table
small workload
per item
(count, avg, etc.)

no limit limit scanned
items

large workload per
item
(aggregates, joins)

limit returned
items

limit returned
and scanned
items

Table 2: Query limit depends on table size and expected
workload

One of the problems we ran into was paging within the
database. Paging is the operation of limiting the data to
small portions, or pages, and receiving them one after the
other using multiple queries utilizing LIMIT and OFFSET.
As the database does not necessarily cache previous oper-
ations, a large offset means rearranging all items below the
offset in the same order as before (the order must be unique),
which can be a long operation. This was solved using the in-
dexed ID as order and filter queries to the first ID that is a
potential match. In this way, previous entries do not have to
be scanned again. On the negative side, this prevents an opti-
mization of the intermediate results based on sampling order,
which is one of the most common optimizations. However,
this problem can be solved by creating additional indices.
Our solution is shown in Tab. 2. Using these limitations, the
workload is distributed relatively equally among the queries,
independent of the number of items that match the filters.

5. The Visualization Model

We now present the visualization model, which is shown in
Fig. 1. First, a level of the main data tree is chosen as the
level of interest. For instance, one might want to analyze
the samples by conducting a comparison and a trend analy-
sis. Another level of interest would be the hierarchical level
containing the defects. We present all the data items on that
level of the data tree in a visualization, the level overview,
and also visualize each data item in detail side by side in the
level detail. Each data item or cluster in the level overview is
represented by a single visual item within a visualization,
like a point or a bar. Multiple visualizations can be used
as the level overview. In the level detail, each data item or
cluster is represented by a comprehensive multiple-view sys-
tem [WBWK00], showing various data dimensions, modali-
ties and visualization forms simultaneously. Users can spec-
ify the data and visualization forms, like histograms, bar
charts, graphs, scatter plots, pie charts and textual informa-
tion. Since each visual item in the level overview relates
to one comprehensive visualization layout in the level de-
tail (Fig. 1, orange), sorting, filtering and clustering the data
level affect both visualization methods. This is very effective
for trend analysis [TBL14]. To sum up, we provide a small
multiples visualization [Tuf90] (actually small multiples of
multiple views) with an additional overview, as shown in
Fig. 2.

The upper part of Fig. 1 deals with non-clustered data. We
focus on the lower part regarding visualization of clusters. A
cluster is a group of nodes on the data tree. The precision
of the summary statistic can be selected. Instead of show-
ing a single value to represent a large cluster, such as an av-
erage, multiple values representing boundaries have advan-
tages when examining uncertainty [MTL78]. Here are some
examples:

1 value: avg, median, count, etc.
2 values: min+max, upper/lower quartiles, etc.
3 values: min+avg+max, upper/med/lower quart., etc.
5 values: five-number summary (boxplots), etc.
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Figure 2: A screenshot of the main window of the tool. In the overview on the left, uncertainties of four different outcome mea-
surements are shown for different steel grades (bar charts). Two pie charts show the distribution of two categorical attributes.
On the right, each steel grade is visualized in greater detail. Each steel grade uses the same layout, which enables easier
comparison. Additionally, for every steel grade, four of the most significant defects are shown.

For categorical data dimensions, like the steel type, we
cannot use these numerical statistics. Instead, statements
about most occurrence are given as textural information, uti-
lizing the statistical function mode.

Besides pure processing of data by humans based on in-
formation visualization, we also added machine-based Data
Mining [KMS∗08] in the level overview via a tree traverse
through the level of interest, thus horizontally. While data
from lower and higher levels can be used during the mining
process, the mining result will be an item or cluster in the
level of interest (Fig. 1, green). The mining results are visu-
alized as a recommendation to the user. This is very valuable
in combination with level filters. For instance, the user may
choose to analyze samples from the current week only. At
first sight, exceptional samples from the current week are
seen. That approach was also chosen for the level detail.
Each sample or cluster has a large list of defects attached
to it. The data mining process here is done vertically. Ex-
ceptional defects belonging to the current sample are found
and recommended to the user, as are exceptional samples in
the case of clustered data (Fig. 2, four exceptional defects
recommended for each cluster).

6. Use Case

This paragraph describes the sequence of a typical analysis
process:

Users choose one of three categories of objects of interest.
These are defects, samples or aggregates. After choosing ag-
gregates, they specify one or more data attributes that define

Figure 4: Visualizing the defect bands for various steel
types.

the aggregates. They then select the categorical data attribute
steel type, so that samples are grouped by their steel type. In
this way, users are now comparing all the steel types avail-
able in the database.

Users may also choose to focus on a smaller set of steel
types. To do so, they employ filtering on some of the pro-
cess parameters, such as selecting steel types with a melting
temperature of about 1500◦C. and additional oxygen blown
into the melt. During all interaction with the GUIs the screen
is constantly updating to address the user’s requests. The
overview and the detail view use some standard layouts that
have been defined in a previous analysis session (Fig. 2).

In the detail view, users scroll through the different steel
types and see how greatly they differ in the defect sizes they
contain (histogram of diameter) and defect types that occur
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Figure 3: Visualizing the iterative loading process of a statistical plot, showing the correlation of defect diameter and defect
eccentricity: 4%, 28% and 100% of the data used.

in them (pie chart of defect type). To determine whether
there are also differences in the locational distribution of
the defects within the sample, the user changes the layout
to distribution of defects, as created in a previous session. A
binned scatter plot, representing the rectangular sample for-
mat, displays a band where most of the defects are located
(Fig. 4). The defect bands differ from steel type to steel type.
Sometimes it is broader or wider; it may contain holes or
be located differently within the sample. The user sorts the
steel types according to different process parameters to see
if there is a correlation between the defect band and certain
process parameters.

In another analysis, the hypothesis was examined that the
largest defects are more spherical and thus have a high de-
gree of eccentricity. To do so, in the overview area, the user
creates a graph showing the defect eccentricity against the
defect diameters. The graph shows the average defect eccen-
tricity for defects diameters in steps of 10µm. It seems that
the hypothesis was correct: On average, the largest defects
are more spherical.

Wondering why the variance is very high for large de-
fects, the user then decides to undertake a variance analy-
sis and edits the graph to show not only the average, but
also a five-point summary. Even in between the upper and
lower quartiles, where 50% of the defects having an eccen-
tricity value around the middle are located, there are defects
with no eccentricity and full eccentricity (Fig. 3). The user
decides to create groups based on the defect type. This vi-
sualization strengthens and refines the hypothesis. The large
defects with low eccentricity are the longish cracks, while
the non-metallic inclusions are, in fact, spherical with a low
variance (Fig. 5).

7. Discussion

The speed of the analysis tool is much better when com-
pared to older versions of the software, which calculated ev-
erything in one step by database. Performance problems oc-
curred when users changed input very quickly and ongoing
calculations could not be completed. This was noticeable es-

Figure 5: Showing a correlation for different defect types.

pecially when users scrolled through a large number of clus-
ters in the side-by-side views. By calculating the statistics
incrementally, it is possible to cancel further unneeded cal-
culation steps, greatly improving the degree of interactivity.
By implementing the seek operation as described, there is
only negligible overhead for paging. Calculating the quan-
tiles with the naive algorithm in the database was signif-
icantly slower than the new method of retrieving the data
batch-wise and approximating the answer. In general, by ex-
amining the data size and the statistical function of interest,
we can adapt the way we process the data to meet the op-
timal requirements for execution behavior, speed and preci-
sion. There are algorithms which guarantee ε-approximate
answers and fulfill our requirements. These algorithms guar-
antee an error in the approximation with an upper limit of ε.
They will be implemented in future work. With these kinds
of algorithms, as described, for instance, in [ZW07], we can
more finely adjust the system with regard to the tradeoff be-
tween speed and precision in each iteration.

We collected user feedback from the steel experts who
will use the tool and researchers involved in the project.
Most wanted statistical function to be the quantile estima-
tion. Compared to variance, user can see the distribution of
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the values above and below the average independently. Vari-
ance only shows a general uncertainty in both directions.
Feedback about performance was ambiguous. The steel fa-
cility employees work with systems that have very slow re-
sponse times. Accidental user inputs are penalized by long
waiting times before these inputs can be corrected. On the
one hand, our new way of dealing with data was accepted.
On the other, there was concern because its degree of re-
liability during the loading process was unknown. However,
this was counterbalanced by the system’s greater responsive-
ness. In many cases the approximations of visualizations hit
the final visuals very fast due to high probability of similar
data to come. We are exploring new input methods, so that
all the available data is used only when explicitly wanted.
This innovation would safeguard the infrastructure. Showing
some data in comparison with reference data was adopted
and desired for all kind of visualizations that show a single
sample. For instance, when visualizing a sample, experts do
not just see the facts about the collected data, but can evalu-
ate and rate the sample compared to a reference. By defining
the reference data dynamically — including rules to define
similarity — great opportunities arise. Reference data is not
as much of interest when clusters are visualized. Comparing
multiple clusters side by side was preferred.
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Abstract
Clustering data is a standard tool to reduce large data sets enabling real-time rendering. When applying a grid
based clustering, one cell of a chosen grid becomes the representative for a cluster cell. Starting from a uniform
grid in a projective coordinate system, we investigate a redistribution of points from and to neighboring cells. By
utilizing this redistribution, the grid becomes implicitly curvilinear, adapting to the point cloud’s inhomogeneous
geometry. Additionally to pure point locations, we enabled data fields to influence the clustering behaviour. The
algorithm was implemented as a CPU and a GPU code. The GPU implementation uses GLSL compute shaders
for fast evaluation and directly manipulates the data on the graphics hardware, which reduces memory transfers.
Data sets stemming from engineering and astrophysical applications were used for benchmarking. Different pa-
rameters dependent on the geometric properties were investigated and performance was measured. The method
turned out to reach interactivity for medium sized point clouds and still good performance for large point clouds.
The grid based approach is fast, while being able to adapt to the point cloud geometry.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling—Hierarchy and geometry transformations

1. Introduction

Large point cloud data sets are produced by observations
and simulations. Today, laser light detection and ranging (Li-
DAR) applications easily generate several billions of points
measurements [PMOK14, OGW∗13], similar amounts of
particle based data are generated by state-of-the-art astro-
physical simulations, i.e. by smooth particle hydrodynamic
codes [SWJ∗05, Spr05]. Interactive rendering of data be-
comes important, i.e., when semi-automated algorithms are
applied. The classification of LiDAR data, e.g., requires a
quality check and ’hand-made’ corrections done by users.
Here, interactive response and rendering is important for an
efficient work-flow. Such large amounts of geometry data
do not fit into the graphic hardware’s (GPU’s) memory as
they easily reach hundreds of giga-bytes. Thus, data has to
be prepared to support out-of-core rendering, for example in
spatially sorted data fragments. But, more geometry data can
be loaded onto the GPU’s memory than the GPU can display
at interactive frame rates.

Here, our approach aims at geometry reduction on the

GPU to still achieve interactive frame rates per out-of-core
data fragment. We want to avoid any additional data pre-
processing, but can enhance the reduction when using pre-
generated information. We cluster the incoming vertices to
reduce the amount of data being displayed by creating an im-
plicit curvilinear grid originating from an affine transformed
uniform grid. The cluster process consists of two steps: a
grid cluster operation and a move operation. The cluster op-
eration is simple as it operates on an initial uniform grid. The
move operation uses accumulated information from the first
step and processes indices only. This allows a fine grained
control over individual cells and their number of contained
vertices enabling to manipulate the details of the rendered
data while not needing to preserve it for further processing.
In the context of out-of-core rendering and big data sets, this
becomes ever increasing in importance.

Our method aims to be:

fast. Utilization of the GPU and preparing the clusters via
GLSL compute shaders to reduce memory transfers and
unleash parallelism available in standard workstations.
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simple. Data organization is linear and no hierarchical data
structure is required. It is directly used for rendering.

flexible. Besides the vertices, additional data fields such as
scalar, vector, or tensor fields, may be taken into account
for clustering. The method can be combined with a coarse
Level of Detail technique on out-of-core data fragments.

versatile. Since the grid is being adjusted to the point
clouds’s geometry, the method is applicable to different
kinds of data. The approach makes no assumption on how
the point cloud originated or if it represents a specific
kind of geometry. The points may or may not describe
lines, surfaces, volumes, or other geometrical distribu-
tions, available at many time steps or just at one.

We chose application motivated data sets to do bench-
marks. We study different parameters of the approach and
the influence of data set properties on the performance and
the applicability.

After having provided some background information, we
gather related and previous work in section 2. The approach
is described in-depth in section 3. Data sets stemming from
LiDAR and from astrophysical particle simulations, see sec-
tion 4, are the basis for benchmarks in section 5. Here, the
main results regarding to timing and visualization are pre-
sented and discussed. The article is concluded in section 6,
and closes with thoughts on future work in section 7.

2. Related and Previous Work

The application of vertex clustering recently has grown in in-
terest due to its fast processing capabilities. Linear methods,
such as grid based clustering methods, are especially well
suited for large data sets that may contain several million or
even billion data points. By reducing the input set, such as
presented by DeCoro [DT07] or Willmot [Wil11], the ren-
dering of large data is possible again with a little overhead at
the initial clustering phase. In the latter case, individual at-
tributes of an input data set are stored separately to increase
detail after reduction.

Promising results have also been achieved by Peng and
Cao [PC12], as they are able to provide frame-to-frame
coherence when applying their reduction method. Their
method is based on an edge collapse algorithm, which was
presented by Garland and Heckbert [GH98]. They apply the
computation of the quadric error metric in parallel and then
decide where to reduce and restructure the output triangles.

The selection of individual level of details is also a cru-
cial part and often includes offline processing methods. In
[SK12] we used a parallel approach to dynamically update
the current representation while retaining interactivity. This
could be done by computing a raw estimate of the object that
is being iteratively refined.

An comparison of two clustering algorithms has been pre-
sented by [PGK02]. In this case, a hierarchical and an in-

Figure 1: Points are transformed into a local coordinate sys-
tem of the camera view frustum. Initial cells are defined by
a uniform grid. The clustering algorithm operates in this co-
ordinate system. The grid’s geometry preserves more detail
close to the camera and reduces detail far way.

cremental clustering method are applied to reduce point-set-
surfaces [ABCO∗01], where cells were iteratively refined.
Both approaches showed good results regarding reduction
quality and run-time performance. Clustering especially in
the context of SPH data sets has been utilized by [FAW10]
with a perspective grid. They include a hierarchy (octree) in
the data organization and apply texture based volume render-
ing in front to back order of the perspective grid for drawing.

[PGK02] use a covariance technique in the point neigh-
borhood to compute a reconstructed ’surface normal’ and to
measure a distance from a cluster point to the original sur-
face. A similar method based on the same dyadic product,
called the point distribution tensor, was introduced in our
previous work [RB12]. However, the product also includes
distance weighting functions and the analysis based on the
tensor’s Eigenvalues is different. Three scalar fields are de-
rived from the second order tensor called linearity, planarity,
and sphericity. These describe the geometric point neighbor-
hood and are normalized between 0 and 1. If points are dis-
tributed on a straight line, linearity is high, and if points are
distributed on a plane planarity is high, respectively. We pre-
computed the planarity for some of the data sets used in the
benchmarks and include it in the clustering process, such
that variations in planarity are preserved and homogeneous
planar regions are clustered.

3. Our Approach

The main idea behind our approach is to re-size individual
cells based on their internal data. The less points contribute
to an individual cell, the better the quality once a reduction
is applied. This applies, as long as the representative is being
computed using the values taken from a single cell.

The most basic scenario for shrinking a cell is that it con-
tains more points than their neighbors. This can be achieved
by reducing the cell extents. Note, that this reshaping does
not alter the actual data but is only used internally to derive
a new cell. More elaborate results can be achieved, by using
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Figure 2: Left: Detail of the marked cell in Figure 1 illus-
trates how a point is "moved" from one cell to its neighbor
below. A point P of the cell c is assigned to a different cell if
the largest component di of the direction vector ~d from the
cell center M to P is larger than a certain cell bound cb which
depends on parameters of cell c and the neighboring cell n.
Right: Curvilinear grid after moving the points. Note that
the curvilinear grid is not computed explicitly, but indirectly
defined by the points assigned to each cell.

geometric properties, such as curvature or tensor data, that
may have been computed in advance.

Also, this approach can be combined with classical warp-
ing techniques. In these cases, a non-uniform transformation
is applied prior to the clustering, see Figure 1.

3.1. Overview

We apply a 3 step method to create the reduced input set:
cluster, move, and reduce. The first step applies a classical
clustering, but we also accumulate information needed for
the second step. The incoming vertices are mapped to a grid
that may can be warped via an affine transformation. The
resulting position is converted to an index that is used for
further computations.

The second, i.e. the move, identifies, whether a data point
needs to be placed in a neighboring cell. It uses the accumu-
lated information from step 1 and local information of the
current data point to compute new, temporary, cell bounds.
If the point is located outside the temporary cell bound it is
moved to its neighbor. This renders the cell bounds curvilin-
ear, as the actual shape is being altered. Figure 2 illustrates
the involved geometrical objects of the method, which for-
mally is described by:

~d = P−M (1)

∆i = max
j=1..3

{|d j|} (2)

w(c,n) = min(lb,
(

density(c)
density(c)+density(n)

)γ

) (3)

cb = w(c,n) (4)

∆i > cb

{
true, move P to n
f alse, skip

, (5)

with M the center point of the current cell c, P a point in
c, i the index of the maximal component of vector ~d, n the
neighbor cell, lb a lower bound of the cell size of c assur-
ing its minimal size, cb the cell boundary in direction of the
component i, and γ a non linear scaling factor.

For a point P its direction vector from the cell’s center
is computed. Then, the maximal absolute component of this
vector is chosen and compared to the according component
of

Both, step 1 and step 2 scale with the size of the input data
O(N). Each cell, identified by the index, is processed and the
according data is accumulated to compute a representative
data point.

The last step simply reduces the input point set by emit-
ting the previously averaged cell position. More sophisti-
cated methods such as median or a quadratic error mini-
mization could be utilized to derive the representative. As
the single cells are iterated in this case, the time complexity
is bound linearly with the number of cells O(C). The final
output is a reduced point set, that can be visualized. To allow
further displaying of additional data, the accumulated data of
the cluster or move steps can be emitted as well.

3.2. Computation Details

The processing flow of our method can be described as fol-
lows. On each call, the input position from the raw data set
is being warped by a given projection matrix. This may be
identity, if no warping should be applied. The resulting po-
sition is in normalized device coordinates and is matched
to the underlying grid by multiplying it with the grid size.
Finally, a grid index is derived by performing a 3D to 1D
mapping. From this point, the individual shaders diverge and
different operations are performed.

In the cluster operation, a scalar value is read from an
additional buffer that is aligned with the input positions. This
value represents the individual weight of an input point and
is atomically added to an internal counter. We also store a
maximum value to allow visualizations regarding the overall
weight.

In case of the move operation, each cell is compared
to their immediate neighbors. The previously summarized
counter is used to extract the total weight of a cell. Weights
that are less than the derived neighbor’s weight are not taken
into account and the processing is aborted. Otherwise, the
new cell bounds for the current active cell are computed by
applying formulas (4) and (3). We use the internal counter
from the first step as the density(c) and set used a default pa-
rameter set for all tests (lb= 0.1,γ= 1.0). If the current posi-
tion exceeds the new cell bound, the current point is emitted
to that neighboring cell used in the computations.
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(a) SmallRiver (b) GasTank

(c) FormingStars (d) RiverDam

Figure 3: Four point cloud data sets were used for testing. Different sizes and different geometrical distributions are bench-
marked. The points in the LiDAR data sets are mainly distributed on surfaces with small volumetric regions in vegetation and
water. The point density varies relatively little over the whole data set. The SPH simulation of forming stars is fully volumetric
and has small regions of much higher point densities.

Name Nr. of Points Scalar Field
SmallRiver 2.075.993 Planarity
GasTanks 11.133.482 Planarity
FormingStars 16.250.000 Type / Density
RiverDam 26.212.555 Planarity

Table 1: Data set sizes used for the benchmarks.

4. Data Sets

We use data sets stemming from LiDAR measurements and
an astrophysical particle simulation to test our algorithm, see
Figure 3. Table 1 lists the data sets, its sizes, and an available
scalar field on the points.

LiDAR: For the LiDAR data three airborne scans with in-
creasing complexity were chosen. The data was captured
with a green laser system by Riegl, the VQ820g, specialized
for bathymetric scanning. The laser system has an especially
high pulse rate of up to 520 kHz and a wide footprint op-
timized for capturing shallow water regions. The RiverDam
data set was enriched by additional sonar measurements and,
thus, includes ground echos of the deeper (>3m) river sec-
tions, besides the shallow water regions of the fish ladder
(<3m) [DBS∗13]. Such high density bathymetric laser scans
are used for hydraulic engineering, planing water related

building structures, and environmental engineering. Grids
for numerical hydraulic computations can be generated, e.g.,
for flooding simulations or morphological studies. To gener-
ate such grids from a point cloud several processing steps
are required. Points are filtered and geo-referenced. Then,
they are classified into, at least, the two classes: water and
non-water points. Next, the water surface is extracted and
non-water points are corrected to eliminate the effect of the
water’s refraction. Especially, the step of classification needs
control and corrections by human users to support automatic
algorithms. For all the LiDAR data sets the planarity was
pre-computed, an attribute given per point, describing a geo-
metrical property of the surrounding neighborhood [RB12].
It was computed via a the point distribution tensor and de-
scribes how closely points are distributed towards a fitting
plane in the neighborhood. The radius of the neighborhood
was set to 2 meters.

Astrophysics: The FormingStars data set represents one
time step of a combined N-Body/Hydrodynamic simulation
of a galaxy undergoing ram-pressure stripping [SHKS12].
Such simulations are performed in order to understand the
evolution of galaxies in dense environments in the universe.
In galaxy clusters, the largest gravitationally bound struc-
tures in the universe, galaxies move in their mutual grav-
itational field. Besides the galaxies and dark-matter, such
clusters consist of a very hot and thin gas, the intra-cluster
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medium (ICM). The galaxies are encountering this gas and
feel its ram pressure, nonetheless it is very thin. This in-
duces enhanced star formation within the galaxy at first, and
leads to the stripping of the inter-stellar medium (ISM), the
gas within a galaxy, reservoir for forming new stars. As a
consequence, star formation in the galaxy ceases, but stars
can be formed from stripped gas in the wake of the galaxy.
The mass distribution of different components in GADGET-
2 [Spr05] (gas(type 0), dark-matter(1), old stars(2), bulge
stars(3), newly formed stars(4)) is discretized and sampled
using a Monte Carlo method. Except gas, all other types of
matter are then modeled as a collision-less fluid, interact-
ing only via gravity. To solve the resulting N-Body prob-
lem, a tree code is used (e.g. [BH86]). The hydrodynamic
equations for the gaseous component are solved via SPH
(smoothed particle hydrodynamics [Mon92]). Initially, the
density estimate of each particle is calculated using a kernel
interpolation technique. Consequently, the momentum and
thermal energy equation can be integrated in time, the conti-
nuity equation is implicitly fulfilled.

The points of the LiDAR data sets reside mostly on sur-
faces, such as measured ground or building structures. Only
a few points captured in vegetation and water regions rep-
resent volumes. However, in the star forming simulation the
points describe a volume. We want our algorithm to perform
well in all cases and want to investigate its behaviour. All
data sets still fit into 1GB of GPU memory, but only the
smaller ones can be displayed at interactive frame rates.

5. Results

To create test results, we have implemented our approach
with OpenGL using compute shader capabilities that are
available since version 4.3. We did not use an OpenCL ap-
proach, as the data is going to be rendered directly after the
processing. This way, we can directly control the outcome
of the cluster algorithm when altering the individual param-
eters.

In the core specification, no floating point atomic opera-
tions are specified but can be added by using an extension
from nVidia. When using other vendors, one could emulate
this feature, by converting the float value to an integer. For
further details, the reader may be referred to [CCSG12].

As our approach consists of two steps, we can simply omit
the second one (and the additional computations) to allow an
evaluation of the overhead generated by our additional move
operation. Thus, this algorithm applies a basic clustering to
the input data set.

A CPU implementation has been realized for sake of com-
pleteness. Obviously, the CPU variant will not be able to
compete with the GPU implementation.

As stated before, we want to avoid any pre-computations,
e.g. computation of tensors or connectivity, on the available

data sets. The algorithm is able to perform a reduction with-
out planarity information, but can produce better results with
them.

5.1. Timing

Based on our applications, several benchmarks have been
conducted. They vary in terms of input size, grid size and
used graphics card. In general, a test has been repeated 10
times and the mean time values are given. Timings are re-
ported in milliseconds. Each test was run with varying input
parameters, i.e. the object and the grid size. These bench-
marks were executed on 3 different PC’s, running on Win-
dows 7 and Linux. The results are listed in table 2. The first
machine (1) consists of an i5-3450 and a nVidia GeForce
GTX 460 with 1GB RAM. The second system (2) uses an
i5-670 and a nVidia GeForce 680 GTX. The last configura-
tion (3) contains an Intel Xeon-X5650 and a nVidia Quadro
5000. (1) and (2) operate on a MS-Windows platform while
(3) runs a Linux system.

Model Sys Our[ms] Cluster[ms] CPU[ms]
SmallRiver 1 68.9 49.7 700.0

2 14.6 10.2 831.0
3 93.9 52.0 879.0

GasTanks 1 298.1 239.5 3780.0
2 65.4 34.8 4445.4
3 480.0 256.5 4758.5

FormingStars 1 648.8 479.9 5751.0
2 129.8 88.6 6858.3
3 749.0 434.4 7146.2

RiverDam 1 950.3 671.5 8670.0
2 206.7 146.7 10292.0
3 1228.6 719.9 11062.7

Table 2: Benchmark results of our GPU algorithm, a basic
cluster approach and a CPU implementation. All shown tests
have been performed with a grid size of 75x75x15. This grid
was chosen due to the planar point distribution.

The individual timings indicate an overhead due to the ad-
ditional processing step of our approach. Yet, we only have
an increase of roughly 50% despite the additional computa-
tions performed in the move operation. Note that our com-
pute shader has not been optimized and leaves room for fur-
ther improvements. A visualization of the presented timings
using a different grid size can be seen in Figure 4.

The influence of the grid size is in all computation steps
very small. This is due to the fact that the individual steps
mostly depend on the data input size, while only the last step
scales with the size of the grid. As one can see in Figure 5,
the GeForce 680 outperforms the older graphics cards.

5.2. Visual Results

The visualization technique in the OpenGL demo simply
draws equally sized non-transparent splats. Color is con-
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Figure 4: Timing values generated by processing each object
repeatedly. The reported values are the mean of all runs. For
all objects, a grid size of 200x200x100 has been used.
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Figure 5: The influence of the grid size on the overall perfor-
mance of our algorithm. The GeForce 680 GTX outperforms
the other graphics cards. The Quadro, despite its larger mem-
ory, is not able to compete with the GeForce 460 GTX. We
used the GasTank data set for computation.

trolled by a scalar value via a red to green color map. As pre-
sented in section 5.1, the impact of the additional move-step
is acceptable, as the computation times are within interactive
response times. The following Figures show several images
that were created with both the curvilinear and a classic clus-
ter algorithm with different grid sizes. The color map either
illustrates changes based on the relative movement from the
cells or the cluster cell density.

In Figure 6 some results generated with our method are
shown. We used the prior mentioned data sets to apply a
clustering. The colors indicate the density of the represented
cell. The more red-ish the color, the more data points have
been collected in this cell.

Especially with larger grid sizes, the reduction quality is
increasing. In Figure 7, the cell density of each step is used
for the color mapping. After application of the move opera-

Figure 8: GasTank data set visualized clustered on a perspec-
tive grid. Top: move operation based on cell densities only.
Bottom: move operation including the scalar field planarity
which was computed in a pre-processing step. Smaller cells
are created in regions of low planarity (e.g. edges) and, thus,
preserving more detail. Dense cells are created in regions of
homogeneous planar regions, were less detailed information
is necessary for a good visual representation. Geometric fea-
tures of the point cloud are enhanced, when taking the pla-
narity into account.

tion, the global average is reduced, which results in the red
color, as the same maximum is used for the mapping. The
lower image visualizes the differences regarding the addi-
tional move operation. The curvilinear grid matches the un-
derlying source more closely, as can be seen via the cluttered
splats at the top right of the image.

By introducing precomputed information, our algorithm
can perform even better. As one can see in Figure 8, re-
gions where edges are present are better fitted as smaller
cells are used. This is indicated by the more distinct color
values present in the individual cells, e.g. it the lower right
of the image.

6. Conclusion

We have presented a new approach to apply a non-linear
clustering to arbitrary objects. We are able to use multi-
ple information from the current geometry and are not lim-
ited to scalar field properties. The applied reduction is made
selectively, due to a restructuring of individual cells. Cur-
rently, our data sets are point based and do not incorporate
connectivity information. However, an extension to triangles
or polygons can easily be achieved, as shown by other re-
searchers ( [PC12, Wil11]).

The computation times of the move operation has been
shown to be interactive for medium sized point clouds and
has a good performance with large data sets. Our implemen-
tation has not been optimized and leaves room for further
enhancements. For example, the calculation of cluster in-
dices is performed in both the cluster and the move opera-
tion, which is not necessary.

We have shown the differences between classical cluster-
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(a) SmallRiver (b) GasTank

(c) FormingStars (d) RiverDam

Figure 6: Visual results of the clustering for the different data sets. Color represents the cell density. The number of points per
cell is illustrated by a green to red color map going from many (red) to one (green) point. Grid size varies from 150×150×25
to 300× 300× 100 in (a), (b), and (d), which yield good results for reduced overview visualizations. In (c) the grid resolution
in z-direction was reduced to 5 slices allowing to see inside the volume. When inspecting the leftmost slice one can see how
the representing points are pulled toward the high point density region of the galaxy, thus emphasizing a region of interest. The
simple non-transparent splat rendering prevents better insights into the volume.

Figure 7: The differences due to the application of the proposed method. In the first picture of the top row, the green-ish regions
indicate cells with high density. These are reduced by rescaling the cell sizes, which results in a more even distribution, as
seen on the right top. The image below shows a detailed view, where and how the move operation modifies the positions of the
resulting cells. The yellow cells are created by the clustering while blue ones are the result with the additional move operation.
Note that the latter produces a splat at the tree in the top of the image.
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ing and our curvilinear implementation. Due to the dynamic
cells, details in an object are more likely to be preserved.
This preservation of features during a rendering increases
the quality and topology of the basic object, while still re-
ducing the input data set. Thus, we have made another step
towards interactive rendering of large, unprocessed data sets.

7. Future Work

The high performance of the compute shader drives us to
further investigate streaming of big data. This includes a fast
discard of unnecessary data, as well as selective reloading
of individual fragments of a rendered object. Especially, the
efficiency of the move allows repetitive execution (more it-
erations) or more complex grid modifications. We intent to
use several reconstruction methods to enable the visualiza-
tion of closed surfaces as well as available geometric prop-
erties, such as the point distribution tensor or the planarity.
This will allow an identification of interesting regions within
the large scale object. Tensor analysis may also be computed
on the fly on the GPU.

The visualization can be enhanced by displaying the in-
dividual cell sizes. This way, a user could visually control,
whether the implicitly generated curvilinear grid matches
the expectations. Also, the information within a cluster cell
could be visualized showing the influence of the available
parameters to the effectively computed grid.

We also want to investigate, whether we could use the
fast approximation to create a fingerprinting of these large
data sets. To compare large data sets for equality, the accu-
mulated information could be used instead of the raw data.
However, it remains to be shown, if the generated data is
unique enough for a clear identification.
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Abstract
The analysis of relationships between key performance indicators is one of the challenging tasks in modern busi-
ness applications. On the one hand, a complex network of key performance indicators, based on sensor data and
calculations, is obviously available in technical systems, but on the other hand, the final human decision is based
on the information provided by visualization types like dashboards. But in most cases dashboards only cover
static information and neglects temporal dependencies. In this paper, we present an approach for the integration
of a temporal perspective into a graph-based visualization for the analysis of key performance indicators using
multi-level graphs.

Categories and Subject Descriptors (according to ACM CCS): H.1.1 [Systems and Information Theory]: Information
theory—H.1.2 [User/Machine Systems]: Human factors—

1. Introduction

Analysts and decision makers are facing continuous chang-
ing dashboards displaying information about multiple indi-
vidual key performance indicators (KPIs) in each level of the
enterprise hierarchy in a global distributed enterprise. KPIs
are information sources, which provide a quick overview
about status and changes of e.g. business or production pro-
cesses and their results [FG90]. They are significant prede-
fined measures that provide businesses with the information
they need to assess previous performance and to create pro-
found decisions. KPIs define targets and provide individuals
with the ability to assess past information [Wu02]. KPIs can
be used to control systems, to observe the quality of services,
notice issues and start properly actions. For example, KPIs
in a production site might help to support the goal of the im-
provement of the product quality. With the definition based
in business analysis and controlling, business KPIs can be
standardized, e.g. in [ISO14] or proposed by organizations
like VDMA, while others are created for special adapted sce-
narios. The dependencies and influences between them may
be derived from a proposed key performance indicator sys-
tem, such as the Balanced Scorecard [KN92] for business re-
lated KPIs. Other approaches try to derivative relationships
for entire key performance indicator systems by statistical
analysis [RSB09].

The interconnected and integrated source systems, e.g.
sensor-actuator-systems, production lines or logistic areas,
are often connected to few common dashboards for the fi-
nal analysis . In addition to that, daily or weekly KPI re-
ports are generated for the users. Using this setting, the user
normally accesses the dashboard for his analysis and view
tables, pie charts, line charts or bar charts of a set of in-
dividual KPIs. For example, the user might see KPIs such
as ’Overall Equipment Effectiveness (OEE)’, ’Throughput
time’, ’Re-Work time count’ or ’Direct Run Ratio’. While
the calculation of such KPIs become increasingly complex
and interconnected, the current way of presenting the infor-
mation as single KPIs on a dashboard is not sufficient for
the analysis of inter-dependencies. Furthermore dashboards
might not satisfy the emerging need for the visualization to
display temporal inter-dependencies between KPI data ob-
jects.

The mere display of individual, unconnected KPIs in
dashboards does not reflect entirely the dependent and tem-
poral nature of data during the analysis. We observed that the
missing visibility of relationships between KPIs in the dash-
board leads to personal interpretation of the relationship by
the user based on individual knowledge and observation. For
example, events (and therefore KPI results) from an earlier
date in time may influence the KPI results with mathemati-
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cal and logical relationships to each other, but this influence
is not visible in current production dashboards. This means,
if some issue is visible in a KPI result from the assembly
line of an automotive production site, the root cause for this
might be caused in an issue some days before in the body
shop.

While decision makers must explore causality, the imple-
mentation shows that an analysis task for KPIs might be
more focused with a graph-based visualization. A graph can
provide a clear hierarchy and direction information as a com-
mon ground for the interpretation. Thus, Keim states that a
new kind of visualization is required to face the challenges
on complexity and interaction [KKS∗09]. Typical graph-
based visualizations are able to present information objects
of key performance indicators, such as names, values, units
like dashboards before and additionally their relationship to
other KPIs using the edges. But while the data source, like a
business data warehouse or an in-memory database system,
can provide multidimensional data sets for every time period
required, only few information items out of these sets can
be finally visualized without overloading the user. The con-
tributions of this paper are twofold. Building on the ideas
of [HVRH13] and [HVNK13] for static graph-based visu-
alizations, we propose a model for integrating temporal in-
formation on top of a KPI dependency graph. Whereas in
our previous work we did not include temporal information
between KPIs, this work enriches the graph-based approach
by defining a model how to provide a variability of temporal
information.

The following section 2 will provide a sketch view into
the most important related work before presenting our idea
of multi-level graphs in section 3 including some detailed
description of the informational and temporal characteristic
of the concept. We conclude the paper in section 4 with a
brief outlook to our future work.

2. Related work

The section of related work is split into two areas. First, we
will take a look into the current approaches for visualization
of KPIs, second, we will summarize the work in regard of
integrating temporal information into graphs.

The analysis concentrated visualization of KPIs is one no-
ticeable topic in terms of business intelligence. The main
research focus is based on the improvement of dashboards
and the optimization in terms of usability or style of com-
mon data visualization elements, such as tables, pie charts,
line charts or bar charts [EB12, GRC04, Hil12] and [RC13]
whereas the request for a more coherent visualization was
been postulated long before [DeS84]. Only few authors have
investigated the content that is relevant for business analy-
sis. Most recommendations are geared towards typical infor-
mation items of individual KPIs without any consideration
about dependencies, which are regarded as obsolete in this

way by [Kei02]. In the same context, some researchers seem
to shift to a plain graph-based visualization for dependencies
between business information objects [BHPS12, DT11] and
key performance indicators [ALA07, WLR∗11, HTB∗11].

For the integration of temporal information into gen-
eral graph-based visualization we have identified several ap-
proaches, which can be mapped partly to four categories
of dynamic graphs. These four categories, highlighted by
[BdMM08] are: 1) all nodes and edges remain fixed, but
the values of attached attributes vary, 2) the sole visualiza-
tion of the additions or deletions of edges over time, 3) the
variation of the edge and their visualization attributes over
time and 4) the visualization of additions or deletions of
nodes over time. The first set of approaches proposes the
generation of one unique graph for the entire time period
and the visualization of the entire temporal data (e.g. us-
ing a time series visualization) within each node entirely
[SKM06, BBD08, SLN05]. A quite similar approach can be
seen in the works of [APP11, PS06] where a unique graph
contains all temporal information for all time steps but nodes
or edges are visualized in a different way for the single
time step. The second area of related work covers the in-
tegration of temporal information by visualizing an indi-
vidual graph for each step in time and the combination of
these single graphs into one unique display whereas each
graph is displayed simultaneously and applies visual differ-
ences [KNC∗11, The06]. The third set of research activities
focuses on the generation of dedicated graphs for each step
in time [SDM12,LBD07] and the visualization of changes of
values and attributes for the nodes and edges between each
step in time [DGK01, FSC99, EHK∗04, GBD09, FWSL12].
Following the description in the previous section none of
these approaches is fully applicable for the analysis of key
performance indicators, where we face the observation of
the separation between large set of theoretic but enterprise
wide valid KPIs as well as the application and specification
of few KPIs out of this set for a dedicated use case and the
analysis within a dedicated time span. We will specify this
observation in the following chapter.

The proposal presented in this paper solves this challenge
by formulating a general model for the graph-based visual-
ization of time-dependent key performance indicators.

3. The concept of the multi-level graphs

3.1. Model-graph, view-graphs and nodes

While we researched the temporal setup of the different KPI
dashboards used by our industrial partners, we gained in-
sight into the composition and usage of these dashboards.
First we noticed that every KPI dashboard displayed an in-
herited and modified subset of KPIs from a larger, but unique
set of KPIs. The larger set of KPIs provided specifications,
such as calculation formulas, units of measures, descriptions
or identifier. While an applied subset of the KPIs was only
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valid for a dedicated time span, the underlying KPI speci-
fication didn’t specify any temporal parameters or maturity.
Furthermore, we saw that every inherited KPI value on the
dashboard represented information for a dedicated step in
time. This observation of the structure, composition and tem-
poral nature of KPI dashboards for the transformation into a
graph-based visualization of KPIs leads to the necessity of a
concept as described as follows.

First we assume one or more graphs representing KPI
networks as a ’model-graph’, where all necessary specifica-
tion of KPIs and their dependencies are stored. This ’model-
graph’ can include multiple graphs or just individual nodes,
if dependencies between some KPIs are not described or
not included. Using this ’model-graph’ one or multiple sub-
graphs can be inherited for a dedicated analysis, monitor-
ing or measuring purpose. Each sub-graph is called ’view-
graph’. Within every ’view-graph’, single ’nodes’ represent
the information, such as value, identifier or semantic con-
text for a single KPI. While the analysis, monitoring or mea-
suring task of the responsible user might overlap, multiple
’view-graphs’ may contain identical ’nodes’. The following
figure 1 illustrates this approach as multi-level graphs. In
figure 3 an example can be seen. This figure contains one
’model-graph’ with 22 nodes, where the selected nodes for
the ’view-graph’ are selected for illustrative purpose. The
figure also contains a ’view-graph’ view A with six nodes,
where value of the nodes change from time step t to time
step t+1.

Figure 1: The concept of multi-level graphs describes one
single ’model-graph’ for the generation of multiple ’view-
graphs’.

3.2. Information perspective within the multi-level
graphs

The separation between ’model-graph’, ’view-graph’ and
’nodes’ facilitates the partitioning of graph related informa-
tion, graph drawing behavior and interaction. The ’model-
graph’, in regards to the data structure, might contain three
types of information: a generic KPI specification such as
formulas, a description, related business areas, all applica-
ble units of measurement (e.g. kilowatt hour, megawatt hour,
kWh/yr), the dependencies between the KPIs and informa-
tion about default graph drawing algorithm or default graph
aesthetic rules. In addition to that general specification from

the ’model-graph’, the ’view-graph’ might include informa-
tion about the subset of the KPIs, the maturity and the granu-
larity of the ’view-graph’ and interaction information, which
is applied to the entire ’view-graph’ and for the time span.
This may include filters, search parameters or sub-graph
folding information. Each ’node’ within the ’view-graph’
contains one dedicated information item, which is inherited
and refined from the information provided in the ’model-
graph’. The refinement can include the specific unit of mea-
surement (kilowatt hour) or some intra-production site re-
sponsible person. The data for each time step, allocated to
each node includes the value of the KPI for this time step,
the identifier, the thresholds and pre-calculated state infor-
mation.

3.3. Temporal characteristic of the multi-level graphs

Beside the information perspective and the separation (and
inheritance) of information within the multi-level graphs, the
approach permits the integration of time into each level. In
our approach, the ’model-graph’ is time-independent. The
KPI nodes and the description of dependencies between the
KPIs within the ’model-graph’ are valid until modifications
to the ’model-graph’ occur, such as addition or deletion of
nodes or edges. The ’view-graph’ indicates a defined time
span and the granularity of the time steps for the contain-
ing nodes. This means multiple ’view-graphs’ can exist in
parallel describing different time spans and time steps. The
time granularity and period is selected up on creation of the
’view-graph’, but might be also bound to the time steps of
the underlying data source. Inside each ’view-graph’, a set
of information per ’node’ is valid for one dedicated step in
time. Hence, while the graph of the ’view-graph’ (in regards
to the position of nodes and composition of edges) is sta-
ble during the entire time span, the only values and states
of each individual node per time step change from time step
to time step. In our approach, the dependencies between the
KPIs are not time dependent to avoid a destruction of the
users mental map from the relationships between KPIs as
described in [ELS91, MELS95]. The position of nodes and
the composition of edges will not change due the life span of
the ’view-graph’. This temporal characteristic is illustrated
in the following figure 2. In this figure the ’model-graph’
is valid between time t and t+1. The view A defines a dif-
ferent time span and time steps for the nodes as view B with
some overlap in the time span. The cyan boxes between view
A and nodes A (as well as view B and nodes B) are intro-
duced for an illustrative purpose to link the presentation of
the nodes clearly to the view.

4. Application

The approach of multi-level graphs has been implemented
successful in a .NET/WPF based prototype. The prototype
is connected to an enterprise service bus (ESB) for retriev-
ing and transforming data. We refer for more information
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Figure 2: The temporal characteristics of the multi-level
graphs.

about the distributed architecture to the work proposed in
[VHM∗12] and extended in [DKM∗13]. Both provide de-
tail to the underlying architecture in regards to the back-
end implementation. The ESB extends the framework of
Apache ServiceMix and integrates heterogeneous compo-
nents as adapters e.g. for the access machine sensors, to web
services, business data warehouses and in-memory database
systems. The ESB gathers the external data using these
adapters, processes this data and transforms it into a uni-
fied JMS based message exchange format for consumption
by our prototype. For this paper we generated a ’model-
graph’ with 150 nodes. The amount of nodes represents the
number of supervised KPIs within a medium scale enter-
prise in the manufacturing area. We know that the creation
of such KPI network represents the most intellectual effort
since the knowledge of dependencies between KPIs is highly
distributed and available in most cases only on individual
level by experts. A common expert might be the responsible
users for the analysis at the production site. This means, the
responsible user knows from experience about three or four
dependencies between KPIs in his local work area. But often
there is no enterprise wide KPI network defined. We see the
non-formalized knowledge of dependencies by KPIs as one
major outcome of the usage of KPI dashboards. The figure
3 illustrates this ’model-graph’ with 150 nodes. The nodes
in the ’model-graph’ provide information about the related
business-id, business-units, the formalized description of the
KPI, an identifier, a data source template, the list of respon-
sible persons for the technical implementation and possible
units of measurement. Furthermore the node includes infor-
mation about the relationship to other KPIs. These informa-
tion can be seen as basic information per KPI for inheritance
to the ’view-graphs’. Beside the KPI relevant information,
the ’model-graph’ provides default settings for the graph-
drawing algorithm and a pre-defined set of graph-aesthetics
rules per graph-drawing algorithm.

Each ’view-graph’ inherits and specifies this information.
For example the data source template is replaced by a data
source query entry for accessing the values and the list of
technical responsible persons is extended to responsible per-

Figure 3: Example illustration: a) on the left side a ’model-
graph’ with 22 nodes. nodes which have been selected for
the ’view-graph’ are highlighted. b) a ’view-graph’ view A
six nodes. The values of the nodes change between time step
t and t+1.

sons for execution of the associated business process. Typi-
cal tasks for the user using the ’view-graph’ might be:

• the analysis of previous states and values of the KPIs,
• a drill down into related KPIs to detect root causes,
• an early detection of present issues which might affect

other departments in the coming time period,
• and training on relationships and influences between busi-

ness processes.

The selection of the KPI nodes per ’view-graph’ is bound to
the tasks of the user. The user can compose each view by
himself using drag and drop functionality. The creation of
the ’view-graphs’ starts with an empty ’view-graph’, where
the user defines time span and period, and proceeds with
drag and drop of the necessary KPIs from a list of KPI mod-
els. This means, a specialist for product quality analysis will
include all daily KPIs in regard to the quality audit to his
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Figure 4: The implementation of the ’model-graph’.

’view-graphs’, while an executive from the senior manage-
ment may want to visualize quarterly KPIs related to budget,
performance or effectiveness from distributed sources (e.g.
all production sites of the enterprise) . We propose an av-
erage amount of nodes per ’view-graph’ of 15 to 20 nodes,
according to cite{Brown1997.

While figure 4 presents a ’view-graph’ containing 16
nodes in the time span 01. July 2013 to 31. August 2013
(as view 1), the figure 5 illustrates a second ’view-graph’
with four nodes for the time span between 22. October 2013
and 30. October 2013. Both ’view-graphs’ inherits the de-
pendency information from the same ’model-graph’ as pre-
sented in figure 3. The user can access the single time steps
for each ’view-graph’ individually by using a slider control.
On the left side of the screen the start of the time span is con-
trolled, on the right side of the screen the user can control the
end of the time span. We extracted one ’node’ and two time

Figure 5: A ’view-graph’ named as "view 1", containing 16
nodes from the ’model-graph’; Time span: 01. July 2013 to
31. August 2013.

steps as figure 6 for illustration. This ’node’ is included into
’view-graph’ named ’view 1’. For part a of the figure 6 the

Figure 6: A ’view-graph’ named as "view 2", containing 4
nodes from the ’model-graph’; Time span: 22. October 2013
to 30. October 2013.

value is 15.17 for the 06. July 2013 and for part b the value
is 23.80 for the 31. July 2013.

Figure 7: Comparison of two time steps from one ’node’ out
of "view 1". time step for part a) 06. July 2013, time step for
part b) 31. July 2013

5. Conclusion and outlook

This work presented a novel approach for integrating mul-
tiple temporal aspects into a single graph-based visualiza-
tion using multi-level graphs. This idea can be used (but is
not limited to) for the complex graph-based visualization for
KPI analysis where multiple time spans per analysis task
and time steps between KPIs information have to be con-
sidered. Our proposal provides deep insight in temporal and
non-local dependency information between KPIs assuming a
valid model-graph in the back-end. The future work will in-
clude further research on the specification of common char-
acteristics of all ’view-graphs’ for proposing a minimal set
of valid criteria for efficient processing of graph-based KPI
analysis tasks.

Currently a validation of the concept, using a focus group
with six experts from automotive industry, has been finished
as a first part of a combined qualitative and quantitative re-
search approach. First insights point to the necessity of an
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enterprise wide valid KPI model for the creation of time-
dependent ’view-graphs’ as described in the paper to provide
a common ground for the interpretation of dependencies be-
tween KPIs. The second part, a quantitative usability study is
’work-in-progress’. The study is part of a thesis and results
will be expected soon.

Two questions concerning update mechanism and the
granularity of time remain to be addressed: We waived the
consideration about the handling of modifications to the
’model-graph’ during run-time and the effects to the ’view-
graphs’. In the scope of this issue, we will focus on a no-
tification and modification inheritance concept, which can
be integrated into the multi-level graphs. Furthermore our
approach doesn’t consider different granularity in time for
each node yet. For the current state, we have implemented
a uniform time-line per ’view-graph’ because a secondary
’view-graph’ with a different time-line might solve this is-
sue. Nevertheless, multiple changes in the granularity of the
time-line within the ’view-graph’ are imaginable. For this
matter we have to focus on a further refinement of the cur-
rently temporal uniformity of the ’view-graphs’.
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Figure 1: Interactive animations with our novel GPU-based implementation of the Position Based Dynamics approach: highly-
detailed cloth model composed by 67K stretch constraints and 66K bending constraints.

Abstract
Position-based dynamics (PBD) is an efficient and robust method for animating soft bodies, rigid bodies and
fluids. Recently, this method gained popularity in the computer animation community because it is relatively easy
to implement while still being able to synthesize believable results at interactive rate. The animated bodies are
modeled by using a large set of linearized geometrical constraints which are iteratively solved using a sequential
Gauss-Seidel method on a single core CPU. However, when the animated scene involves a large number of objects,
solving the constraints sequentially one after the other makes the computation of the motion too slow and not
suitable for interactive applications. In this paper, we present a massively parallel implementation of position
based dynamics which runs on the local GPU. In the initialization phase, the linearized geometrical constraints
are divided in independent clusters using a fast, greedy coloring graph algorithm. Then, during the animation,
the constraints belonging to each cluster are solved in parallel on the GPU. We employ an efficient simulation
pipeline using a memory layout which favor both the memory access time for computation and batching for
visualization. Our experiments show that the performance speed-up of our parallel implementation is several
orders of magnitude faster than its serial counterpart.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling—Physically Based Modeling; I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Animation and Virtual Reality

1. Introduction

The interactive animation of soft and rigid bodies is still a
challenging problem for the Computer Graphics community.
The final users expect outstanding quality and for this rea-
son, the mathematical models defining the animated objects
have become more and more sophisticated through the years.

Position-Based Dynamics (PBD) [MHHR06] is a widely

spread method for interactively animating rigid bodies, soft
bodies and fluids. Its popularity is due to its robustness,
speed and easiness of implementation. In PBD, each ob-
ject is modeled as a particle system, and the relationship be-
tween particles is expressed using geometrical constraints.
There exists several kinds of constraints. For example, the
stretch constraint imposes the distance between two parti-
cles to an input distance. Another example is the tetrahe-
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dral constraint, which imposes the volume of the tetrahedron
formed by four particles to an input value. The set of con-
straints associated to an object forms a system which must
be solved for each animation frame.

The Gauss-Seidel method is particularly suitable for solv-
ing such systems of linear equations. However, the underly-
ing algorithm is sequential and thus unsuitable for parallel
implementations. Previous works exploited the sparsity of
the system to extract parallelism [KW03], or proposed paral-
lel approaches requiring synchronization primitives [CA09],
or aimed at the general case of sparse vector-matrix prod-
ucts [WBS∗13]. In this paper, we propose a parallel scheme
for the systems of linear, geometrical constraints employed
in Position Based Dynamics for modeling animated objects,
taking advantage of commodity parallel local architectures
such as multi-core CPUs and GPUs.

The main feature of the graphics processing units (GPUs)
is their high computational throughput. They offer a great
speed-up allowing the execution of thousands of lightweight
threads in parallel according to the SIMD (single instruction
multiple data) paradigm: the threads execute the same in-
struction on different data. The introduction of the NVIDIA’s
Compute Unified Device Architecture (CUDA) [KH13] al-
lowed to abstract from the underlying graphics hardware and
use GPUs for general purpose programming (GPGPU).

In the initialization phase of our method, the geometrical
constraints are divided in independent clusters using a fast,
greedy coloring graph algorithm. Then, during the anima-
tion, the constraints belonging to a cluster are solved in par-
allel on the GPU. We employ an efficient simulation pipeline
using a memory layout which favor both the memory access
time for computation and batching for visualization.

The presented method allows for real-time animations
of complex deformable bodies. To demonstrate the perfor-
mance gain in practice, we present animation of deformable
bodies, like cloth and volumetric objects. We compare be-
tween implementations on the single core CPU, multi-core
CPU and GPU. We observe that in some cases the perfor-
mance speed up of the GPU solver is 10x w.r.t. the other
platforms.

Our contributions:

• A novel algorithm which divide the set of constraints in
independent clusters using a greedy coloring algorithm;
all the constraints are then solved using a GPU-based par-
allel Gauss-Seidel method.
• A novel GPU data structure storing all the objects in a sin-

gle particle system. The data structure is used for both the
animation and visualization minimizing the frame update
time.

This parallel implementation allows the animation of soft
bodies composed by tens of thousands of constraints in real-
time.

2. Related Work

Position Based Dynamics has been employed in a broad
range of applications from knot simulation [KPFG07] to
face animation [Fra12] and automatic body skinning [DB13,
RF14]. Its original formulation considered just soft bodies,
like cloths and inflatable balloons. Recently several works
have been proposed to include both rigid bodies [DCB14]
and fluids [MM13]. An extensive description of this method
and its derivatives can be found in [BMOT13]. Popular avail-
able implementations are included, among others, in the
open-source Bullet physics engine [Cou10] and in the pro-
prietary PhysX SDK [NVI13].

One of the main issues of PBD is the intrinsic slow con-
vergence of the employed serial Gauss-Seidel solver. The
geometrical constraints are solved one by one several times
in an iterative way (see Sec. 3). Each time an iteration is
completed, the difference between the current solution and
the optimal one decreases. In order to reach a satisfying so-
lution, usually just a small number of iterations is needed
(2− 4), which is suitable for interactive applications. How-
ever, for complex scenes where a substantial number of con-
straints is involved (e.g., several hundred of thousands), the
convergence is too slow, the number of iterations increases
and the performance is not suitable anymore for real-time
animations.

In [M0̈8], a hierarchical ad-hoc position-based approach
for clothes is devised in order to accelerate the convergence
of the solver. In [BB08], a red-black parallel Gauss-Seidel
schema is used for animating inextensible clothes using a
force-based system. While providing excellent performance,
this method is restricted to meshes with a regular grid topol-
ogy. The mesh is subdivided into strips of constraints. The
strips that have no common particle are independent from
each other and can be solved in parallel. Both the solvers
presented in [M0̈8] and [BB08] lack the generality needed
to simulate generic, volumetric objects with arbitrary topol-
ogy.

3. Position Based Dynamics

In the Position Based Dynamics approach, a soft body is rep-
resented by a set of N particles and a set of M constraints.
Each particle i is defined by its position pi ∈ R3. A geo-
metric constraint j is a mathematical relationship between
particles C j(p) = 0. When an external force is applied to
the particles, like the gravity, or some particles are displaced
for some reason, e.g., by user manual interaction, the geo-
metrical constraints may be not satisfied anymore. For each
animation frame, the system of constraints must be always
satisfied, or at least, the error between the current and the
optimal solution must be small enough to produce believ-
able motion.

During the simulation, if the particles configuration pk in
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Figure 2: Left: An input surface mesh, composed by 34K vertices and 70 K faces. Middle: The corresponding tetrahedral
mesh composed by 4K vertices and 16K tetrahedrals obtained using [BDP∗02]. Right: Cross-section view showing the internal
tetrahedrons of the input mesh.

a state k does not satisfy the set of constraints, then the it-
erative solver projects the particle positions in a valid state
by finding a displacement ∆pk such that C(pk +∆pk) = 0.
All the constraints in our method are functions Ci(p) = 0. In
this context, the constraints express a relationship (usually
geometrical) between the particles. Projecting a set of par-
ticles according to a constraint means moving the particles
such that their positions satisfy the constraint. The motion of
the particles is computed inside a simulation loop. The par-
ticles are initially at rest state. This state can be perturbed by
external conditions such as a force, like the gravity. The ob-
jective of the solver is to update the positions of the particles
in order to keep the system of constraints satisfied.

Given p, we want to find a correction ∆p such that C(p+
∆p) = 0. This system of non linear equations is linearized:

C(p+∆p)≈C(p)+∇pC(p) ·∆p = 0 (1)

and then iteratively solved. If ∆p is chosen to be parallel to
∇pC(p) (which is perpendicular to rigid body modes), then
both linear and angular momenta are conserved. For a full
mathematical description on how to solve this system, the
interested reader can refer to [MHHR06,BMOT13]. For con-
sistency, we briefly report the equations for solving distance
and volume constraints in the following section.

3.1. Geometric Constraints

Starting from an input mesh like the one depicted in Fig. 2,
we create one particle pi for each vertex, one stretch con-
straint for each edge (including the internal ones), and one
volume constraint for each tetrahedron. These constraints are
described in the following subsections.

3.1.1. Stretch Constraint

We define one stretch constraint for the particles (p1,p2) at
the end points of each edge of the mesh, including the edges

of the internal tetrahedrons:

C(p1,p2) = |p1−p2|−d = 0 (2)

where d is the rest length of the edge.

Given the configuration
(

pk
1,p

k
2

)
of two particles in the

state k connected by a distance constraint, the corrections to
the positions (Eq. 1) in order to satisfy a single constraint
are:
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3.1.2. Tetrahedral Volume Constraint

We define one volume constraint for the particles
(p1,p2,p3,p4) at the corners of each tetrahedral of the mesh:

C(p1,p2,p3,p4) =
1
6
(p2,1×p3,1) ·p4,1−V0 (5)

where pi, j is the short notation for pi− p j and V0 is the
rest volume of the tetrahedral. The projection of each particle
belonging to a tetrahedron is:
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∆pk+1
4 =

s
6
(pk

4,1×pk
2,1) (9)

where s is the scaling factor:

s =
1
6 (p2,1×p3,1) ·p4,1−V0

Σ4
i=1 | ∇piC(pi) |2

(10)

and the gradients with respect to the particles are
[MHHR06]:

∇p2C(p2) =
1
6
(p2,1×p3,1) (11)

∇p3C(p3) =
1
6
(p3,1×p4,1) (12)

∇p4C(p4) =
1
6
(p4,1×p2,1) (13)

∇p1C(p1) =−(∇p2C(p2)+∇p3C(p3)+∇p4C(p4)) (14)

4. Parallel Iterative Gauss-Seidel Solver

We consider scenes where thousands of constraints must be
solved in real-time at least once every 16 ms to guarantee
interactivity. During the animation, these constraints may be
not satisfied due to external conditions, for example the user
interacts with the model and move arbitrarily a set of parti-
cles, or an external force like gravity or wind is applied.

To solve the system, PBD employs a Gauss-Seidel solver.
The constraints are solved iteratively one after the other,
from the first to the last one. Then, the process starts over
again and it is repeated a number of times, nits. Increasing
nits leads to more precise solutions of the systems, sacrific-
ing performance. Usually we employ a number of iterations
between 2 and 24, depending on the topology of the system.

To speed-up the solving process, we implemented the
Gauss-Seidel solver in a parallel fashion. We define a graph
with a node for every constraint in the system. Two nodes
of the graph are connected if the corresponding constraints
share at least one particle. Each color corresponds to a clus-
ter of constraints. We solve all the constraints belonging to a
cluster in parallel: we instantiate a thread for each constraint
within the same cluster. This way, the system is solved in less
steps than the sequential approach. Fig. 3 depicts this mech-
anism for a simple mesh composed by stretch constraints
(Fig. 3.Left). The corresponding colored graph is shown on
the right together with the corresponding clusters, one for
each color.

The graph coloring problem, in its simplest form, involves
the assignment of colors to each node in the graph, such that
two connected nodes do not share the same color. In other
words, given a graph G(V,E) and a set S of colors, a proper
coloring is a map c : V → S s.t. ∀〈u,v〉 ∈ E,c(u) 6= c(v).

Finding the minimal amount of colors for coloring a
generic graph G (the chromatic number) is known to be
NP-hard [GJ79]. Usually, efficient greedy heuristics are em-
ployed to find an approximate solution. A widely-known ap-
proach is the following: let v1,v2, . . . ,vn be an ordering of
the vertices of the graph G = (V,E), for k = 1,2, . . . ,n the
sequential algorithm assign vk to the smallest possible color.
In general, an arbitrary ordering may perform very poorly
but it is possible to show that, for any G, there exists at least
one ordering of vertices for which the sequential algorithm
produces an optimal coloring.

In our system, we used the smallest-last ordering defined
in [MB83,CM83], which guarantees a coloring with at most

max{1+δ(G0) : G0 is a subgraph of G } (15)

colors where δ(G0) is the smallest degree of the vertices in
G0.

5. Implementation

During the design of an algorithm for the GPU, it is criti-
cal to minimize the amount of data that travels on the main
memory bus. The time spent on the bus is actually one of
the primary bottlenecks that strongly penalize the perfor-
mance [nvB13]. In fact, the transfer bandwidth of a standard
PCI-express bus is 2-8 GB per second, while the internal bus
bandwidth of a modern GPU is approximately 100-150 GB
per second.

We designed our system in order to minimize the amount
of data which travels on the PCI bus and keep the data on the
GPU as much as possible. In the initialization phase, we load
all the data required for the animation on the video memory.
Then, during the animation phase, we update the data struc-
tures directly on the GPU. In this way, the CPU is not in-
volved in the animation process (besides being responsible
for calling the GPU kernels), and any data exchange using
PCI bus is avoided.

In order to advance the animation step, the current state
of the particle system must be stored in the video memory
of the GPU. The current state is given by the following at-
tributes:

1. the current position of each particle;
2. the previous position of each particle;
3. the external forces influencing the particles;

A different static array is created for each attribute during
the initialization phase. Then, each array is loaded into video
memory. Each array stores the attributes for all the particles.
The size of each array is equal to the size of an attribute (4
floating-point values) multiplied by the number of the parti-
cles.

We employ the so-called ping-pong technique [Dro07]
that is particularly useful when the input of a simulation step
is the outcome of the previous one, which is the case in most
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Figure 3: Left. A connected mesh of particles. Each edge corresponds to a stretch constraint. Right. Constraint graph. Each
node corresponds to a constraint and two nodes are connected if the corresponding constraints share at least one particle. Nodes
of the same color forms a cluster of constraints which can be solved in parallel.

of the animations based on particle systems. The basic idea
is rather simple. In the initialization phase, two buffers are
loaded on the GPU for each attribute, one buffer to store the
input of the computation and the other to store the output.
When the computation ends and the output buffers are filled
with the results, the pointers to the two buffers are swapped
such that in the following step, the previous output is con-
sidered as the current input.

The current results data are then stored in a Vertex Buffer
Object (VBO), which is employed to render the current state
of the deformable object; in this way the data never leaves
the GPU achieving maximal performance. This mechanism
is illustrated in Fig. 4.

Figure 4: The ping-pong technique on the GPU. The out-
put of a simulation step becomes the input of the following
step. The current output buffer is mapped to a Vertex Buffer
Object for visualization.

6. Results

We tested our proposed technique on three different scenes
(Fig. 5). The first scene represents fixed cloth modeled using
stretch and bending constraints under the influence of wind.
The second scene represent a stack of clothes which falls un-
der the gravity force and collides with a capsule. The third
scene represents a volumetric character modeled using both
stretch and tetrahedral volume constraints and deformed by
user intervention. The tetrahedral meshes used in the exper-
iments are obtained using [BDP∗02].

To advance the animation, we used a 10 ms time step and
16 iterations per frame. We measured the time performances
on the set of test scenes on a mass-market laptop equipped
with an Intel i7 2.30 GHz processor (4 cores), 4GB RAM
and a graphics card GeForce 610M with one multiprocessor
and 2 GB VRAM.

We implemented standard Position Based Dynamics on a
single core CPU, and the parallel version both on multithread
CPU and GPU. The code of the kernels for solving the con-
straints is the same for each kind of platform. We used In-
tel Thread Building Blocks technology for implementing the
multithreaded version on the CPU. The mean computation
times are reported in Table 1. The corresponding animations
are shown in the accompanying video.

7. Conclusions

In this paper, we introduced an early implementation of a
massively parallel solver which can be used to speed up the
computation of the popular Position Based Dynamics ap-
proach. It allows to simulate soft bodies, both cloths and vol-
umetric ones, and it can be easily extended to involve rigid
bodies, fluids and the two-way interactions among them. Ta-
ble 1 shows the computational superiority of the GPU (even
with a single multiprocessor!) against single and multi core
CPUs.
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Figure 5: Test beds for our experiments. The number of constraints involved into the animation is reported in Table 1. Left.
Fixed cloths under the influence of wind. Cloths are modeled with stretch and bending constraints. Middle. Cloths falling under
the gravity force and colliding a capsule. Right. Volumetric deformation of a volumetric body.

particles constraints/colors iterations avg. computation time [ms]
stretch blending tetrahedral CPU Single CPU Multi GPU

scene 0 4800 13764/8 13140/8 / 16 151.6 102.1 40.6
scene 1 14400 41296/8 / / 16 104.2 48,8 9,7
scene 2 10452 52387/73 / 32087/142 16 256.4 122,1 82.0

Table 1: Quantitative results of our experiments on three different scenes depicted in Fig. 5. For each scene, it is reported
the number and type of constraints. For each type of constraint, it is reported the number of colors, which corresponds to the
independent clusters in which the constraints are grouped. We run the animations on a single core CPU, a multi core CPU and
a GPU with a single multiprocessor and report the average computation time over 500 frames.

The performance of the GPU solver is bounded by the
number of times the kernels are run, rather than the number
of particles involved into the animation. This is depicted in
the case of scene 1 in Table 1, where the performance speed-
up of the GPU is higher than in the other cases because, de-
spite the big number of particles, the number of clusters is
smaller than in the other cases.

A kernel call is required for solving each cluster. Each
kernel is run a number of times equal to the number of clus-
ters multiplied by the number of iterations. The number of
clusters is equal to the number of colors required to color
the graph constraint. The problem of maximizing the perfor-
mance can be thus expressed as finding the minimal number
of colors required to cover the graph, which is known to be
NP-hard [GJ79].

We noted that the minimal number of colors is lower
bounded by the size of the biggest clique in the constraint
graph. In the future, we would like to explore the possibility
to color the constraint graph with an arbitrarily low number
of colors, allowing minimal changes in the topology, in order
to maximize the performance on the GPU.
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Abstract
The growing interest in using Serious Games in education has also reached the field of fire brigade training. By
the use of simulations, firefighters can train in virtual worlds on the computer and learn about processes and
prepare real fire drills. It is for example possible to extinguish a virtual fire or to set up a water supply in such
simulations. Played on a common computer and with input devices like mouse and keyboard, the games normally
do not offer a very realistic impression on the user. For an immersive experience, those virtual training games
must be used in Virtual Reality environments like a Cave Automatic Virtual Environment (CAVE), which is usually
associated with high costs. In this paper the setup of a CAVE used for simulations in the field of fire brigade
training will be presented as well as the use of input devices and their coupling with real firefighting equipment.
Since almost exclusively low-cost and commercially available elements such as common projectors, the Microsoft
Kinect and the Nintendo Wii controllers were used, at the same time an approach for bringing simulations like
these into VR environments without large costs is demonstrated. As the presented simulations are developed with
a free but powerful Game Engine, a wide range of possibilities for the development of training games for a CAVE
environment is given.

Categories and Subject Descriptors (according to ACM CCS): I.3.1 [Computer Graphics]: Hardware Architecture—
Input devices, I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism —Virtual reality

1. Introduction

A fire has broken out in a garbage can on the street. How
should a civilian behave now, what would a firefighter do?
The matching behavior of the latter are taught and trained in
the exercises of fire brigade training.
The use of games as a basis for training and learning can be
basically described with the expression of "Serious Games"
[MC05]. Such games exist in many different types, spe-
cial attention is recently given to training simulations on
the computer. They are widely used in different educational
sectors like health and safety, but even in political educa-
tion [Pre01].
The use of such games is also of interest in the field of fire
brigade training and for teaching in preventive fire protec-
tion. The effective support of education through preparation,
follow-up and support of practical exercises is tried to be
achieved here. Furthermore, the objective of saving time of

presence by giving the trainees the opportunity to be trained
in the practical processes and their rules by simulations on
a personal computer at home or even on mobile devices is
pursued. Expenses in time, money and organisation can be
saved. Such Serious Games can be of very different types
to the point of those consisting of complex, virtual worlds
in which avatars of the player can be independently mov-
ing in an environment to solve problems and maybe even
being connected to others via network [ES14]. Simulations
like these belong to the area of Virtual Reality applications
[Rhe91]. The player should be able to immerse himself into
the virtual world, also to support the learning effect. It is
known that the creation of immersion for a player goes hand
in hand with a realistic representation of the game scene
on matching displays and the use of ergonomically sensible
and appearingly realistic input devices. It would therefore
be most useful for the player of a simulation in the field of
fire brigade training, when he gets the impression of a game
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scene in a realistic size and could use realistic equipment. A
solution would be to use a CAVE (Cave Automatic Virtual
Environment) and input devices that create the impression of
real equipment to the user.
Operating such a CAVE means to set up a well cooperat-
ing configuration of hardware and software to link multiple
projection surfaces or screens to a virtual environment for
an immersive impression of the user. Originally, the opera-
tion of a CAVE required specially developed hardware and
software. In particular, the operation of parallel computer
systems, the use of appropriate software and the connection
of special input devices was often necessary. This special
equipment usually made it a costly affair to operate a CAVE
and would therefore not meet the needs of the fire brigades.
In Chapter 2 of the presented work the operation of CAVEs
will be discussed in general as well as related works that ben-
efit from the progressive development in the field of gaming
technology by using commercial products in a CAVE. In the
further chapters a solution for the development of a CAVE
with 3 walls is presented as well as simulators from the field
of fire brigade training and preventive fire protection which
were developed for the CAVE with a freely available game
engine. Furthermore, the use of input and output devices that
are meant to create the impression of realism to the player is
described. For example, the Microsoft Kinect and the Nin-
tendo Wii controller, which was coupled with a fire extin-
guisher, were used. Almost all elements presented here are
common products in the field of game industry and game
development, so that this work also represents a proposal for
the low-cost design of a VR environment.

2. Related work

The concept of a CAVE was first presented in 1992 by Car-
olina Cruz-Neira et al. [CNSD∗92] as an environment for
virtual reality applications. Based on this proposed approach
many CAVEs were built, which were equipped with special
hardware and software configurations. During that time, the
hardware required for a CAVE such as projectors, the com-
puters and graphics hardware for the processing of the im-
ages as well as the matching input devices was expensive.
Magnetic or optical tracking systems were used for recog-
nizing the user’s movement while the interaction with vir-
tual objects in the scene could for example be realized by the
use of data gloves. Special software such as VRJuggler [VR
14] was developed to support parallel rendering, image pro-
cessing and the use and management of input devices. Due
to the enormous development in the field of computer and
graphics hardware, computer games and game consoles as
well as input devices for gaming there are new ways for the
use of these technologies by including them into CAVE sys-
tems. Jung et al. [JKS11] use the Microsoft Kinect, which
is originally an optical input device with depth sensor for
the Microsoft Xbox console, or even two of them [JS12] to
track the motions of the user for navigating a virtual scene
by gestures and even for grabbing objects. For the process

of grabbing itself a Nintendo Wii controller is used. Settgast
et al. also use the kinect for navigating in an "‘affordable"’
CAVE-like environment and compare its use for navigation
to that of a joystick [SLBF12]. Furthermore a work for the
integration of the Wii controller into VR applications is pre-
sented, in which the Wii is used for different purposes like
playing drums or recognizing the user’s gestures [HPL07].
While gestures can be used for navigation like raising an arm
for stepping forward as shown by Jung et al., this might not
be satisfying from an ergonomic point of view. One attempt
for a more realistic way of using input devices for walk-
ing and running that uses common games hardware is pre-
sented by Hilsendeger et al. [HBTF09]. The Nintendo Wii
Balance Board which was originally built for fitness appli-
cations is used here. The player is able to navigate a scene
by standing and stepping on the buttons of the board. There
are new attempts in this field of navigation like the Virtuix
Omni [Vir14], which is again specially designed VR hard-
ware and therefore expensive or not yet available. As one
goal of our work was to build CAVE simulators with low
cost components, we used almost common hardware only.
In a similar project a CAVE was built and connected to plan-
ning simulations in the field of factory planning [Ins13].
This work presents solutions for firefighting and related sim-
ulations in a CAVE. There are many simulations in this area,
which are typically developed for personal computers or mo-
bile devices. One of those is a simulation which is used as
a basis for our work and has been developed in the project
"‘KATIE"’. It is a network game in which the player can
cooperate with others in a virtual environment. He can also
use virtual equipment of fire brigades for certain operation
purposes [Pos13].

3. CAVE setup

In this chapter the setup of the CAVE used for fire fighting
simulations is described. This covers a short description of
the basic hardware components as well as the idea and the
steps of how to create the CAVE view.

3.1. Hardware components

The hardware components consist of two different parts: The
CAVE frame and the components used for processing the
CAVE images.

3.1.1. The frame

The most basic elements of the CAVE are their walls and
screens. The CAVE has three walls which are ordered rect-
angular and have a size of 2.5m x 2.5m each. The frame of
each wall was built out of wooden pillars between which
canvas for back projection was stretched, the left part of fig-
ure 1 shows the CAVE out of action. As the building process
itself is not of interest at this point it can be reviewed in the
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Figure 1: Left: CAVE turned off. Right: CAVE showing a desktop view.

thesis under which it was developed [Wol02]. All the de-
scribed solutions could also be used on a single wall or a
projection screen.

3.1.2. Components for image processing

As already pointed out only standard components are used
for operating the CAVE. In former times typically a lot of
computers had to be connected for a good performance in a
CAVE. For this CAVE only one computer is used, which is a
normal PC with an Intel i7 processor, 12GB of RAM and an
Asus P6T S1366 mainboard. Three graphics boards of the
type NVIDIA GeForce GTX 285 with average performance
are used.
Three projectors of the brand Optoma are used for the image
projection. The fact that the targeted image resolution can be
represented in 120Hz is important here. In our case this res-
olution is 1024 x 768. As the CAVE walls are quadratic we
would need a resolution that has the same width as height.
This is normally not supported by the projectors available
and so 256 pixels of each projection width are cut off by
considering this in our simulation. The projectors need to
be placed in a certain distance to the CAVE walls, in our
case this is 2,965 meters. In case the room of the CAVE
is not big enough, mirrors for reflecting the images can be
used [Wol02].
For the stereoscopic rendering an active stereo system with
shutter technology developed by NVIDIA is used, which is
described in the next section.
In order to bring 3D sound into the CAVE an active 5.1
speaker system from "‘Logitech"’ is used, which is con-
nected to the built-in sound card of the computer mainboard.

3.2. CAVE view and stereoscopic rendering

To create a CAVE view, as many images as the CAVE has
walls have to be projected in a way that the images are
seamlessly combined. For this reason we combine our three

graphics boards as an SLI combination connecting each pro-
jector to one card. NVIDIA offers the matching technol-
ogy for their cards in the graphics driver, which is named
"‘NVIDIA surround"’. While this works with monitor dis-
plays it is also possible to connect projectors. The config-
uration is a simple process in the supplied system control.
The right side of figure 1 shows the CAVE with working
NVIDIA surround showing a Windows desktop.
The next step is to establish stereoscopic rendering in the
CAVE. As already mentioned, the technology of active
stereo with shutter glasses is used here. NVIDIA offers
a USB infrared emitter which has to be connected to the
computer and sends shutter signals to the matching shut-
ter glasses [NVI14]. This system can only be used with
NVIDIA graphics boards and represents a simple and low-
cost solution if the user doesn’t want to implement the
stereoscopic rendering himself. The NVIDIA driver recog-
nizes the start of a 3D application like a game and renders
the images ready for shuttering. There are parameters that
can be set like the depth of the 3D effect. As all these compo-
nents work together well in the CAVE, serious games can be
developed or adapted for the use in this environment, which
is described in the next chapter.

4. Developing CAVE simulations with a free available
game engine

This chapter describes the use of a game engine for cre-
ating simulations for the presented CAVE system. Since
the generation of simulations with variable and rich con-
tent was always a difficult task in conjunction with CAVEs
and their specialized software, it was our goal to try us-
ing today’s gaming technology in this regard. The approach
was to combine simulations developed with the game engine
Unity [Uni14] with the setup of a CAVE like it is described
in chapter 3.
Unity is a free game engine with a wide range of functions
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for the development of games and simulations. The basic
idea was to be able to use Unity simulations that have been
developed for a variety of devices in the CAVE. This chap-
ter describes the necessary adjustments for the CAVE view.
Necessary adjustments for the use of special input devices
are discussed in Chapter 5. The CAVE installation includes

Figure 2: Development view in Unity for CAVE simulations.

three square screens with rear projection. A game scene must
be represented accordingly by three images in a suitable ar-
rangement. For this purpose, three virtual cameras must be
used in the game scene and be structured to fit and work
with the appropriate viewport. Therefore a package of Unity
elements is created, which represents a controller to the cor-
responding cameras. This can be used for navigating a Unity
game scene. If other controllers or representatives of the user
have to be developed for the CAVE, this controller must be
adjusted accordingly. The camera settings and positions can
then be applied.
Figure 2 shows a picture of the First Person Controller
in a game scene and the arrangement of the cameras
for the CAVE view. In the Hierarchy view the hierarchy
of the used components can be seen. The GameObject
"FPS_Cave_Controller" at the highest level is responsible
for controlling the FPS object, this must be adapted for an
adaptation of the controller to other needs. The attached
GameObject "CaveView" has a script "CAVE", which is
responsible for setting the camera values at runtime. The
attached GameObjects "leftCam" and "rightCam" are also
generated at runtime, which can be seen in the screenshot.
"CaveView" itself is responsible for the camera of the center
wall.
Regarding the arrangement of the CAVE screens at right an-
gles and taking into account that seamless image transitions

between the screens have to be created, the field of view of
the cameras has to be adjusted. It must also be noted that su-
pernatants of the images would arise on the lateral borders
of the screens, because of their square format and the restric-
tions in the resolution settings of the projectors. Those can
only provide images in either 16:9 or 4:3 format. Since 4:3
format will be used in the CAVE, the camera images have to
be cropped by using black stripes to prevent picture super-
natants between the images when using the full height of the
screens. Figure 2 also shows the game view of the scene at
runtime using the described stripes.
The camera producing the image of the left wall must be ro-
tated by -90 degrees about the y-axis to that of the center
wall, while the camera for the right wall must be rotated by
90 degrees to the camera of the center wall. In figure 3 the
corresponding settings for the Unity camera that captures the
image for the right CAVE wall are shown. While the settings
of the clipping planes can be adjusted to the different simula-
tions, the field of view should be 90 degrees for each camera.
The height of the Normalized View Port Rect should be 1
for all cameras, the width of the viewport should be 25 per-
cent each, which was determined in tests in the CAVE but
can also be calculated. To generate the stripes described ear-
lier, the x-component of the viewport, which describes the
starting point of the camera picture from the left to the right
border of the screen, depends on the respective camera po-
sition: There must be black stripes to the left and the right
of each wall. This results in six similar stripes, which means
a width of (100 − (3 ∗ 25))/6 for each of the stripes. The

Figure 3: Exemplary settings for the Unity camera that pro-
duces the image for the right CAVE wall.
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camera of the left wall starts with the width of one of these
stripes as offset in the x-component of its viewport, while the
center camera starts with an offset of 0.25 plus three times
the width of a stripe. Figure 3 shows the right cam starting
at 0.70 due to some rounding, which is compensated by the
position of the projector.
The Unity Input Manager should be used to operate the
FPS_CAVE_Controllers by Mouse, Keyboard, Joystick and
XBOX360 controller.
Sound in the CAVE results directly from the use of sound
in Unity, the settings of the Windows sound driver and the
sound hardware. Unity offers a range of settings for audio
sources, surround sound is possible and must be set in Unity,
too.
To link CAVE simulations via network with other applica-
tions, for example to develop a multi-player mode, the Unity
network functions can be used. For this purpose the CAVE
computer must be connected with an appropriate network,
as it is common for PCs with a Windows operating system.
Applications for the CAVE must be exported as a PC stan-
dalone application from Unity3D with the projector’s reso-
lution while the width is taken times 3. In our case the reso-
lution is 3072 x 768.

5. Input devices

An important reason for using Unity simulations in a CAVE
is the ability to use various commercial but low-cost input
devices in simulations. This chapter describes some of the
connected devices and how they are used. Of course stan-
dard devices like mouse, keyboard and common joysticks
can be used, especially when connected wireless. Although
this may be not of great interest, it should still be mentioned.

5.1. Using Microsoft Kinect for head-tracking

Detecting the position of the player in a CAVE can give de-
velopers the possibility of directly reacting on the human
player’s physical behavior in a VR application and connect
him directly to the virtual world. Especially the detection
of the position of his head has an important meaning, be-
cause the eye position of people can be important for the
proper recognition of 3D effects. In Unity the player looks
into the virtual world through a camera. If he bends down,
the camera can also be moved down in the same amount like
he moved his head. Thus, the user will get a more realistic
impression of the scene.
Originally expensive special hardware was needed for this
head-tracking. This often had to be fixed to the head of the
player. An example is the "Flock of birds"’, a magnetic po-
sition detection system [Fif14]. Since the release of the Mi-
crosoft Kinect, a camera system that has a depth sensor and
can be connected to a PC, the detection of movements of a
player can also be done with this system. It is connected via
USB and a matching SDK to use the system with Unity is

provided. The advantages of using the Kinect are the elim-
ination of body-worn parts for head-tracking and the possi-
bility of tracking and distinguishing between different body
parts, not just the head.
In our CAVE the Kinect is mounted on the open side of the
CAVE on the opposite of the center wall at a height of 2.80
m, by that it is behind the usual sight of the CAVE user. Since
the Kinect has a specified minimum distance of 1.80 m to the
tracked person and because of negative results in tests with
lens attachments to reduce this distance, a fixture at another
location was out of the question because of the height of the
CAVE frame. The distance to the users would be too short
and the angle at which the camera focuses the users would be
too large to grant a reliable recognition of the user’s head. By
the actual mounting the tracking of movements, carried out
by the player towards the center screen in front of his body, is
not possible though. In general, the sense of using the Kinect
is mainly directed to head-tracking, although body-tracking
is also possible. Figure 4 shows the current position of the
Kinect in the CAVE.
The Kinect is connected to the CAVE computer via USB.

Figure 4: The Kinect sensor mounted on the rear end of the
CAVE.

The following problem may appear with the use of the
Kinect: If many USB devices are connected to the CAVE
computer, it may lead to utilization of the computer’s USB
bandwidth. The utilization of the Kinect is classified as very
high. Symptomatic of this is a high latency in the motion de-
tection by the Kinect, which results in jittering in the move-
ments of the tracked player. Since the CAVE projection is
not supported by external light, but only the light from the
projector itself is used, there may be an insufficient illumina-
tion of the CAVE in simulations with dark scenes. Tracking
errors may occur due to the Kinect then, and the player’s po-
sition in the simulation might not be affected any more. On
Windows operating systems the Kinect can be used by in-
stalling the Microsoft Kinect SDK which is used here, too.
To use the Kinect in Unity, a matching software package
must be integrated. A package of " Carnegie Mellon Uni-
versity " has been used successfully here [Car14].

5.2. Nintendo Wii controller and real equipment

The Nintendo Wii Controller or Wii Remote is a wireless
input device, which was originally developed for the Nin-
tendo Wii console. It has a number of buttons, a directional
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pad and acceleration sensors, which make it possible to de-
tect the movement of the player who holds the controller.
Furthermore, a goal can be targeted, which is done via an
infrared source to be sighted. The controller can be extended
with the so-called Nunchuck controller, which has an analog
stick, two buttons and also acceleration sensors. Since the
Wii controller can be connected to a PC, it is also suitable
as an input device for PC-based games. It is used as an in-
put device with the extension of the Nunchuck controller via
bluetooth connection in the CAVE. In order to use the Wii
controller with Unity, a suitable framework must be used.
The free framework UniWii has been used here.
The advantage of using the Wii controllers in a CAVE is the
possibility of attaching it to real equipment. It can, for exam-
ple, be coupled to a fire extinguisher. It’s acceleration sensor
and the possibility of targeting infrared sources allow the use
of sensor data in Unity simulations. For example the user
can target a virtual fire in a simulation by using the hose of
the fire extinguisher. Subsequently a button of the controller,
which is attached to the appropriate place of the fire extin-
guisher is pressed and a virtual jet of water can be released,
which triggers the deletion of the virtual fire. Another pos-
sibility would be the attachment to an axe to simulate the
hammering of a door or to use it with a jet pipe for firefight-
ing. Figure 5 shows the coupling of the Wii controller to a
real but empty fire extinguisher. An ergonomically sensible
position was determined first and then the controller was tied
to the extinguisher by using cable ties.
Since the Wii controller also has an analog stick and differ-
ent buttons, it can be used for navigating a simulation scene
and thus make the use of further controllers unnecessary.

5.3. A Gamepad for navigation and handling

Gamepads can also be used as input devices in the CAVE.
They can be integrated by using the Unity Input Manager
and have their advantages in the easy and ergonomic oper-
ation, particularly for the rapid handling of equipment or
to navigate through scenes. In the case of the presented
CAVE an Xbox360 controller is used, which can be oper-
ated via the standard drivers in Windows. The mentioned
FPS_CAVE_Controller can be controlled intuitively using
the joysticks and buttons on the gamepad.

6. Simulations

The various input devices described in Chapter 5 were used
and tested in various simulations for the training of fire
brigades and fire protection, which is described in this chap-
ter.

6.1. Turntable ladder vehicle tutorial

To use a turntable ladder vehicle requires an extensive
knowledge. In order to explain the basics of controlling the
ladder a Serious Game was developed. It allows the user to

Figure 5: Using the Wii controller with a fire extinguisher.

train in the CAVE and includes a user guide with explana-
tions. It begins with explanations to the use of the vehicle
and ends with the rescue of a man from the roof of a house.
The game is controlled by the user via gamepad to inter-
act with the car controls, but also head-tracking using the
Kinect is implemented. The users get a realistic impression
of the virtual world, because the environment reacts on their
behavior. The games is played in a first-person mode, but
also a mode for 3rd-person operation was implemented. In
the 3rd person mode the movements of the avatar that repre-
sents the player are tracked, too. This was only used as a test
of the Kinect, because the appearance of the player’s avatar
in the simulation is not necessary: The player should feel as a
part of the virtual world and not see his body virtually repre-
sented. Figure 6 shows the simulation in the 3rd person view
with the avatar in front of the ladder vehicle. It is shown in
the Unity development view while the user raises his arm.
The Kinect works well in this simulation, sometimes there
can be a few jittering effects due to the light conditions. The
basis for this simulation were extracted from the literature
and discussions with firefighters. It is planned to make it
available for testing by experts from the fire brigades soon.
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Figure 6: User is tracked by a Kinect in the simulation of a
turntable ladder vehicle.

6.2. Fire in a residential building

In this simulation, the Nintendo Wii controller is used. At
the start the player is located in a bathroom of a residential
building and can navigate in first-person mode with the joy-
sticks and buttons of the Wii controller, that is mounted to
the fire extinguisher controller. He can open doors and needs
to find a fire that has broken out somewhere in the building.
The game is equipped with instructions for the player. He
has to take a fire extinguisher from the basement of the vir-
tual house and extinguish the fire with it by using the extin-
guisher like he would do in the real world. A particle system
simulates the extinguishing media and interacts with the vir-
tual fire if used correctly: The fire extinguisher can be oper-
ated by targeting the corresponding IR-emitter with the Wii
controller. This simulation shows small accuracy problems
when targeting the IR emitters, but generally the integration
of fire extinguishers and Wii controller and the connection
to the Unity simulation work well.

6.3. Using a turntable ladder vehicle and deletion of
fires in an industrial area

In this simulation, the player starts in an industrial area,
in which a turntable ladder vehicle and a burning fire tank
can be found. At the beginning the player’s movements are
controlled by the Xbox360 controller. The user has to find
a fire extinguisher and take it. When he takes the virtual
fire extinguisher the controls change to the Wii controller,
mounted to the real fire extinguisher: The analog joystick of
the Nunchuck can be used for walking while also the infrared
sensor can be used to change direction. Also the player can
change his line of sight by using the Wii controller to point in
a certain direction so he can target a fire. The game contains a
tutorial: The fire at the tank truck must be deleted first, then a
turntable ladder vehicle must be operated correctly. The user
can drive the ladder to a fire on the roof of a hall, being in
the basket of the ladder. That fire has to be extinguished, too.
Figure 7 shows a user in the CAVE extinguishing the fire at

the tank truck using the fire extinguisher in combination with
the Wii controllers. The simulations where the Wii controller
is used were tested by a fire safety expert of the fire brigades
Kassel and classified as appropriate for use in preventive fire
protection. A revision and expansion of the content to dif-
ferent scenarios is in development. It can be noted that the

Figure 7: Extinguishing a virtual fire with real equipment.

use of the Wii controllers for navigation and targeting a fire
has been implemented successfully and works well in this
simulation .

6.4. Using virtual equipment and setting up a water
supply

As already pointed out there exists a simulation that was
used as a basis for creating applications in the CAVE with
the presented setup. By using the Xbox360 controller virtual
equipment of fire brigades can be used for certain operation
purposes here, like setting up a water supply. The simulation
itself is described in [Pos13]. The contents of the simulation
was developed in cooperation with experts from the County
Fire Services Association Fulda. A PC version which is con-
trolled via mouse and keyboard was evaluated and revised
by intensive tests with firefighters of voluntary fire brigades.
However, the CAVE version shows ergonomic problems be-
ing controlled by the gamepad, especially if the user is inex-
perienced. While not all operable objects of the simulation
can be represented by real equipment, the usability of the
presented input devices comes to a limit here and a more
natural interface has to be found. In figure 8 two people can
be seen using the simulation in the CAVE.

7. Conclusions and future work

In this paper we have presented the work of developing sim-
ulations for the field of fire brigade training in a CAVE, using
common hardware and software like the Nintendo Wii game
controller and a free game engine. With the game engine
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Figure 8: A simulator for fire brigade training.

Unity it is possible to create simulations that can be run using
various input devices in the CAVE. With the solution shown,
it is also possible to generate stereoscopic projections on 3
CAVE walls for the applications. Furthermore, equipment
like a fire extinguisher is coupled with the controllers and
used in a way that real equipment becomes an input device.
As the hardware and software used here is relatively inex-
pensive, this work can serve as a template to build affordable
CAVE systems. With this approach also VR systems with a
single projection are conceivable. Different kinds of simula-
tions have been presented to prove that the range of use of
this system is wide.
In the future simulations could be developed that include all
the input devices in a sensible way as the integration of all
the presented elements in one simulation has not yet been
accomplished. This is mainly for the reason that problems
such as the lack of USB bandwidth must be solved for the
simultaneous use of all devices. Furthermore, a solution for
the problem of moving in a way that simulates real move-
ment should be developed in the CAVE. While head-tracking
is already possible by using the Microsoft Kinect, to track
walking and running with it would lead the user out of the
range of the CAVE and so at present the Xbox360 controller
or the Nintendo Wii controller are still used for navigation.
It is also planned to develop input devices with sensors based
on components like Arduino products [Ard14] to use real
equipment of for example fire brigades as input devices.
Much better ergonomics could be the result as the small sen-
sors could be integrated into the equipment much more in-
conspicuous and at the same time provide results that are
more precise.
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Abstract
Depth cameras are increasingly used for tasks such as 3-D reconstruction, user pose estimation, and human-
computer interaction. Depth-camera systems comprising multiple depth sensors require careful calibration. In
addition to conventional 2-D camera calibration, depth correction for each individual device is necessary. In
this paper, we present a new way of solving the multi depth-camera calibration problem. Our main contribution
is a novel depth correction approach which supports the generation of a 3-D lookup table by incorporating an
optical marker-based tracking system. We verify our approach for the Microsoft Kinect and for the MESA Swiss-
Ranger4000 time-of-flight camera.

Categories and Subject Descriptors (according to ACM CCS): I.4.1 [Image Processing and Computer Vision]: Dig-
itization and Image Capture—Camera Calibration

1. Introduction

The popularity of multi-camera acquisition setups in com-
bination with depth cameras brought up new challenges for
camera calibration.

A system with only one camera usually has several draw-
backs. Due to the limited field of view, a single camera is
not suitable for capturing large scenes, and when using one
camera image, the scene and objects are visible only from
one side. Furthermore, scene reconstruction suffers from ob-
ject occlusion problems. Incorporating multiple neighbor-
ing depth cameras can overcome these limitations by using
images from different viewpoints. The matching correspon-
dence between different depth images can be used to achieve
higher accuracy in measurements. Moreover, a good calibra-
tion of the camera system is the key requirement to achieve
a high correspondence between the cameras.

Despite the camera registration, there is also particular
need to calibrate the depth reported by a sensor in order
to attain more accurate results. In numerous experiments
[BKKF13, MCAPL13, MBPF12, SSBH11] it was observed
that low-cost commodity depth cameras suffer from mea-
surement inaccuracies when capturing over larger distances.
As a result, the recorded datasets from different cameras can-
not be matched to each other properly, thus, introducing in-
accuracies in the reconstructed results.

In this paper, we offer a new depth correction approach
incorporating an optical tracking system. Unlike other ap-
proaches [BKKF13, MBPF12], based upon complex me-
chanical setups for moving the camera, our approach incor-
porates the benefits of a tracking system. This facilitates the
camera calibration in place, which means, that the cameras
can remain fixed in their desired setup during the entire cal-
ibration procedure. Thus, intrinsic and extrinsic parameters
possibly estimated beforehand remain valid. Another impor-
tant advantage of our method is, that it allows to perform the
depth correction of multiple cameras at once.

2. Related Work

There are three different categories of the calibration: (1) the
intrinsic and extrinsic calibration, (2) intrinsic depth calibra-
tion, and (3) extrinsic calibration between color and depth
cameras. Intrinsic calibration refers to estimating the internal
camera parameters, for instance focal lengths. External pa-
rameters, such as the location and orientation of the camera,
are determined in the extrinsic calibration To fully solve the
camera calibration problem these tasks have be combined.

Intrinsic and extrinsic calibration: The basic idea of all
approaches is to find the parameters by the help of an ob-
ject with known geometrical properties. A large number of
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algorithms use a planar checkerboard target for the cali-
bration. The approaches in [AZD13, HCKH12, MCAPL13,
MBPF12, Wen12] for example use the checkerboard for the
intrinsic calibration. However, homography computed from
the checkerboard pattern provides very suitable constrains
for both intrinsic and extrinsic calibration. Extrinsic cali-
bration approaches based on a checkerboard target are pre-
sented in [MBPF12, Wen12]. Liu et al. [LFZL12] describe
an intrinsic calibration based on a cross shaped checker-
board target. Here, the authors use the missing corners of the
checkerboard to visualize the error. Stürmer et al. [SSBH11]
present an approach for aligning multiple ToF cameras based
on a cubic reference object of known size. With the knowl-
edge about angular and distance relations of the cubic sides
the transformations between those cameras are calculated.
Alexiadis et al. [AZD13] use a 1-D target based extrinsic
calibration approach. Here, the authors establish point cor-
respondences across all cameras for performing a pairwise
stereo calibration based on epipolar geometry. Macknojia
et al. [MCAPL13] describe a plane feature-based extrinsic
calibration approach. The method consists of finding a nor-
mal vector and the center of the target plane for estimat-
ing the relative orientation and translation between the cam-
eras. Another plane-based method is presented by Auvinet
et al. [AMM12]. Their procedure involves moving a large
rectangle in front of two cameras simultaneously. The inter-
section from three detected planes in each camera view is
then used for constructing a virtual point. Having a cloud of
virtual points synchronized in all camera views, the authors
calculate the external relations between the cameras. Beck
et al. [BKKF13] describe an extrinsic calibration approach
based on a tracked box as reference. The transformation of
each camera is estimated with respect to the constructed co-
ordinate system of the box, which is the result of intersecting
the detected box planes in the depth image.

Intrinsic depth calibration: The depth values reported by
depth cameras are usually inaccurate. To correct these dis-
tances several approaches use manually measured data.

Maimone et al. [MBPF12] present a depth calibration ap-
proach based on a laser range finder. The authors fix the cam-
era on a sliding rail and move it towards a wall. For every
fixed interval they measure the real distance from the cam-
era to the wall with a laser range finder. These measured
distances along with the camera recorded depth values are
used to determine a linear depth correction function. A more
precise depth correction approach based on a 3-D lookup ta-
ble is proposed by Beck et al. [BKKF13]. For generating this
kind of table, a motor equipment is used, which slowly low-
ers the camera setup from the ceiling of the room towards
the floor. During this process the lookup table is filled with
tracking system measured and camera captured distances to
the even floor. The resulting 3-D table provides a quite accu-
rate per-pixel and per-distance mapping at every pixel in the
depth image. An approach that does not need a mechanical

pre-processing is offered by Herrera et al. [HCKH12]. They
get improved depth values by adding a special varying offset
to the distorted disparity, which decays exponentially with
the increase in disparity.

Extrinsic calibration between color and depth cameras:
Color to depth calibration is a quite well known problem,
where the external relation between color and depth cam-
eras has to be found. Kreylos [Kre13] replaces the planar
checkerboard with a semi-transparent one. For this kind of
target, checkerboard corners become visible in the color
and in the depth image, which allows him to calibrate both
kinds of cameras simultaneously with respect to each other,
without need of exchanging the target-type. Macknojia et
al. [MCAPL13] capture a fixed checkerboard target by both
the color and IR image of Kinect camera simultaneously.
They use a classical calibration method proposed by Zhang
[Zha00] for finding the external relations. Other approaches
like [HCKH12, LFZL12] calibrate cameras with respect to
the same reference frame independently and then relate them
to each other.

3. Our Calibration Approach

Depth correction is the main challenge for today’s calibra-
tion approaches. Most cases use a correction table based on
manually measured data. The drawback of the existing ap-
proaches is their incapability to generate this table for the
cameras fixed in the desired setup. Furthermore the process
usually needs special, quite elaborate hardware.

For this reason, we propose a new approach for correct-
ing the depth values of a depth measuring device. The basic
idea is to incorporate a 6DOF marker-based tracking sys-
tem for measuring distances. The whole calibration proce-
dure is separated into three steps. First, we carry out our new
method of depth correction. Second, checkerboard-based in-
trinsic and extrinsic calibration between color cameras is fol-
lowed. Finally, we execute extrinsic calibration between the
color and depth cameras.

3.1. Depth calibration

To acquire tracking data we use a rigid body attached to a
traditional checkerboard target (Fig. 1).

During the calibration procedure the rigid body is located
by a tracking system, while at the same time the checker-
board is located in the camera images. Combining these two
kinds of information allows us to calibrate the camera.

For every position of the checkerboard in space the system
is capable to deliver coordinates (XO,YO,ZO) and orientation
R of the rigid body with respect to our tracking coordinate
system. We align the rigid body with the checkerboard target
in such a way that the position of the body exactly matches
with the center of the checkerboard, and the rotation of it
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Figure 1: The rigid body attached to the checkerboard.

indicates the rotation of the checkerboard. To achieve this
center adjustment, we use the tracking system’s capability
to specify offsets for the reported trackable coordinates.

While moving the target in space we can now take advan-
tage of the reported 6DOF coordinates as follows:

We multiply the checkerboard center position with the ro-
tation matrix R to rotate the checkerboard to its original ori-
entation.

 XR(O)

YR(O)

ZR(O)

= R

 XO
YO
ZO

 (1)

where XO,YO,ZO are the coordinates of the checkerboard
center in the tracking coordinate system, R is the rotation
matrix and XR(O),YR(O),ZR(O) are the rotated coordinates
of the checkerboard center. Having the coordinates of the
rotated center, means having the checkerboard positioned
orthogonal to the z-axis of the tracking coordinates sys-
tem. By knowing the size of the edge of a checkerboard
square it becomes possible to calculate 3-D coordinates
(XR(i),YR(i),ZR(i)) of all inner corners by the following equa-
tions:

XR(i) = XR(O)+
(

i mod w−
⌊w

2

⌋)
α (2)

YR(i) = YR(O)+

(⌊
h
2

⌋
− i

w

)
α (3)

ZR(i) = ZR(O) (4)

where w, h are the number of inner corners in horizon-
tal and vertical directions respectively, α is a constant in-

dicating the size of the edge of a checkerboard square and
(XR(i),YR(i),ZR(i)) are the coordinates of the i-th corner (i =
0...[w × h − 1]). We count i starting from the top left cor-
ner of the checkerboard and continue row by row, column
by column with an increment by one unit. Once the coor-
dinates of the corners are calculated, we multiply all points
with the inverse of the rotation matrix in order to obtain their
real coordinates in the tracking coordinate system.

 Xi
Yi
Zi

= R−1

 XR(i)
YR(i)
ZR(i)

 (5)

Since our tracking coordinate system does not coincide
with the coordinate system of the camera, an extrinsic cali-
bration has to be done to find the relation between those two
coordinate systems. After obtaining this relation, we trans-
late the 3-D positions of all checkerboard corners (Xi,Yi,Zi)
to the camera coordinate system with the help of the follow-
ing relation:

 XK(i)
YK(i)
ZK(i)

= RK

 Xi
Yi
Zi

+TK (6)

where RK is the 3×3 rotation matrix and and TK is the
translation vector between those two coordinate systems re-
spectively and (XK(i),YK(i),ZK(i)) are translated and rotated
coordinates of the checkerboard corners. Having the coordi-
nates of all checkerboard corners, we calculate the distances
between the camera frame and each corner point according
to the following equation:

DK(i) =
√

X2
K(i)+Y 2

K(i)+Z2
K(i) (7)

For each position of the checkerboard in space we have to
measure w× h distance values. In general, this can be done
easily, if a semi-transparent checkerboard is used. However,
for the cameras used in this work, we provide a simpler
approach that uses the IR images of the Kinect or Swiss-
Ranger4000 camera, respectively. We localize the inner cor-
ners of the checkerboard in the IR image in order to extract
their positions in image coordinate space. As we know the
relation between IR and depth cameras, we can map the cor-
ners onto the depth image in a quite accurate way.

After obtaining pairs of real measured distances and cam-
era recorded distances, we generate a 3-D lookup table.
The size of the table corresponds to the resolution of the
depth image T [resx,resy,raw] and the device depth sensi-
tivity level as a third dimension. This makes it possible to
map raw values to measured values for all pixels along the

43



R. Avetisyan et al. / Calibration of Depth Camera Arrays

depth image. To fill the lookup table we use the following
equation:

T [x,y,depth(x,y)] = DK(i) (8)

where (x,y) are the pixel coordinates of i-th corner of
checkerboard, depth(x,y) is a depth measured by the camera
and DK(i) is a distance of that point measured by a tracking
system.

For each depth camera we construct a separate lookup ta-
ble. To fill the lookup table and obtain precise depth map-
ping it is necessary to move the checkerboard in front of
each camera with the objective to cover the whole volume
in front of the device. Depending on the dimension of the
depth image, the procedure may take several minutes to fill
the lookup table with the real distance values. While mov-
ing the target in front of the camera, we make use of our
visualization software providing real-time feedback, so that
the user knows which parts of the volume are calibrated and
which parts are not appropriately covered yet.

3.2. Intrinsic calibration and Extrinsic calibration

First, the intrinsic calibration procedure includes estimation
of camera specific parameters for the RGB and the IR sen-
sors. Such parameters include the focal length ( fx, fy), the
image center (u0, v0) and the lens distortion coefficients. To
carry out this intrinsic calibration, we use a planar checker-
board pattern of a size 9× 7. In average 15-20 images per
camera were enough to ensure sufficient calibration qual-
ity. After obtaining the necessary amount of images with
the checkerboard, we apply the standard calibration routine
based on checkerboard homography. By doing so, the intrin-
sic parameters of the camera along with the distortion coef-
ficients are estimated accurately.

Second, the procedure of extrinsic calibration involves po-
sitioning the checkerboard target in the overlapping region of
two cameras. Having the target visible in both camera frames
enables us to find the relative position and orientation for
each of them. The standard routine for external calibration
takes the already estimated intrinsic parameters along with
the distortion coefficients to find the translation vector and
rotation matrix for each camera pair.

3.3. Extrinsic calibration between color and depth
cameras

Although the geometrical relation between the IR and RGB
sensors of the Kinect is already embedded in the device in-
ternal memory by the manufacturer, it still may vary from
one camera to another. For some tasks it is very important to
have a more precise knowledge regarding to the external re-
lation of these cameras. This is also true when we combine

a depth camera, like the SwissRanger4000, with an exter-
nal color camera, because in this setting we have no given
knowledge about the geometrical relation. To find the rela-
tion, we fix the checkerboard target in front of the device
in about 1.5 meters and capture it by both sensors. To en-
hance the detection rate for the IR image we apply a Median
smoothing filter with the aperture size of 5 pixels.

After identifying the checkerboard corners on both im-
ages, we apply a standard routine for stereo calibration.

4. Prototype and Experiments

In the upcoming subsection a brief overview of hardware
setup is presented. Then we discuss our prototype used for
this work.

4.1. Experimental setup

The hardware setup of our system involves two kinds of
depth cameras, the Kinect and the MESA SwissRanger4000,
which are calibrated using 6DOF marker-based tracking sys-
tem.

4.1.1. Depth cameras

The subject of our study consists of two Microsoft Kinect
sensors and one MESA SwissRanger 4000 positioned in the
room of a size about 4×4 meters. All cameras are positioned
in such a way that they are pointing to the center of the work-
ing volume. The sensors are mounted and remain fixed dur-
ing the entire calibration procedure. To avoid time and data
synchronization issues over the network and make the data
acquisition more simple we connect the depth cameras to a
single portable PC.

4.1.2. Tracking system

For the depth correction we use a 6DOF marker-based track-
ing system from OptiTrack. Six V100:R2 cameras, which
have a maximum latency of 10 ms, are surrounding the room
and covering the calibration volume. The system is con-
nected to the separate PC. The calibration of the tracking
system is carried out beforehand, based on the routines pro-
vided by the manufacturer.

The two PCs used in the experiments are connected
through a network. The tracking system machine streams the
tracking data in real-time.

4.2. Prototype

Our prototype is a command line tool that combines the
standard routines of OpenNI and OpenCV libraries for ac-
quiring and processing RGB, depth and IR images in real-
time. After collecting the necessary amount of images with
a checkerboard target, we execute a standard routine for cor-
ner detection on both RGB and IR images. For IR images
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the corner detection procedure is slightly unstable due to
noise introduced by the IR projector. To overcome this prob-
lem, some authors suggest to block the IR projector with
an overlapping mask and instead use powerful incandescent
lamps [MCAPL13]. Another method for reducing the noise
is to apply a smoothing filter [MCAPL13]. In our approach
we apply a Median filter of a size of 5× 5 pixels to reduce
the noise and without blurring the images too much. To fur-
ther enhance the detection rate we turned on the external IR
lighting of the OptiTrack system. Fig. 2 illustrates enhanced
IR image of a Kinect camera.

Figure 2: The IR images of Kinect 1.) The noise IR image il-
luminated with IR projector 2.) Blurred IR image 3.) Blurred
IR image with external IR lighting of the OptiTrack system.

Since the SwissRanger 4000 has a relatively low reso-
lution (176 × 144) compared to the Kinect, the standard
checkerboard corner detection approach failed. This is due
to the small size of the checkerboard visible in the ampli-
tude image. Starting from 3 meters the detected corners were
supposed to be very hard distinguishable, and from 3.5 me-
ters onwards they were unrecognizable at all. To address this
problem we scaled the amplitude images up to 3 times. Al-
though the resulting images are a little bit blurry, the cor-
ner detection procedure works satisfying even on larger dis-
tances. Another problem with this device is the poor illumi-
nation of the target. For this reason, we increased the inte-
gration time of the camera up to 150 ms. This significantly
enhancing the quality of images (Fig. 3), as the pixels could
acquire more light.

Figure 3: The scaled amplitude image of SwissRanger4000.
Left: Image captured with the default integration time. Right:
Image captured with the integration time 150 ms.

For our depth calibration procedure we make use the de-
tected corners of the checkerboard in the IR image for find-
ing corresponding corner coordinates in the depth image.
According to Macknojia [MCAPL13] the offset between the

IR image and the depth image are given by the following
simple equations:

depthx = irx +5 (9)

depthy = iry +4 (10)

where irx and iry are the pixel coordinates in IR image,
and depthx and depthy are the mapped pixel coordinates in
depth image. The resulting images from Kinect and Mesa
SwissRanger 4000 are presented in the Fig. 4 and Fig. 5 re-
spectively.

Figure 4: Left: The blurred IR image of Kinect camera.
Right: Detected corners that are localized in the depth im-
age.

Figure 5: Left: The amplitude image of SwissRanger 4000.
Right: Detected corners that are localized in the depth im-
age.

4.3. Lookup table visualisation

Visualizing the 3-D depth lookup table is an essential step in
the overall depth correction procedure. It allows the user to
gain deeper knowledge regarding the status of the calibrated
volume. Moreover, during the procedure of generating the
table, the visualization tool may decrease the time needed
for covering the whole volume by just providing a real-time
feedback about which parts are filled and which parts still
remain. This avoids of re-filling already covered parts.

To generate 3-D lookup table for the Kinect camera, we
have to consider that the depth images of this device have 11
bits per pixel. Under the fact that one bit is reserved for in-
valid values only 10 bit remain. Hence, it is sufficient to have
210 = 1024 as the size of the third dimension. The resulting
table has a size of 640× 480× 1024. The presented lookup
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Figure 6: 3-D lookup table visualization.

table can also be used for storing millimeter values instead of
raw values, in the case when camera driver already returns
converted values (in our experiments we stored millimeter
values).

For the visualization of the table, we render a standard
cube (see Fig. 6) and scale it according to the size of the
lookup dimensions. The calibrated dataset is visualized in-
side of the table with a green color. The tool allows to rotate
the cube and have a detailed view from all sides.

5. Results and Discussion

The entire procedure of our multiple depth camera calibra-
tion can be characterized as a multistage process, where each
individual step has a significant influence on the subsequent
ones. As already described, the depth correction is done
according to our new developed concept that incorporates
tracking data for generating 3-D lookup table. This offers
superior depth camera calibration w.r.t previous approaches
as the following argumentation explains:

As stated before, the existing depth calibration approaches
[BKKF13, MBPF12] use laser rangefinders to measure dis-
tances. However, the distance is not measured for every pixel
of the depth image but instead only for one point, usually the
image center. Then, the distance for the rest of the pixels is
just assumed to be the same, which introduces significant er-
rors. See Figure 7 for clarification, where according to the
described experimental setup, distance1 and distance2 are
assumed to be equal.

To have a more precise depth mapping all possible dis-
tances between the camera and target have to be measured,
which is accomplished for the first time in our approach.

We carried out experiments to demonstrate the estimated
errors for the Kinect sensor. To do this, we positioned the

Figure 7: Varying distance along the surface.

checkerboard target in such a way, so that it is shifted from
the camera center. As shown in the Figure 8, the target
mostly occupies the left-bottom part of the depth image. This
allows us to estimate the change of the depth error depending
on the distance from the center.

For the corresponding depth errors see Table 1. The table
has a size of w×h (number of inner corners of checkerboard)
where every value in a cell represents the error for the corre-
sponding checkerboard corner expressed in millimeters. At
first glance, the relatively high error values become apparent,
which increase with a growing distance to the image cen-
ter. Notice, that the maximum error values are significantly
higher then those observed in other papers.

To demonstrate the results of the proposed depth calibra-
tion approach, we visualize the dataset extracted from the
surface of the checkerboard. In Fig. 9 the green dataset rep-
resents camera recorded depth values of checkerboard cor-
ners, whereas the yellow one corresponds to corrected depth
values.

One advantage of our approach is that it doesn’t require
hard mechanical setup and equipment for measuring dis-
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Figure 8: Detected corners of the checkerboard positioned
in about 2 meters from camera (target in the depth image
mostly occupies the left-bottom part of the image, thus al-
lowing to consider center shifted distances).

74 65 56 48 21 13 -3 -9

86 76 76 47 38 29 20 12

100 99 87 76 56 46 37 27

126 114 102 89 77 66 63 53

153 131 118 113 109 96 84 81

183 151 145 132 126 113 115 110

Table 1: Estimated depth errors measured for a single posi-
tion of the checkerboard from Fig. 8 (all values are in mil-
limeters).

tances. The usage of a 6DOF marker-based tracking system
allows to keep cameras fixed when caring out the camera
calibration. In addition to this, our method supports the cali-
bration of more then two cameras simultaneously, which re-
duces the required time.

In this work we also present a checkerboard-based 2-D
calibration for a multi depth-camera system. For the two
RGB sensors of the Kinect device we achieved a minimum
re-projection error of about 0.3 pixel. This result is better
then the original calibration provided by the manufacturer,
which is greater than 0.5 pixel.

For an example, the tables presented below show esti-
mated calibration parameters and distortion coefficients for
two Kinect cameras K1 and K2.

Besides the intrinsic parameters, we also estimated the
distortion coefficients in this step. In the tables presented
below p1, p2 are the tangential and k1,k2,k3 are the radial
distortion coefficients respectively.

Extrinsic calibration results are presented in the Tables 6

Figure 9: Visualization of checkerboard corners. Left col-
umn: Corners estimated using camera depth values. Right
column: Visualization of the same corners using corrected
depth values.

fx fy u0 v0 error

K1 518.00 516.55 298.24 252.06 0.35

K2 523.08 522.35 312.70 248.28 0.31

Table 2: Intrinsic calibration results of the RGB sensor.

fx fy u0 v0 error

K1 586.65 586.78 297.56 246.27 0.93

K2 581.53 580.81 292.65 246.36 0.94

Table 3: Intrinsic calibration results of the IR sensor.

k1 k2 k3 p1 p2

K1 0.191 -0.455 0.276 -0.001 -0.013

K2 0.247 -0.816 0.927 -0.009 -0.006

Table 4: Distortion coefficients of the RGB sensor.

k1 k2 k3 p1 p2

K1 -0.139 0.819 -2.964 -0.005 -0.024

K2 -0.236 1.654 -4.252 -0.007 -0.007

Table 5: Distortion coefficients of the IR sensor.

and 7. The translation components are expressed in centime-
ters and rotation components are in Rodrigues representa-
tion.
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Tx Ty Tz Rx Ry Rz

K1 -18.0 15.5 258.5 -1.8 -2.2 0.4

K2 -58.3 7.2 132.4 1.6 1.4 5.7

Table 6: Extrinsic calibration results for two Kinect sensors.

Tx Ty Tz Rx Ry Rz

K1 2.47 -0.06 -0.68 -0.03 -0.03 0.00

K2 2.49 0.10 -0.34 -0.04 -0.04 0.00

Table 7: Extrinsic calibration results between color and
depth cameras of a Kinect sensor.

6. Conclusion

In this paper we presented a novel depth correction approach
incorporation an optical tracking system during the calibra-
tion process. Our method uses a 3-D lookup table to give a
reliable per-pixel and per-distance mapping at every point in
the depth image. In comparison to other methods, our ap-
proach support depth calibration of a camera in place us-
ing neither mechanical setups nor different types of distance
measuring equipment that require the camera to be moved.
Moreover, it facilitates the simultaneous depth correction of
multiple cameras. To the best of our knowledge, there is no
available depth correction algorithm capable to carry out the
calibration of more than one camera at once. In addition to
the proposed depth calibration approach, we also describe a
standard checkerboard-based 2-D calibration. For acquiring
the images we use the NITool. Being developed for this work
the tool eases the data acquisition by enabling to switch from
one camera to another and requesting necessary amount of
frames per sensor. Additional support of parallel capturing
improves the performance of the extrinsic calibration signif-
icantly.
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S(wi)SS: A flexible and robust sub-surface scattering shader
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Figure 1: The proposed multi-layered SSS shader enables high quality tunable results. Three separate SSS layers are shown
(left), SSS components can be intuitively edited both during rendering and compositing (middle), final composited image (right).

Abstract

S(wi)SS is a new, flexible artist friendly multi-layered sub-surface scattering shader that simulates accurately sub-
surface scattering for a large range of translucent materials. It is a physically motivated multi-layered approach
where the sub-surface scattering effect is generated using one to three layers. It enables seamless mixing of the
classical dipole, the better dipole and the quantized diffusion reflectance model in the sub-surface scattering
layers, and additionally provides the scattering coming of front and back illumination, as well as all the BSDF
components, in separate render channels enabling the artist to either use them physically accurately or tweak them
independently during compositing to produce the desired result. To demonstrate the usefulness of our approach,
we show a set of high quality rendering results from different user scenarios.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling—Physically based modeling

1. Introduction

Creating high quality renderings of translucent materials,
such as skin, marble, milk, wax etc, is a key aspect in the
production of visually interesting images. This, however,
presents a significant challenge and requires flexible and
highly accurate (physically motivated) subsurface scattering
(SSS) modeling. Existing SSS shaders in most current pro-
duction render engines such as V-Ray, Mental-Ray etc., do
not support recently developed highly-accurate SSS models,
and provide only a limited support for modeling and tuning
materials with multiple subsurface layers (eg. skin consist-
ing of the epidermal, dermal and sub-dermal layers etc.).

† e-mail: apostolia.tsirikoglou@liu.se

In this work, we present S(wi)SS, a new artist friendly
multi-layered SSS shader that can be used to accurately
simulate SSS for a large range of translucent materials.
It has been implemented as a shader in V-Ray, and sup-
ports the classical dipole [JMLH01, DJ05], the better dipole
(BD) [d’E12] and the quantized diffusion reflectance model
(QD) [dI11] all in one shader, with artist friendly parameter
tuning. Our multi-layered approach enables seamless mix-
ing of the different models in the SSS layers and additionally
generates their constituent parts (scattering coming of front
and back illumination) in separate render channels enabling
the artist to tweak the SSS appearance during both rendering
and compositing.
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1.1. Related work

Drawing from the classical diffusion theory [FPW92],
and assuming semi-infinite homogeneous media, Jensen et
al. [JMLH01] presented the dipole approximation model, a
fast approximation for subsurface light transport which com-
bines an accurate single scattering computation with a dipole
point source diffusion approximation for multiple scattering.
This approximation speeds up the computation of multiple
scattering compared to Monte Carlo methods. The dipole
model can also be applied to curved surfaces and converts
the irradiance at a surface point into two point sources, one
above and one below the surface. This approach signifi-
cantly reduces the complexity of the problem and supports
approximate angular incident and exitance variation by fac-
toring the full BSSRDF into a product of Fresnel terms and
a radially symmetric function. In this framework, Jensen
and Buhler [JB02] presented a hierarchical summation tech-
nique to accelerate the computation of the outgoing radiance,
since the integration of all incident points contributions is re-
quired.

Although the method presented by Jensen et
al. [JMLH01] generally produces excellent results for
optically-thick and highly scattering materials, the underly-
ing assumptions cause inaccuracies for many geometrically
complex objects and exhibit artifacts for semi-transparent
or optically-thin materials especially in regions of high-
curvature. Donner and Jensen [DJ05] extended the dipole
model to a multi-pole one to accurately render thin
and multi-layered translucent materials, while a little
later [DJ07] they overcome the previous limitations by trac-
ing photons inside the medium to capture inter-scattering
between surfaces, and use a quad-pole diffusion approx-
imation to improve accuracy. More specifically, Donner
and Jensen [DJ07], placed exponentially attenuated point
lights along the refracted light path instead of on the vertical
line. This produces elliptical profiles, which are usually
observed in reality under oblique lighting directions, but
it also requires a numerical integral over the incident light
path, which is expensive and prone to sampling noise.

Data-driven techniques have also been used to model
BSSRDFs. Such a technique was proposed by Donner et
al. [DLR∗09] where an empirical BSSRDF is produced for
semi-infinite homogeneous materials by fitting Monte Carlo
simulated data. These methods use the classical diffusion
theory approximation, which suffers from significant errors
in near-source and high-absorption cases.

D’Eon et al. [dLE07] proposed an efficient multi-layered
model by approximating diffusion profiles using sums of
Gaussians. Later, Jimenez et al. [JWSG10] based on this
work presented an algorithm for real-time realistic skin-
rendering that simulates SSS and extends the screen-space
based reflectance approach [JMLH01] by adding transmit-
tance. For this, they used a physically based function that
relates the light attenuation with the distance traveled inside

the medium. More recently, d’Eon and Irving [dI11] pro-
posed a quantized-diffusion based BSSRDF model. Their
method is based on the neutron transport theory and led to
several improvements of the diffusion theory. They place an
infinite number of point light sources along the vertical in-
cident light path. This requires to compute an integral over
the path. The integral is evaluated analytically by approxi-
mating the diffusion function with quantized Gaussian func-
tions. They promoted the use of an extended source term
instead of approximating it as an impulse at a single depth
like the dipole model. Since no closed-form solution exists
to the extended source integral, and available numerical ap-
proaches were expensive, they approximated the resulting
diffusion profile as a sum of Gaussians. To avoid fitting the
Gaussians [dLE07], d’Eon and Irving further exploited the
fact that time-resolved or quantized diffusion results in a
Gaussian distribution and used this as a mathematical basis
for finding the Gaussian weights.

Lately, Frisvad, Hachisuka and Kjeldsen [FHK13] pre-
sented a new fully analytical model for subsurface scattering
that requires no precomputation and uses an approximate so-
lution for a light ray in infinite media. This solution takes
into consideration the incident light direction by using two
directional sources instead of two point sources, like in clas-
sical dipole [JMLH01], relaxing that way the assumption of
a flat boundary.

2. Background

The layered 2D searchlight problem (Figure 2) is about find-
ing the reflected R(r) and transmitted T (r) energy in a lay-
ered scattering medium, as a function of distance r from
the point of illumination by a focused beam. The diffuse
reflectance profile Rd(r), is used to calculate each shading
point color. The implementation of the diffuse reflectance
profile is the one that defines the model behavior.

Rendering surfaces requires to compute the light leav-
ing various points on the boundary. For this, Jensen et
al. [JMLH01] used Fick’s law which states that (for isotropic
sources) the vector flux ~E is the gradient of the fluence φ

(flux integrated over time):

~E(r) =−D~∇φ(r). (1)

In more general terms, this applies Neumann boundary con-
ditions where only derivatives are specified [CC05, HCJ13].
Thus, the diffuse reflectance profile Rd(r) is given by:

Rd(r) =Cφφ(r)+C~E(
~E(r) ·~n), (2)

where r is the distance from the illumination point, Cφ and
C~E are factors depending on the angular moments and ~n is
the normal of the surface where the light arrives.

In classical diffusion theory and due to Fick’s law the dif-
fuse reflectance profile Rd(r) depends only on the surface
flux (the gradient of the fluence along the surface normal)
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Figure 2: The layered 2D searchlight problem.

and not on the fluence φ(r) itself. Thus, with factors Cφ = 0
and C~E = 1 in eq. (2), so only vector flux and not fluence
contributes to the diffuse reflectance, it can be shown that
the radiant exitance on the boundary is the dot product of
the vector flux with the surface normal:

Rd(r) = ~E(r) ·~n =−D(~∇·~n)φ(r). (3)

Hence, to compute the diffusion profile Rd(r) due to the
classical dipole model (Figure 3, where zb denotes the linear
extrapolated distance), the directional derivative ~∇·~n of the
fluence in the direction of the normal is needed to be evalu-
ated. This gives:

Rd(r) =
α
′

4π

[
zr(1+σtrdr)e−σtrdr

d3
r

+
zv(1+σtrdv)e−σtrdv

d3
v

]
(4)

where α
′ is the reduced scattering albedo, zr is the dis-

tance of the real light source (placed below the surface) from
the surface and zr the distance of the mirrored virtual light
source (placed above the surface) from the surface, dr is the
distance from the ray exit point to the real light source and
dv its distance from the virtual light source, and σtr is the
transport coefficient.

The relative contributions of Cφ and C~E factors change
the exitance calculations in eq. (2) for other boundary con-
ditions.

D’Eon [d’E12] introduces the better dipole assuming that
the multiple scattering term can be given by a diffusion
method of images solution to the 2D searchlight problem.
He furthermore simplifies the searchlight problem assuming
that the light arrives normal to the surface and computing

Figure 3: The dipole model.

only the net flux leaving the surface at a distance r from the
illumination point. The diffuse reflectance profile Rd(r) for
the better dipole model is then given by

Rd(r) =
(α′)2

4π

[(
C~E

zr(1+σtrdr)

d2
r

+
Cφ

D

)
e−σtrdr

dr

−
(

C~E
zv(1+σtrdv

d2
v

+
Cφ

D

)
e−σtrdv

dv

]
(5)

where D is the diffusion coefficient and the fluence and flux
factors are given now by

Cφ =
1
4
(1−2C1) and C~E =

1
2
(1−3C2)

respectively instead of classical dipole’s Cφ = 0 and C~E = 1,
and C1 and C2 are angular moments which approximations
are given by D’Eon and Irving [dI11].

Finally, D’Eon and Irving [dI11] proposed the quantized
diffusion model, where the diffuse reflectance profile is ap-
proximated by a sum of Gaussians:

Rd(r)≈ α
′

k−1

∑
i=0

wR(i)wiG2D(νi,r) (6)

where wR(i), wi are weights and νi are the variances of nor-
malized 2D Gaussians G2D. The equations necessary to cal-
culate the weights and variances of the Gaussians are them-
selves summations of integrals depending on further weights
wφR(ν, i) and w~ER(ν, i).

3. Multi-layer sub-surface scattering

S(wi)SS creates a layered BSDF based on three components:
(1) a bottom SSS component, (2) a middle diffuse compo-
nent and (3) a top specular component.
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Figure 4: BSDF’s SSS, diffuse and specular components of
our multi-layer approach 3.

In Figure 4 the BSDF components are shown. The bot-
tom SSS component (SSS COMBINED) is produced by the
combination of three SSS layers (SSS1 FRONT, SSS2 and
BACKSCATTER). The SSS component is then combined
with the diffuse component and finally with the specular one.

(1) The bottom SSS component consists of a basic SSS layer
providing front, (optionally) back, and single scattering. A
second SSS layer provides front scattering, and a final SSS
layer for back scattering.
Each of the three SSS layers has its own scatter color and
radius and can be weighted separately. In each SSS layer,
the user is able to apply the classical dipole, eq. (4), the BD,
eq. (5), or the QD, eq. (6), model. Thus, the rendering time
can be adjusted by applying, for example, the most-detailed
and time consuming QD to the top SSS layer and the faster
but less-detailed classical dipole or BD to the remaining SSS
layers.
The second and third SSS layers do not significantly con-
tribute to single scattering and thus only support multiple
scattering to reduce rendering time.

(2) The middle diffuse component is a classic Lambertian
reflection model. Similar to the SSS component, the dif-
fuse component contribution can also be manually adjusted
through the user interface. The SSS and diffuse components
are combined before layered in the BSDF.

(3) The surface specular component consists of two Phong
models for specular reflection. Two specular layers are used
to simulate looks such as the upper, oily layer of skin atop
the regular specular layer. Each of them provides separate
specular color, weight, glossiness, subdivisions and index of
refraction settings. Like the rest of the BSDF components,
the specular one’s contribution can also be weighted through
the shader interface.

3.1. Front and back illumination map

We use an illumination map to calculate the color of each
shading point. Front and back scattering are separated by
classifying the illumination map samples in two categories:
the ones on the front side of the object and the ones on the
back side with respect to the camera view. During rendering,

Figure 5: SSS and specular settings in a representative
shader view 4.

the front and back illumination is weighted according to the
applied model (BD or QD).

This way, the user can totally control the SSS component,
and its separate front and back SSS layers and therefore to
handle them physically accurately or tweak them indepen-
dently according to the specific needs.

4. Implementation

We implemented our algorithm in V-Ray 2.0 by Chaos
Group for Autodesk’s Maya but a similar implementation
would be possible to use with other render engines as well.

We based the generation of the illumination map for
S(wi)SS on the existing mechanism in VRayFastSSS2, the
SSS shader packaged with V-Ray. The front and back scat-
tering layers are generated in separate render channels en-
abling the artist to tweak them separately, or rely on physical
accuracy to determine the final look.

During rendering, the diffuse reflectance profile, Rd, is
used to calculate each shading point’s color. For the BD
model, we improved VRayFastSS2’s existing diffuse re-
flectance profile by implementing the method described by
d’Eon [d’E12].

QD is based on the improved diffusion theory with Gro-
jean’s approximations and uses a sum of weighted 2D Gaus-
sians to approximate the reflectance profile [dI11]. An ex-
tended multipole model for a finite material of finite thick-
ness was set up instead of a dipole. The quantization param-
eters regarding time, variances and weights are initialized,
calculated and saved for later use during rendering when the
diffuse reflectance profile is evaluated by the sum of Gaus-
sians. These pre-calculated parameters significantly reduce
rendering time.

S(wi)SS provides several settings to modify properties like
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the material index of refraction and light map options (eg.
the illumination map can be built by an irradiance map or
geometry sampling). Moreover, the user can intuitively con-
trol all the BSDF components and their layers 3 through the
shader interface by setting the desired amounts, colors and
the specific options given for each component. In Figure 5 it
is given a representative view of the user interface and how
the layers of the SSS and specular components can be set.
The render elements that can be moreover tuned during com-
positing phase consist of all three BSDF components (SSS,
diffuse and specular), as well as their layers including the
scattering coming of front and back illumination. This way,
the artist is enabled to tweak (enhance or weaken) any com-
ponent according to the specific look demands. For example,
in skin rendering it is usually desired an enhanced back scat-
tering layer for strong SSS effects and thus highly realistic
results.

5. Results

This section presents a set of results rendered using the
S(wi)SS shader. The rendered images compare and highlight
the effect of the artist friendly shader parameters on the fi-
nal results. We also show figures describing the performance
of our implementation. The renderings are mainly focused
on the models comparison and different algorithm combina-
tions.

In Figure 6 the final result using the BSDF components
shown in Figure 4 is given. The model is illuminated from
both the front and the rear. The SSS component is created
using all three SSS layers, where the QD model, eq. (6), is
applied to the basic SSS layer, and the BD model, eq. (5)
is applied to the rest SSS layers. For better SSS algorithm
evaluation, we show in Figure 12 the SSS component as it
is given by the classical dipole, the BD and QD models. The
level of the rendered details is increased from left (classical
dipole) to right (BD and rightmost QD). Please note areas
like the lips, eyes and ears, where the differences and the
SSS effect are clear.

In Figure 8 a 3D model, similar to the one that d’Eon and
Irving [dI11] used to present their QD method, has been ren-
dered just with the first basic SSS layer of the SSS compo-
nent using the classical dipole (VRayFastSSS2), eq. (4), BD,
eq. (5), and QD, eq. (6), algorithms (from left to right) for
easy side-by-side comparisons. In Figure 9 detailed views of
the model comparative results in Figure 8 are given. Their
rendering times are given in Table 1. All the images were
rendered with an Intel Xeon W3680, 12 MB Cache, 3.33
Ghz, Six-Core server processor machine. BD is almost as
fast as VRayFastSSS2, that implements the classical dipole
method, whereas the QD model is slower. This is expected
as the implementation of QD requires the sum of 36 approx-
imately weighted Gaussians for every shading point. More-
over, the above given times are for hight quality renderings
but it can be reduced by decreasing the resolution of surface

Figure 6: Final result using the BSDF components shown
in Figure 4.

lighting, computed during the prepass phase. Regarding the
visual result, the dominance of QD is obvious. The level of
the rendered details is significantly higher than the classical
and BD providing at the same time realistic subsurface scat-
tering effects. Moreover, QD gives the smoothest shading
result in the rendered surface.

Method Time per frame
Classical Dipole ∼ 43sec

Better Dipole ∼1min 2sec
Quantized Diffusion ∼6min 2sec

Table 1: Average rendering times for renderings in Figure 9.

In Figure 10 the front and back separation can be seen.
In the particular rendering, only the first basic SSS layer is
used, where the QD model, eq. (6), is applied (rightmost ren-
dering in Figure 8). The SSS layer is then given by the com-
bination of the produced front and back scattering.

In Figure 11 multi-layer SSS rendering results are shown.
To the left, the QD model, eq. (6), was used just for the basic
SSS layer. In the middle the QD model was used for the ba-
sic SSS layer and the BD, eq. (5) for the second SSS layer,
whereas to the right the QD model was used for the basic
SSS layer, the BD for the second SSS layer and the classical
dipole, eq. (4), for the final back SSS layer. It is worth notic-
ing that as we add more layers to the SSS component the re-
sult changes depending on the SSS layer’s scatter color and
radius. Specifically in Figure 11 the added SSS layers scat-
ter mainly the red color, explaining the respective rendered
results.

Finally, in Figure 7 renderings for different translucent
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Figure 7: Skin (left), marble (middle) and ketchup (right) rendered with S(wi)SS shader.

materials are presented. For skin rendering (left) we used
all three layers of the SSS component with the QD model,
eq. (6), for the basic SSS layer and the BD one, eq. (5), for
the rest two, whereas for the marble (middle) and ketchup
(right) renderings only the basic SSS layer was used where
the QD model, eq. (6) was applied.

6. Discussion

S(wi)SS is a powerful and flexible tool that compared to
the existing commercial shaders uses recently introduced
highly-accurate SSS calculations. It is related with the cor-
responding implementations coming packaged with V-Ray
and Mental ray. However, our multilayer approach provides,
additionally to the standard options, advanced approxima-
tions for detailed SSS for each layer of the SSS component
and generates all the BSDF components including scatter-
ing coming of front and back illumination in separate render
channels all in one rendering.

7. Conclusion

S(wi)SS creates highly detailed SSS using one to three lay-
ers. The artist can use the separate render elements either
physically accurately or tweak them independently during
the compositing phase. Figure 1 represents a typical S(wi)SS
workflow where the artist adjusts the SSS render elements in
compositing software, synthesizing the desired look.

Responding to the demands in visual effects production,
S(wi)SS is a flexible, accurate, easy-to-use look-development
tool that introduces a multi-layered SSS approximation to
simulate different material types and provides enhanced user
control. The S(wi)SS shader and its surrounding process is
currently being used effectively in a visual effects studio.
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Figure 8: S(wi)SS shader renderings using just the first basic SSS layer of the SSS component implementing the classical dipole
(left), BD (middle) and QD(right).

Figure 9: Detailed views of renderings in Figure 8.
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Figure 10: Front and Back scattering separation in QD model.

Figure 11: S(wi)SS renderings with one (left), two (middle) and three (left) SSS layers, using the QD model as the basic SSS
layer, the BD as the middle SSS layer and the classical dipole as the last back SSS layer respectively.

Figure 12: SSS component rendered with the classical dipole (left), the BD (middle) and QD (right) model.
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Abstract

Minimum enclosing balls are used extensively to speed up multidimensional data processing in, e.g., machine
learning, spatial databases, and computer graphics. We present a case study of several acceleration techniques
that are applicable in enclosing ball algorithms based on repeated farthest-point queries. Parallel GPU solutions
using CUDA are developed for both low- and high-dimensional cases. Furthermore, two different distance filtering
heuristics are proposed aiming at reducing the cost of the farthest-point queries as much as possible by exploiting
lower and upper distance bounds. Empirical tests show encouraging results. Compared to a sequential CPU
version of the algorithm, the GPU parallelization runs up to 11 times faster. When applying the distance filtering
techniques, further speedups are observed.

Categories and Subject Descriptors (according to ACM CCS): D.1.3 [Programming Techniques]: Concur-
rent Programming—Parallel programming, I.3.5 [Computer Graphics]: Computational Geometry and Object
Modeling—Geometric algorithms, languages, and systems

1. Introduction

The minimum enclosing ball has found widespread use in
many different areas of computer science. Depending on
the specific context, the dimensionality of the balls varies
broadly. Low-dimensional cases are common in computer
graphics, computer-aided design, and geographic informa-
tion systems. Higher-dimensional cases arise frequently in
multidimensional index methods and classification based on
support vector machines. In these cases, data sets with di-
mensions in the range 10 to 10000 are common [TKK07].

In the plane, the minimum enclosing circle problem is
about fitting a circle to embrace a set of points as tightly
as possible. This is a mathematical optimization problem,
where the task is to find the unique center such that the max-
imum distance from the center to any input point is mini-
mized. More generally, in any dimension d, the minimum
enclosing ball (MEB) is sought, and the solution is usually
denoted B∗ = (c∗,r∗), where c∗ is the unique center that
gives the smallest radius r∗. The MEB problem bears many
names, e.g., the smallest bounding sphere or 1-center prob-
lem, and the literature is vast [PS85].

Due to the high computational complexity of finding the
exact MEB, a number of approximation algorithms have
been proposed in the literature [BC03, KMY03, Yıl08]. In
a recent publication, Larsson and Källberg [LK13] proposed
an efficient algorithm to compute a (1+ε)-approximation of
B∗ in O( dn

ε
+ d

ε3 ) time for n input points in dimension d. This
algorithm, named FASTAPXBALL, computes a sequence of
approximations Bi = (ci,ri) such that ri ≤ r∗, until a solu-
tion is reached whose radius can be enlarged to cover the
entire point set without exceeding (1+ ε)r∗. Pseudocode is
shown in Figure 1. On Lines 1–3, the current approximation
is initialized. On Line 4, a subset C of input points, known
as a core-set, is initialized. Then in each iteration of the loop
beginning on Line 5, the point q ∈ P located farthest from
the current center point is found and inserted into the core-
set. The point q as well as h = ‖q− c‖, where ‖ · ‖ denotes
the Euclidean norm, are also used on Lines 8 and 9 to update
the current solution in each iteration.

The purpose of the subroutine SOLVEAPXBALL, invoked
on Line 11, is to further refine the current solution by consid-
ering only the (at most 2/ε) points currently in the core-set
(see [LK13] for more details). In practice, this reduces the
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FASTAPXBALL(P,ε)
input: P = {p1, p2, ..., pn}, ε > 0
output: A (1+ ε)-approximation B of B∗

1. q′,h′← FINDFARTHESTPOINT(p1,P)
2. q,h← FINDFARTHESTPOINT(q′,P)
3. (c,r)← ((q′+q)/2,h/2)
4. C←{q′,q}
5. loop 2/ε times (at most)
6. q,h← FINDFARTHESTPOINT(c,P)
7. if h≤ r(1+ ε) then exit loop
8. r← ( r2

h +h)/2
9. c← q+ r

h (c−q)
10. C←C∪{q}
11. (c,r)← SOLVEAPXBALL((c,r),C,ε/2)
12. return (c,h)

Figure 1: The algorithm FASTAPXBALL.

number of passes considerably, especially in low to mod-
erate dimensions with n � d. As noted by Larsson and
Källberg, it is possible to remove Line 11 from the code
to get a modified version of the algorithm, called SIMPLE-
APXBALL, with time complexity O( dn

ε
). Interestingly, it

has been shown [KL] that this algorithm is equivalent to
Yıldırım’s first algorithm [Yıl08].

Since FINDFARTHESTPOINT takes O(dn) time in each of
the O( 1

ε
) iterations, the total time spent in this subroutine

is O( dn
ε
), as captured by the left term in the time complex-

ity of FASTAPXBALL and the remaining term in the time
complexity of SIMPLEAPXBALL. In practice, these repeated
farthest-point queries constitute the main bottleneck in both
algorithms. Fortunately, however, due to its high degree of
data parallelism, the farthest-point query makes a good can-
didate for acceleration using parallel computing.

In this paper, GPU parallelization strategies are proposed
as well as two algorithmic distance filtering approaches,
which are applicable in both serial and parallel settings to
reduce the cost of the dominating distance computations.
The proposed techniques should be applicable in several
other MEB algorithms that perform repeated farthest-point
queries, such as [Gär99, BC03, KMY03, Yıl08].

2. Farthest-point queries on the GPU

We let the input points and the center point be represented
on the GPU as the following n×d matrix and d-ary column
vector:

P =


p1,1 p1,2 · · · p1,d
p2,1 p2,2 · · · p2,d

...
...

. . .
...

pn,1 pn,2 · · · pn,d

 , c =


c1
c2
...

cd

 ,

where p j,k and ck denote the k-th coordinate of p j and c, re-
spectively. To realize the FINDFARTHESTPOINT subroutine
efficiently, a straightforward solution is to first compute all
of the n squared distances ‖p j − c‖2 in parallel into a vec-
tor e, and then find the maximum of e in a separate parallel
reduction step. Thus, e is given by

e =


(p1,1− c1)

2 + · · · + (p1,d− cd)
2

(p2,1− c1)
2 + · · · + (p2,d− cd)

2

...
. . .

...
(pn,1− c1)

2 + · · · + (pn,d− cd)
2

 .

Note that computing squared as opposed to exact distances
is preferable since it avoids taking n square roots. The com-
putation of e can be further simplified by first rewriting each
element as

e j = ‖p j− c‖2 = ‖p j‖2 +‖c‖2−2〈p j,c〉,

where 〈·, ·〉 denotes the Euclidean inner product. Since the
term ‖c‖2 is the same in all distances during a pass, it can
be disregarded without altering which point is returned as
the farthest from the reduction step. Furthermore, the term
‖p j‖2 remains constant throughout all passes of the MEB
algorithm; thus, it can be precomputed for each input point
into an n-ary vector u, which is then reused in every pass.
Using these simplifications, the distance computation step
amounts to a GEMV (general matrix-vector multiplication)
kernel:

e = u−2Pc.

Efficient GPU implementations of GEMV are com-
monly found in GPU implementations of BLAS (Ba-
sic Linear Algebra Subprograms), such as cuBLAS and
MAGMA [DDG∗]. Similarly, there are efficient GPU im-
plementations of the reduction step available, e.g., from the
Thrust template library for CUDA [BH12].

2.1. Tailor-made kernels

The above solution based on GEMV can be expected to work
well in many situations. However, to support the distance
filtering techniques that will be described in Section 3, we
implemented two tailor-made kernels in CUDA that allow
for masking out certain rows of the matrix P in the dis-
tance computations. To retain some degree of data locality
in this case, we let P be stored in row-major order. This way,
any point can be loaded from the global memory in a coa-
lesced fashion into the SMs, provided the dimension is large
enough and the matrix is allocated with a properly set pitch.

In the first kernel, a tile mesh is superimposed on the
matrix such that each tile covers tx × ty elements. Each
thread block is mapped to a number of such tiles, deter-
mined by the parameters wx and wy for the x and y direc-
tions, respectively. Thus, in general, a thread block processes
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P

c

wx

wy
blockDim.x = tx

blockDim.y

ty

Figure 2: Illustration of the assignment of matrix tiles to thread blocks and elements within the tiles to threads. In this example,
each block processes wx = 3 tiles in the horizontal direction and wy = 2 tiles in the vertical direction. Since tx = ty = 8 and
blockDim.y = 2, each thread must iterate four times for a full tile to be processed.

(wx×wy)× (tx× ty) elements of the matrix and wx× tx el-
ements of the center point in total in each invocation, al-
though some blocks may do less work depending on the ma-
trix dimensions. Furthermore, depending on the blockDim
settings, the thread blocks might need to iterate within each
tile to process all of its elements. To keep the parameter
space manageable, we let the tiles be squares with side td ,
i.e., tx = ty = td , and we let blockDim.x be fixed to td . This
leaves the parameters td , blockDim.y, wx, and wy that can be
varied to tune the performance of the kernel. More details on
the used tuning process are given in Section 4.

As illustrated in Figure 2, the thread blocks process
their assigned tiles in a left-to-right, top-to-bottom order.
Within each tile, the elements are processed from top to bot-
tom. With these traversal orders, each thread can maintain
ty/blockDim.y partial sums of its computed squared differ-
ences by storing them in registers. After the last tile in the
current row has been processed, all threads in the block store
their partial sums into a matrix of size ty× tx in shared mem-
ory. Each row of this matrix is then summed up, which re-
duces it to a column vector of ty partial sums. Then, before
moving on to the next row of tiles, these values are added
to the output vector e, which was initialized to 0 before in-
voking the kernel. Note that in cases when there are more
than one thread block working on the same rows of P, i.e.,
when wx× tx < d, the latter addition to e must be done using
an atomic add operation, since another thread block might
attempt to update the same elements of e simultaneously.

Otherwise, when there is only one block in the horizontal
dimension of the grid of thread blocks, a regular add opera-
tion can be used instead. However, a more significant opti-
mization is possible in this case: since each distance is com-

puted by a single thread, the reduction needed to find the
largest distance can be integrated with the distance compu-
tation kernel. This fuses two kernel calls (first computing the
distances, then finding the maximum) into one. Moreover, it
reduces the amount of data that needs to be written out to
global memory, since it becomes unnecessary to store all the
distances to the vector e. Thus, we made the kernel detect
this special case, so that a local reduction is performed by
each thread block to find the maximum of its computed dis-
tances. Then, before returning, an inter-block reduction is
performed in a scalar in global memory using atomic opera-
tions.

Whenever the matrix dimensions are not multiples of the
tile dimensions, the last row and/or column in the grid of
thread blocks will have tiles to process that are not com-
pletely filled. This is handled as a special case in the kernel,
so that the overhead from the necessary conditional state-
ments is isolated to the affected thread blocks. Since there
are not enough elements in these partially filled tiles to oc-
cupy all threads in these blocks, parts of the thread blocks
become inactive. As long as both n and d are large enough
to give mostly filled tiles overall, this reduction in thread uti-
lization is amortized sufficiently over the processing of the
filled tiles. However, whenever either n or d is very small,
measures must be taken to avoid poor performance due to
low utilization. Since we focus mainly on cases where d� n
here, we consider only cases where d is small, i.e., when P
has a tall shape. Our second kernel is specifically optimized
for such matrices. When executing this kernel, we relax the
requirement on square tiles and fix only tx = d. As before,
we set blockDim.x = tx, which in this case automatically im-
plies wx = 1. Thus, the remaining tunable launch parameters
for this kernel are ty, blockDim.y, and wy. Note that there

59



L. Källberg & T. Larsson / Accelerated Computation of Minimum Enclosing Balls

may be more than one warp working on each row of the ma-
trix in this case, when d is neither a multiple nor a divisor
of the warp size 32. For example, in d = 3, each warp spans
b 32

3 c= 10 full rows as well as parts of one or two other rows.
This keeps all threads of the block fully occupied, and due to
the row-major organization of P, it also increases the locality
of the data accessed by each warp.

3. Distance filtering

Evaluating the distance metric for pairs of points is an ex-
pensive operation, particularly in high dimensions. There-
fore, attempting to reduce the number of exact distance com-
putations by utilizing approximate distance measures may
speed up the processing substantially. By exploiting knowl-
edge from already computed similar distances together with
the triangle inequality, safe bounds can be derived to give
simple conditions for when an exact distance computation
can be skipped.

Of course, using the triangle inequality to filter out dis-
tance computations is not a new idea. Such approaches
are well-known in data mining where similarity queries are
common (see, e.g., [BK73, BS98, BEKS01]). Hjaltason and
Samet describe several general rules which can be applied to
prune the search space under varying circumstances depend-
ing on what distances are known and what distance calcula-
tions are attempted to be avoided [HS03].

The filtering techniques we describe below are designed
for the specific case of MEB computation. Intuitively, this
is a situation where this type of filtering can be expected to
pay off very well. The sequence of generated center points
sweeps out a path in the neighborhood of the optimal center
c∗, and overall the distance between each pair of consecutive
center points tends to decrease with each pass. Thus, search-
ing for the farthest point from ci+1 is expected to be very
similar to searching for the farthest point from ci. To study
the benefit of reducing the number of full distance computa-
tions between points during the farthest-point queries, we
describe three different filtering schemes for caching and
reusing computed distances between the passes of the MEB
algorithm. To make the discussion more general, we will use
the notation D(·, ·) to represent any distance measure that
satisfies the triangle inequality.

3.1. Triangle inequality filtering

During the first farthest-point query of the MEB algorithm,
the distances from the first center point to all input points
are computed and stored in a simple auxiliary array of size
O(n), hereafter called the distance array. Then in all the sub-
sequent passes, the distances cached in this array are used
to derive an upper bound on the distance to each point in P
from the current center point. Before a pass is started, say
pass i + m, the distances from ci+m to all previous center
points are computed. Also, a lower bound f on the actual

a)

ci
ci+1

ci+2

ci+3

p j
b)

ci
ci+1

ci+2

ci+3

p j

Figure 3: Upper bounds on the unknown distances, shown
as dashed lines, are derived from the known distances,
shown as solid lines. a) The exact distance from ci to the
current center point is recomputed in each pass. b) The ac-
cumulated movement from ci is used instead.

farthest distance max(D(ci+m, p ∈ P)) is needed. We simply
let f = ri+m, where ri+m is the current radius. Assuming the
distance from an earlier center point ci to a point p j is cur-
rently stored in position j of the distance array, the following
condition can be tested before evaluating the exact distance
D(ci+m, p j):

D(ci, p j)+D(ci,ci+m)< f .

When this is fulfilled, it is impossible that D(ci+m, p j) ≥
f holds, and the computation of the exact distance can be
skipped. This is an immediate consequence of the triangle
inequality, which states that

D(ci, p j)+D(ci,ci+m)≥ D(ci+m, p j).

This type of filtering is illustrated in Figure 3a., where the
distance to a point p j is computed in pass i, and then the
triangle inequality gives approximate distance measures to
p j in the next three passes. Given that the filtering condition
succeeds, the unknown distances shown with dashed lines
are never computed.

Whenever an actual distance has to be computed for p j,
it is also cached in the distance array simply by overwriting
the previously cached value. Note that each stored distance is
associated with a certain center point ci, which must be iden-
tified during filtering. Therefore, the value of i is cached as
well together with each computed distance. Furthermore, if a
computed distance is the largest encountered so far, the point
is stored as the current farthest point. When all points have
been processed this leaves us with the true farthest point, as
well as a distance array that has been updated for all points
where the filtering failed.

Two possible drawbacks of this technique are that the dis-
tances between all possible pairs of center points are com-
puted, and that the complete sequence of computed center
points must be stored. In the algorithms considered here,
this filtering method thus requires O(d/ε

2) time and O(d/ε)
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storage. Depending on which MEB algorithm is used, this
may degrade the theoretical time complexity of the algo-
rithm. Nevertheless, for sufficiently large point sets and rea-
sonable ε values, this overhead is expected to have little ef-
fect on the run time in practice, even in cases when the fil-
tering effectiveness is low.

3.2. Filtering with accumulated distances

An alternative filtering method can be designed, which
avoids the above-mentioned potential problems of the pre-
vious approach by using a less tight upper bound. In this
approach, the distance array stores upper bounds on the dis-
tances to earlier center points as opposed to the exact dis-
tances. As before, the distance array is initialized with the
exact distances from the first query point to all input points.
Then in each pass, all these cached distances are incre-
mented with the movement of the center point from the pre-
vious pass. Thus, assuming ci is the last center point from
which the distance to a point p j was computed, the follow-
ing filtering condition is tested in pass i+m:

D(ci, p j)+D(ci,ci+1)+D(ci+1,ci+2)+ . . .

. . .+D(ci+m−1,ci+m)< f ,

where the sum in the left-hand side represents the value
stored for point p j. When the condition fails, the exact dis-
tance is computed and the accumulated bound in the dis-
tance array is reset. In Figure 3b, this type of filtering is il-
lustrated. The distance from ci to p j is computed in pass i,
and then during the following three passes, the consecutive
movements of the center points are accumulated in the dis-
tance array and used to find approximate distance measures
to p j. Again, given that the filtering condition is fulfilled, the
unknown distances to p j in the next three passes are never
computed.

Clearly, the accumulation tends to make the approximate
distances less tight compared to the those achieved by the
first approach described in the previous section. But simi-
larly to the previous approach, they should improve gradu-
ally as the movement of the center point decreases.

Of course, the main advantage of this approach is that it
avoids the O(d/ε

2) computation cost and O(d/ε) storage
cost introduced by the first method above. Thus, incorporat-
ing this acceleration technique in farthest point-based MEB
algorithms will not affect their theoretical asymptotic time
complexity. Of course, storing the auxiliary distance array
still introduces an O(n) storage cost.

3.3. Cauchy-Schwarz inequality filtering

Nielsen and Nock [NN04] proposed a filtering criterion
based on an upper bound on the Euclidean distance, derived

as

‖p j− ci‖=
√
‖p j‖2 +‖ci‖2−2〈p j,ci〉

≤
√
‖p j‖2 +‖ci‖2 +2‖p j‖‖ci‖.

(1)

The bound follows from the Cauchy-Schwarz inequality,
which states that for two vectors u and v, it holds that
|〈u,v〉| ≤ ‖u‖‖v‖. By computing ‖p‖ for each p ∈ P at the
beginning of the algorithm, and recomputing ‖ci‖ before
each farthest-point query, the upper bound in Equation 1 can
be computed in constant time per point. As before, if the up-
per bound is smaller than the lower bound on the searched
farthest distance, there is no need to compute the exact dis-
tance.

In general, this method can be expected to be less effec-
tive in pruning distance computations than the methods of
Sections 3.1 and 3.2. To see why, consider that the bound in
Equation 1 too expresses the triangle inequality:

‖p j− ci‖ ≤
√
‖p j‖2 +‖ci‖2 +2‖p j‖‖ci‖

=
√
(‖p j‖+‖ci‖)2

= ‖p j‖+‖ci‖.

In this interpretation, instead of utilizing center points com-
puted in earlier passes of the algorithm, this filtering method
repeatedly applies the triangle inequality to the origin o, in
addition to p j and ci. Thus, expressed with a general distance
measure D, the bound becomes

D(ci, p j)≤ D(o, p j)+D(o,ci).

Consequently, the distance D(ci, p j) is approximated well
only when at least one of D(o, p j) and D(o,ci) are suffi-
ciently small. Thus, in order to get effective filtering, either
most of the input points must be clustered close to the ori-
gin, or the sequence of generated center points must be near
the origin. In other cases, the distances tend to be largely
overestimated by this bound, leading to poor filtering.

3.4. Distance filtering on the GPU

All of the above distance filtering methods require an addi-
tional filtering step before invoking the distance computation
kernel in each pass. In this step, it is determined in parallel
which of the points in P need to have their distances com-
puted exactly. Although the details of how this is determined
differs between the methods, the result is a vector b of n bi-
nary values, where b j = 1 if the distance to point p j needs to
be computed, and b j = 0 otherwise. The vector b then goes
through a parallel compaction step, which turns it into a vec-
tor x containing all indices j such that b j = 1. For example,
given a vector

b = (0,1,0,1,1,0,0,1),
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the compaction yields

x = (2,4,5,8),

assuming 1-based indexing. The vector x is then provided as
an argument to the distance computation kernel, which pro-
cesses the rows of the matrix P indirectly through x. In the
case of the filtering methods of Sections 3.1 and 3.2, the vec-
tor x is then used once again to store the computed distances
back into the right positions of the distance array.

4. Experiments

The discussed techniques were evaluated in practice on
a laptop equipped with an Intel i7-3820QM processor
(2.7 GHz) as well as an Nvidia Quadro K4000M GPU,
whose specifications are listed in Figure 4. Sequential CPU
implementations, written in C++ and compiled with Vi-
sual Studio 2012, as well as parallel GPU implementations,
based on CUDA version 6.0, were tested. In addition, all
three of the distance filtering methods discussed in Sec-
tion 3 were evaluated in both the CPU and the GPU ver-
sions. Finally, two implementations following the approach
outlined in Section 2 were included, using the column-major
and row-major (transposed) versions of SGEMV (single-
precision GEMV) in cuBLAS. Throughout all experiments,
single-precision floating-point was used, and the approxima-
tion quality of the balls was set to ε = 10−3. No robustness
issues were observed in the experiments.

To tune the performance of our hand-written kernels, we
executed an automatic process reminiscent of auto-tuning
(cf. [Sør12, DO12]) to find good choices for the kernel
launch parameters, as well as to select between our two dis-
tance computation kernels. For each pair of d and n included
in the experiments, we executed both kernels using different
sets of parameters and kept track of the most efficient con-
figuration. The first kernel was run using all combinations of
the following parameters:

td ∈ {16,32,64},

blockDim.y ∈ { td
1
,
td
2
,
td
4
, . . . ,1},

wx,wy ∈ {1,2,4, . . . ,512}.

The kernel designed for tall matrices was evaluated with the
following parameters:

ty ∈ {16,32,64, . . . ,512},

blockDim.y ∈ { ty
1
,
ty
2
,
ty
4
, . . . ,1},

wy ∈ {1,2,4, . . . ,512}.

Of course, many combinations of the parameters above are
not valid, either due to hardware limitations or because they
are not applicable to the particular problem size, so these
were skipped. The parameters selected for each problem size
were then used regardless of whether filtering was enabled
or not.

Architecture Kepler
SMs 5
CUDA cores 960
Clock rate 600 MHz
Memory clock rate 1.4 GHz
Memory bus width 256 bits

Figure 4: Specifications for Nvidia’s Quadro K4000M GPU.

4.1. Moderate to high dimensions

The results from SIMPLEAPXBALL and FASTAPXBALL

for moderate- to high-dimensional cases are shown in the
left and right columns of Table 1, respectively. Nielsen and
Nock’s distance filtering method is denoted by NN, and our
own filtering methods from Sections 3.1 and 3.2 are denoted
by TI and TI2, respectively. For each of the selected pairs
of d and n, the algorithms were executed ten times on dif-
ferent input sets randomly generated with a uniform distri-
bution in [−1,1]d . The table shows average figures from all
ten runs: the number of passes k, the total number of full
distance computations (d.c.) performed during the farthest-
point queries as a fraction of k× n (which is the number
of such computations in the non-filtering version), the exe-
cution time in seconds, and the speedup factor s. The latter
parameter gives the average of the speedup factors computed
relative to the sequential CPU version that does not use dis-
tance filtering.

The non-filtering GPU adaptations of the algorithms show
speedups of up to 11×. The cuBLAS implementations ex-
hibit good performance as long as the dimension is quite
high, especially the column-major version. Judging from the
case d = 10, however, the GEMV kernels in cuBLAS seem
less optimized for tall matrices. The GPU implementations
based on our custom kernels are significantly faster than both
of the cuBLAS implementations in this case.

In d = 10, the tall matrix kernel was selected in the tuning
process, with the parameters ty, blockDim.y, and wy chosen
as shown in parentheses for that case in Table 1. In the re-
maining cases, the more general kernel proved to be more ef-
ficient. Similarly, the parameters td , blockDim.y, wx, and wy
selected for this kernel for each problem size are shown in
parentheses in the table. In general, the former kernel seems
to be the most efficient in dimensions up to d ≈ 20, as indi-
cated by additional test runs. Notice that the launch param-
eters for the more general kernel were consistently selected
so as to give only one thread block in the horizontal direc-
tion, i.e., such that tx×wx ≥ d. It seems natural that this is
an efficient division of labor among the thread blocks, as it
allows each thread to sum up its computed squared differ-
ences along an entire tile row using registers before the re-
duction in shared memory takes place. Thus, with only one
thread block in the horizontal direction, the number of such
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SIMPLEAPXBALL

d = 10, n = 106, k = 728.1
algorithm d.c. time s
CPU 1.000 6.650 1.0
CPU, NN 0.000 0.724 9.2
CPU, TI 0.004 1.384 4.8
CPU, TI2 0.021 1.764 3.8
cuBLAS, r.m. 1.000 5.752 1.2
cuBLAS, c.m. 1.000 2.446 2.7
GPU (128,16,16) 1.000 0.877 7.6
GPU, NN 0.003 0.467 14.2
GPU, TI 0.005 0.594 11.2
GPU, TI2 0.022 0.632 10.6

d = 100, n = 105, k = 769.7
algorithm d.c. time s
CPU 1.000 5.888 1.0
CPU, NN 0.166 1.685 3.7
CPU, TI 0.014 0.272 21.7
CPU, TI2 0.047 0.605 9.7
cuBLAS, r.m. 1.000 1.219 4.8
cuBLAS, c.m. 1.000 0.855 6.9
GPU (32,8,4,32) 1.000 0.962 6.1
GPU, NN 0.195 0.568 10.5
GPU, TI 0.020 0.473 12.5
GPU, TI2 0.055 0.520 11.4

d = 500, n = 105, k = 618.5
algorithm d.c. time s
CPU 1.000 25.106 1.0
CPU, NN 0.885 22.811 1.1
CPU, TI 0.040 1.301 19.3
CPU, TI2 0.094 2.837 8.8
cuBLAS, r.m. 1.000 2.954 8.5
cuBLAS, c.m. 1.000 2.314 10.9
GPU (32,8,16,32) 1.000 2.376 10.6
GPU, NN 0.906 3.090 8.1
GPU, TI 0.060 0.836 30.2
GPU, TI2 0.114 0.941 26.7

d = 1000, n = 104, k = 407.9
algorithm d.c. time s
CPU 1.000 3.346 1.0
CPU, NN 1.000 3.362 1.0
CPU, TI 0.120 0.493 6.8
CPU, TI2 0.199 0.710 4.7
cuBLAS, r.m. 1.000 0.478 7.0
cuBLAS, c.m. 1.000 0.422 7.9
GPU (32,8,32,16) 1.000 0.395 8.5
GPU, NN 1.000 0.547 6.1
GPU, TI 0.174 0.590 5.7
GPU, TI2 0.249 0.484 6.9

d = 5000, n = 104, k = 348.3
algorithm d.c. time s
CPU 1.000 14.354 1.0
CPU, NN 1.000 14.404 1.0
CPU, TI 0.302 4.655 3.1
CPU, TI2 0.402 5.844 2.5
cuBLAS, r.m. 1.000 1.609 8.9
cuBLAS, c.m. 1.000 1.346 10.7
GPU (32,8,256,16) 1.000 1.333 10.8
GPU, NN 1.000 1.668 8.6
GPU, TI 0.434 1.990 7.2
GPU, TI2 0.516 1.489 9.6

FASTAPXBALL

d = 10, n = 106, k = 14.9
algorithm d.c. time s
CPU 1.000 0.137 1.0
CPU, NN 0.002 0.025 5.5
CPU, TI 0.222 0.063 2.2
CPU, TI2 0.344 0.105 1.3
cuBLAS, r.m. 1.000 0.126 1.1
cuBLAS, c.m. 1.000 0.059 2.3
GPU (128,16,16) 1.000 0.019 7.4
GPU, NN 0.150 0.026 5.1
GPU, TI 0.260 0.023 6.0
GPU, TI2 0.352 0.024 5.6

d = 100, n = 105, k = 56.2
algorithm d.c. time s
CPU 1.000 0.440 1.0
CPU, NN 0.361 0.227 2.0
CPU, TI 0.191 0.129 3.4
CPU, TI2 0.280 0.183 2.4
cuBLAS, r.m. 1.000 0.107 4.1
cuBLAS, c.m. 1.000 0.082 5.4
GPU (32,8,4,32) 1.000 0.080 5.5
GPU, NN 0.519 0.086 5.1
GPU, TI 0.270 0.065 6.8
GPU, TI2 0.342 0.069 6.4

d = 500, n = 105, k = 127
algorithm d.c. time s
CPU 1.000 5.237 1.0
CPU, NN 0.953 5.093 1.0
CPU, TI 0.187 1.167 4.5
CPU, TI2 0.274 1.674 3.1
cuBLAS, r.m. 1.000 0.703 7.5
cuBLAS, c.m. 1.000 0.576 9.1
GPU (32,8,16,32) 1.000 0.560 9.4
GPU, NN 0.968 0.749 7.0
GPU, TI 0.274 0.370 14.2
GPU, TI2 0.349 0.393 13.3

d = 1000, n = 104, k = 149.1
algorithm d.c. time s
CPU 1.000 1.348 1.0
CPU, NN 1.000 1.359 1.0
CPU, TI 0.277 0.489 2.8
CPU, TI2 0.369 0.599 2.3
cuBLAS, r.m. 1.000 0.307 4.4
cuBLAS, c.m. 1.000 0.288 4.7
GPU (32,8,32,16) 1.000 0.269 5.0
GPU, NN 1.000 0.328 4.1
GPU, TI 0.394 0.339 4.0
GPU, TI2 0.469 0.312 4.3

d = 5000, n = 104, k = 269.3
algorithm d.c. time s
CPU 1.000 11.690 1.0
CPU, NN 1.000 11.736 1.0
CPU, TI 0.364 4.843 2.4
CPU, TI2 0.462 5.780 2.0
cuBLAS, r.m. 1.000 1.853 6.3
cuBLAS, c.m. 1.000 1.647 7.1
GPU (32,8,256,16) 1.000 1.618 7.2
GPU, NN 1.000 1.873 6.2
GPU, TI 0.516 2.055 5.7
GPU, TI2 0.588 1.770 6.6

Table 1: Experimental results for uniformly distributed input. Timings are given in seconds.
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SIMPLEAPXBALL

model n k CPU cuBLAS GPU
Lucy 14.0M 15 0.595 0.256 0.061
Thai Statue 5.0M 584 8.215 2.969 0.929
Vase 4.6M 721 9.435 3.424 1.116
Asian Dragon 3.6M 730 7.416 2.727 0.885
Goblet 1.0M 830 2.354 1.047 0.386

FASTAPXBALL

model n k CPU cuBLAS GPU
Lucy 14.0M 5 0.198 0.120 0.020
Thai Statue 5.0M 8 0.113 0.060 0.013
Vase 4.6M 7 0.088 0.051 0.011
Asian Dragon 3.6M 6 0.061 0.037 0.007
Goblet 1.0M 10 0.028 0.017 0.005

Table 2: Experimental results for polygon meshes in 3D. The Lucy, Thai Statue, and Asian Dragon models are provided by the
Stanford Computer Graphics Laboratory. Timings are given in seconds.

reductions per row is minimized. Furthermore, it enables the
kernel-fusion optimization described in Section 2.1.

All the distance filtering techniques show successful re-
ductions in distance computations under certain circum-
stances, leading to quite impressive speedups. In d = 10,
Nielsen and Nock’s method is the most effective, but loses
its effectiveness rapidly as the dimension grows. Given the
uniform distribution of these point sets, this is an expected
result, as no clusters tend to be formed around the origin.
Furthermore, since it becomes increasingly improbable that
c∗ occurs in the vicinity of the origin in the higher dimen-
sions, it also becomes less likely that ci does. The triangle
inequality-based methods, on the other hand, show less prun-
ing power in d = 10, but give better results in higher dimen-
sions.

In the GPU case, it is clear that the overhead of the addi-
tional kernel invocations needed to realize the filtering pro-
cedure has a limiting effect on the achieved performance.
In fact, the introduction of distance filtering can be seen to
decrease performance in several cases, particularly in the
higher dimensions, where fewer distance computations are
skipped. In this regard, the CPU algorithms have the benefit
that testing the filtering condition and updating the cached
distances can be done in an integrated fashion during a sin-
gle traversal of the point set. Nevertheless, several successful
cases can be observed as well, indicating a potential of the
presented approach.

Noteworthy here is also that the sequential implementa-
tions possess an additional opportunity to skip more dis-
tance computations compared to the parallel implementa-
tions: during the sequential scan for the farthest point, the
lower bound on the largest distance is updated continuously

as new candidate farthest points are encountered. Thus, the
upper distance bounds are compared against a gradually in-
creasing lower bound, whereas in the parallel distance fil-
tering, the same lower bound is used throughout the whole
pass. The effects of this optimization can be seen in column
d.c. in Table 1 by comparing the figures of the CPU and GPU
versions that use the same filtering method.

4.2. Polygon meshes

To evaluate the presented techniques also in low dimensions,
and to include more realistic data sets in the experiments, we
executed the algorithms with a selection of 3-dimensional
polygon meshes as input. The results from this experiment
are shown in Table 2. Listed for each case are the number
of vertices n in the model, the total number of passes k,
and the run time in seconds of three of the evaluated im-
plementations. Included here are the non-filtering CPU ver-
sions, the GPU versions based on the column-major kernel
in cuBLAS, and the non-filtering GPU versions using the
kernel optimized for tall matrices. The parameters used for
the latter were ty = 512, blockDim.y = 64, and wy = 64 in
all runs.

The results from the GPU versions based on the tailor-
made distance computation kernel are encouraging, with
speedups in the range 5.8–9.8× on both algorithms. The
cuBLAS-based versions, on the other hand, give somewhat
disappointing speedups of at most 2.8× on SIMPLEAPX-
BALL and 1.9× on FASTAPXBALL. Again, this indicates a
lack of support for tall matrices in the cuBLAS GEMV ker-
nels.

Note that in the 3-dimensional case, less performance
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benefits can be expected from using the discussed distance
filtering techniques, in the GPU case as well as the CPU
case. As it takes only 8 arithmetic operations to compute
a squared distance, the relative savings from filtering such
a computation is limited. On the above input examples, dis-
tance filtering gave occasional performance improvements
of up to 2.1× in the CPU version of SIMPLEAPXBALL, and
minor slowdowns to modest speedups in the CPU version of
FASTAPXBALL.

5. Conclusions

Given the extensive applicability of minimum enclosing ball
algorithms in both low and high dimensions, we expect per-
formance studies and speed-up techniques, such as the ones
presented in this paper, to be beneficial in several research
communities. Clearly, the offloading of the repeated far-
thest point queries to massively parallel GPUs pays off with
speedups up to 11×. Also, the presented algorithmic tech-
niques for distance filtering give additional opportunities for
savings in execution time both in the sequential and the par-
allel implementations.

The proposed distance filtering approaches can be har-
nessed also in applications using other distance measures
than Euclidean distance, as long as the used distance func-
tion obeys the triangle inequality. Furthermore, despite that
only points sets were considered as input here, it is straight-
forward to generalize the presented techniques to deal also
with ball sets.

In the future, it would also be exciting to compare other
possible acceleration techniques with the strategies pre-
sented here, such as considering alternative ways of par-
allelization, different pruning methods [KL], usage of k-
farthest points queries in each algorithm pass, and hierar-
chical searching using multidimensional tree structures (see,
e.g., [CPZ97]). This also includes evaluating combinations
of the approaches, such as using pruning techniques to elim-
inate points permanently combined with distance filtering
on the remaining points, as well as more aggressive and di-
verse algorithm parallelization on heterogeneous computing
platforms with support for different compute targets (CPU,
GPU, and FPGA). Hopefully, such studies could provide a
basis for the design of even faster ball computation algo-
rithms.

Acknowledgements

Both authors are supported by a research grant from the
Swedish Foundation for Strategic Research (No. IIS11-
0060).

References
[BC03] BÂDOIU M., CLARKSON K. L.: Smaller core-sets for

balls. In Proceedings of the fourteenth annual ACM-SIAM sym-
posium on Discrete algorithms (2003), pp. 801–802. 1, 2

[BEKS01] BRAUNMULLER B., ESTER M., KRIEGEL H.-P.,
SANDER J.: Multiple similarity queries: a basic DBMS operation
for mining in metric databases. IEEE Transactions on Knowledge
and Data Engineering 13, 1 (Jan 2001), 79–95. 4

[BH12] BELL N., HOBEROCK J.: Thrust: A productivity-
oriented library for CUDA. In GPU Computing Gems Jade Edi-
tion, Hwu W.-m. W., (Ed.). Morgan Kaufmann Publishers Inc.,
2012, pp. 359–371. 2

[BK73] BURKHARD W. A., KELLER R. M.: Some approaches
to best-match file searching. Communications of the ACM 16, 4
(Apr. 1973), 230–236. 4

[BS98] BERMAN A., SHAPIRO L.: Selecting good keys for
triangle-inequality-based pruning algorithms. In IEEE Interna-
tional Workshop on Content-Based Access of Image and Video
Database (Jan 1998), pp. 12–19. 4

[CPZ97] CIACCIA P., PATELLA M., ZEZULA P.: M-tree: An ef-
ficient access method for similarity search in metric spaces. In
Proceedings of the 23rd International Conference on Very Large
Data Bases (1997), Morgan Kaufmann Publishers Inc., pp. 426–
435. 9

[DDG∗] DONGARRA J., DONG T., GATES M., HAIDAR A., TO-
MOV S., YAMAZAKI I.: MAGMA: a new generation of linear
algebra library for GPU and multicore architectures. 2

[DO12] DAVIDSON A., OWENS J.: Toward techniques for auto-
tuning GPU algorithms. In Applied Parallel and Scientific Com-
puting, vol. 7134 of Lecture Notes in Computer Science. Springer
Berlin Heidelberg, 2012, pp. 110–119. 6

[Gär99] GÄRTNER B.: Fast and robust smallest enclosing balls.
In Proceedings of the 7th Annual European Symposium on Algo-
rithms (1999), Springer-Verlag, pp. 325–338. 2

[HS03] HJALTASON G. R., SAMET H.: Index-driven similarity
search in metric spaces. ACM Transactions on Database Systems
28, 4 (Dec. 2003), 517–580. 4

[KL] KÄLLBERG L., LARSSON T.: Improved pruning of large
data sets for the minimum enclosing ball problem. Graphical
Models (to appear). 2, 9

[KMY03] KUMAR P., MITCHELL J. S. B., YILDIRIM E. A.:
Approximate minimum enclosing balls in high dimensions us-
ing core-sets. Journal of Experimental Algorithmics 8 (2003). 1,
2

[LK13] LARSSON T., KÄLLBERG L.: Fast and robust approxi-
mation of smallest enclosing balls in arbitrary dimensions. Com-
puter Graphics Forum 32, 5 (2013), 93–101. 1

[NN04] NIELSEN F., NOCK R.: Approximating smallest enclos-
ing balls. In Proceedings of International Conference on Compu-
tational Science and Its Applications (ICCSA) (2004), vol. 3045
of Lecture Notes in Computer Science, Springer. 5

[PS85] PREPARATA F. P., SHAMOS M. I.: Computational Ge-
ometry: An Introduction. Springer-Verlag New York, Inc., 1985.
1

[Sør12] SØRENSEN H. H. B.: High-performance matrix-vector
multiplication on the GPU. In Euro-Par 2011: Parallel Process-
ing Workshops, vol. 7155 of Lecture Notes in Computer Science.
Springer Berlin Heidelberg, 2012, pp. 377–386. 6

[TKK07] TSANG I. W., KOCSOR A., KWOK J. T.: Simpler core
vector machines with enclosing balls. In Proceedings of the 24th
International Conference on Machine Learning (2007), ACM,
pp. 911–918. 1

[Yıl08] YILDIRIM E. A.: Two algorithms for the minimum en-
closing ball problem. SIAM Journal on Optimization 19, 3 (Nov.
2008), 1368–1391. 1, 2

65



66



SIGRAD 2014
M. Obaid, D. Sjölie, E. Sintorn and M. Fjeld (Editors)

GPU-based ray-casting of non-rigid deformations: a

comparison between direct and indirect approaches

F. M. M. Marreiros1,2 and Ö. Smedby1,2,3

1Center for Medical Image Science and Visualization (CMIV), Linköping University, Sweden
2Department of Science and Technology (ITN) - Media and Information Technology (MIT) , Linköping University, Sweden

3Department of Radiology (IMH), Linköping University, Sweden

Abstract

For ray-casting of non-rigid deformations, the direct approach (as opposed to the traditional indirect approach)

does not require the computation of an intermediate volume to be used for the rendering step. The aim of this study

was to compare the two approaches in terms of performance (speed) and accuracy (image quality).

The direct and the indirect approach were carefully implemented to benefit of the massive GPU parallel power,

using CUDA. They were then tested with Computed Tomography (CT) datasets of varying sizes and with a synthetic

image, the Marschner-Lobb function.

The results show that the direct approach is dependent on the ray sampling steps, number of landmarks and image

resolution. The indirect approach is mainly affected by the number of landmarks, if the volume is large enough.

These results exclude extreme cases, i.e. if the sampling steps are much smaller than the voxel size and if the image

resolution is much higher than the ones used here. For a volume of size 512×512×512, using 100 landmarks

and image resolution of 1280×960, the direct method performs better if the ray sampling steps are approximately

above 1 voxel. Regarding accuracy, the direct method provides better results for multiple frequencies using the

Marschner-Lobb function.

The conclusion is that the indirect method is superior in terms of performance, if the sampling along the rays is

high, in comparison to the voxel grid, while the direct is superior otherwise. The accuracy analysis seems to point

out that the direct method is superior, in particular when the implicit function is used.

Categories and Subject Descriptors (according to ACM CCS): I.3.1 [Computer Graphics]: Hardware Architecture;
I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling ; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism ;

1. Introduction

Since the introduction of the Graphics Processing Units
(GPUs) with programming functionalities, we have seen an
explosion of algorithms being ported to these devices. The
NVIDIA’s Compute Unified Device Architecture (CUDA)
enables the usage of these devices. The necessary software
programming interface to access the hardware is available in
”C for CUDA” [Cud10] (C with NVIDIA extensions and cer-
tain restrictions), but many language bindings are also avail-
able.

One algorithm that largely benefited from programmable
GPU architectures is volume ray-casting. Volume ray-

casting is a well known Direct Volume Rendering (DVR)
technique used mainly to render regular grid volume data,
but it also can be used to render implicit surfaces [Sig06].
Examples of such data are medical image modalities like
Computed Tomography (CT) and Magnetic Resonance
Imaging (MRI). Ray-casting operates by casting one ray
per pixel, and each ray is computationally independent, thus
benefiting greatly from highly parallel programmable GPU
architectures, e.g. shaders or CUDA. In this paper, we will
use mainly isosurface ray-casting, a special case of volume
ray-casting also known as first-hit ray-casting, with regular
grid and implicit surface data. The same conclusions can be
generalized for other DVR types.
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Ray-casting is mostly used to generate images of static
objects; if the volume is deformed over time, the traditional
approach (indirect) is to compute an entire new volume for
each time step and render it. The intensities at the corre-
sponding positions in the original volume have to be cal-
culated for each voxel. In the literature there are several
voxel-based non-rigid deformation methods, which can also
be used for specific tasks like volume morphing or volume
registration. In this paper we focus on the Radial Basis Func-
tions (RBF) method, one of the most widely used non-rigid
deformation methods in the medical field that also has fast
GPU implementations.

We compare the direct and indirect methods exploiting in
both approaches the benefits of the GPU hardware architec-
ture. The comparisons are provided in terms of performance
and accuracy.

The motivation is to study if it is possible to enable de-
formation interaction with a frame rate that allows visual
feedback (at least 1 frame-per-second). There are two main
application scenarios considered: first tracking of points in
real-time to guide the deformation; second for artistic pur-
poses where the artist/animator is controlling the position
of the points to guide the deformation. In both cases visual
feedback is critical, thus a proper frame rate is essential.

2. Related work

2.1. GPU-based ray-casting

Several GPU-based ray-casting techniques have been pro-
posed in the literature. An overview of the major develop-
ments in this area, including acceleration techniques like
early-ray termination or empty space skipping, can be found
in [HLSR09]. From a historical perspective, some of the ini-
tial implementations of GPU-based ray-casting with acceler-
ation techniques are from Krüger and Westermann [KW03]
and Röttger et al. [RGW∗03]. Both implementations use
shaders and early-ray termination, but their empty space
skipping implementations are different. Krüger and West-
ermann [KW03] use an octree for empty-space skipping.
Röttger et al. [RGW∗03] calculate the ray’s intersections
with the volume bounding box and use them as the starting
and end points of the rays. Li et al. [LMK03] compared sev-
eral empty space skipping and occlusion clipping techniques
for texture-based volume rendering.

More recently, a combination of CUDA and OpenGL
can be used to compute the images (CUDA side) and pass
them directly to be rendered (OpenGL), bypassing the tradi-
tional rendering pipeline. This uses the OpenGL Pixel Buffer
Object (PBO) to store the texture ensuring that the gener-
ated images reside in the GPU as described in the chapter
OpenGL Interoperability of the CUDA Programming Guide
and the example code [Cud10]. There are already advanced
CUDA ray-casting implementations [MRH10]. To be no-
ticed, in the CUDA SDK a simple ray-casting example can

also be found. Although CUDA was used here the imple-
mentation could also be made using OpenCL or shaders,
with similar results expected.

2.2. Non-rigid deformations

A considerable number of non-rigid deformations methods
have been proposed. A good survey of physically based de-
formable models can be found in [NMK∗05]. Most of these
approaches are dependent on a mesh representation, but a
subset of mesh-free methods exist. Besides the physically
based methods, many others exist that in general try to opti-
mize the transformation minimizing some constrains. In this
work we will use a non physically based mesh-free method.

A distinguishing factor between them is the data they
use to drive the deformation. They can thus be divided into
point-based, surface-based, intensity-based, etc. In this pa-
per, we will focus on the point-based approach, in particular
the Radial Basis Function (RBF) method, and one specific
RBF: the Thin Plate Spline (TPS). A comparison of some
of these methods can be found in Fang et al. [FSRR00] who
also describe an implementation that does not require the in-
termediate volume. Further methods that also do not require
the intermediate volume and are tied to the rendering stage,
include ray deflectors [KY97], free-form [CHM03], free-
form and texture mapping [WRS01], spatial transfer func-
tions [CSW∗03], constrained illustrative [CSC10], and 3D
chainmail algorithms [Gib97]. From the last set of methods
the ones that can use homologous points to control the de-
formation in the same way as with the TPS are the free-form
methods [WRS01], [CHM03]. These share many similarities
with our work. In [WRS01] no intermediate volume is cal-
culated but instead a shape model and an appearance model
are used. The shape model is a tessellation of the surface
enclosing the object and the appearance a 3D texture of the
volume. The second free-form method [CHM03] computes
a deformed ray in the original object space and approximates
the ray path by polylines.

Recent, RBFs have been implemented in the GPU, for
warping and non-linear registration. Levin et al. [LDS04],
Rowland [Row07] and Lapeer et al. [LSR10] all use shaders
or a shader/CPU combination for comparisons. One should
notice that these implementations could be tuned to trade
speed for accuracy, a feature essential in some application
scenarios. All these approaches require the computation of
a new volume (indirect), which can possibly be rendered in
a subsequent step. The voxel positions in the new volume
(Target) have to be evaluated, and the intensity of the corre-
sponding position in the original volume (Source) fetched
and assigned to the new voxel. This process is known as
backward mapping.

We also implement the indirect method for comparison
purposes using CUDA. For the direct approach, we evalu-
ate and perform backward mapping at the ray-casting sam-
pling positions. This has the drawback of being useful only
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for rendering purposes, but if rendering is the primary goal,
then our approach may prove valuable. In addition, we can
control image quality and frame rate using the traditional
ray-casting parameters.

3. Materials and Methods

3.1. RBF

RBFs are well known for their smooth interpolation proper-
ties. They are able to smoothly interpolate point positions in
3D to generate a surface, as seen, e.g., in [CBC∗01]. We use
the RBF as a smooth mapping function, to determine cor-
responding positions in two 3D volume spaces. Each space
has a set of points, also referenced in the literature as land-
marks or centers, necessary to drive the mathematics of the
method. Both spaces need to have the same number of land-
marks and each landmark in one space (Template or Source)
has a corresponding homologous landmark (e.g. the same
anatomical location) in the mapped space (Target). An ini-
tial use of RBFs, in particular the thin-plate spline (TPS)
for modeling of biological shape change, was proposed by
Bookstein [Boo89]. Bookstein formulated the TPS algebra
in 2D; later extensions by Lapeer and Prager [LP00] enabled
the use in 3D. We can also find in [LP00] the concepts of for-
ward and backward transformation.

In algebraic terms, the backward mapping can be de-
scribed by the following equation:

(xs,ys,zs) = f (xt ,yt ,zt) (1)

where: (xt ,yt ,zt) are target point coordinates in Cartesian
space;

(xs,ys,zs) are source point coordinates in Cartesian space;

f (x,y,z) is a function mapping points in the target space
to the source space. This function needs to be decomposed,
solved and evaluated separately per coordinate, in the 3D
case:

f (xt ,yt ,zt) = [ f ′X (xt ,yt ,zt), f
′

Y (xt ,yt ,zt), f
′

Z(xt ,yt ,zt)] (2)

where: f ′X (xt ,yt ,zt) = xs; f ′Y (xt ,yt ,zt) = ys; f ′Z(xt ,yt ,zt) = zs.

Per coordinate the function f ′ has the following equation:

f
′

∗(x,y,z)= a1∗+a2∗x+a3∗y+a4∗z+
n

∑
i=1

λi∗φ(|Pi−(x,y,z)|)

(3)
where:

∗ is an index for the individual coordinates, it should be
replaced by X , Y or Z;

a1∗,a2∗,a3∗,a4∗ are the coefficients of an affine transfor-
mation;

n the number of landmarks;

λi∗ are the weights;

Pi a landmark point - in backward mapping the target
landmarks, in forward mapping the source landmarks;

φ the radial basis function.

The TPS function in 3D is given by the following equa-
tion.

φ(r) = r (4)

Using the landmark values in equation (2), we obtain a lin-
ear system of equations that can be directly solved by LU
decomposition. In this way, the unknown affine coefficients
and weights can be obtained for each coordinate ( [Boo89],
[LP00]). To solve the linear system of equations we used
a C++ linear algebra library named Armadillo [San10] in
CPU, as the time needed to solve the system is very short.
The greatest amount of time is spent in the evaluation of the
new point positions performed in GPU.

Knowing the coefficients of the affine transformation and
the weights, we can evaluate the point coordinates directly
using equation (2). The purpose of this mapping is to obtain
the corresponding image intensity values of the target points.
Using the indirect method, we want to know the intensity
values of the voxels positioned on a regular grid (target vol-
ume image). Since the target voxel positions are known, we
can use the mapping function to obtain the corresponding
position in the source volume (equation (2)).

I(xti ,yt j ,ztk ) = I(x
′

s,y
′

s,z
′

s); i = 1...nx, j = 1...ny,k = 1...nz

(x
′

s,y
′

s,z
′

s) = f (xti ,yt j ,ztk ) (5)

where: nx,ny,nz are the dimensions of each volume coor-
dinate.

The mapped point in the source image may lie between
voxel positions; if this is the case, then trilinear interpola-
tion is required to obtain the intensity value. The trilinear
interpolation is performed by the GPU in hardware, consid-
erably reducing computation time. Still, evaluating all voxels
in the volume requires considerable computational power,
since the RBF depends on the number of landmarks.

3.2. Ray-casting of non-rigid deformations

The traditional (indirect) way of using ray-casting and non-
rigid deformations is to first calculate an entire new volume
by backward mapping all the voxels and then render it. Our
direct approach is different: we evaluate (backward mapping
and check the intensity in source image) at the sampling
points locations along the ray. The evaluation of the gra-
dients, used for illumination, is also calculated in this way.
In our case, a 3D Sobel filter is used to estimate the gradi-
ent. This filter requires 26 neighbor points, which are back-
ward mapped to obtain the appropriate intensity value in the
source image. The indirect method also uses the Sobel filter,
but in the intermediate volume space. Furthermore early-ray
termination is used to stop the ray when the maximum opac-
ity level is reached and adaptive sampling to increase the pre-
cision of the isosurface position by increasing the sampling
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rate by eight times in positions where the intensity values
approximate the isosurface threshold.

3.3. Volume bounding boxes

The position and size of the target bounding box is defined
by the user. This is done to allow the user to select the ap-
propriate dimensions. In cases where the source and target
bounding boxes have the same size, an expansion of the tar-
get volume would possibly clip it. If this is the case, the
user manually increases the size of the bounding box and
the problem is solved.

The bounding boxes serve also to determine where the
rays initiate and possibly terminate, if the surface was not hit.
This is performed by computing where the ray intercepts the
faces of the bounding boxes to determine the points closer
and further from the center of projection.

3.4. Accelerating the RBF evaluation

As mentioned earlier, with the direct approach the RBF is
evaluated at the points along the sampling ray and with the
indirect method at the point locations of the voxels in the in-
termediate volume. The evaluation requires the computation
of a sum that depends on the number of landmarks. In order
for these operations to be performed as fast as possible, we
make use of CUDA texture memory. We then need to store in
texture memory the coefficients of the affine part, the target
landmarks and the weights. Note that these variables are re-
quired for each ray/voxel, because they all are needed for the
deformation computation of each sample point. This CUDA
memory usage greatly improves performance since texture
memory is cacheable; the alternative would be to get these
variables from global memory every time we need to use
them. This would introduce a great penalty due to memory
latency and bandwidth.

4. Results

To compare consistently the indirect and direct methods in
terms of performance, independently of the volume data we
have used empty volumes with source and target landmarks
with the same values (no deformation) and three volume
sizes:

• 512×512×512
• 512×512×256
• 512×512×128

with isotropic voxels of 0.5 mm per coordinate. The perfor-
mance tests were dependent on:

• ray sampling step
• number of landmarks
• image resolution (number of rays)
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Figure 1: Performance test: variation of ray sampling steps.
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Figure 4: Examples of a TPS non-rigid deformation, using a CT of a head and partially chest (512×512×512) dataset. The

images on the left and right are deformed and the center one is not deformed.

Care was taken to place the volumes projections (by con-
trolling the camera position) fully within the image space.
The graphics card used was an NVIDIA Geforce GTX 680
with 1536 CUDA cores, 2GB of dedicated video memory
and CUDA architecture 2.0. Figures 1, 2, 3 present the re-
sults found for the several tests. To analyze the performance
we look at the frame rate in frames per second (FPS). Fig-
ure 1 shows that the direct method is linearly dependent on
the ray sampling steps: the frame rate varies linearly for all
datasets, but with different slopes. For the indirect method,
there are no significant differences if the volume is large
enough. These results exclude extreme cases, i.e. if the sam-
pling steps are much smaller than the voxel size. In these
cases it is expected that the time to compute the deformation
is neglectable in comparison to the ray traversal producing
very low framerates. Figure 2 shows that both methods are
dependent on the number of landmarks: the frame rate de-
cays exponentially with the increase of landmarks. Finally,
in Figure 3 we can see that the frame rate using the di-
rect method is exponentially decaying, while for the indi-
rect method, if the volume is large enough, the frame rate is
constant. Extreme cases where the image resolution is much
higher than the ones used here are not considered. The same
consideration as in the ray sampling steps apply here.

For the direct method, we perform an extra test. The per-
formance with and without early-ray termination was com-
pared, using a CT dataset of the head and part of the chest
(512×512×512), presented in Figure 4, where the central
image corresponds to the volume without deformation and
the remaining with a deformation applied. The results are
presented in Figure 5.

In Figure 5 we can see that the increase in performance
with early termination is small. In fact, it may even take more
time to produce the rendering with the early-ray termination
than to traverse the entire empty volume. This is due to adap-
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Figure 5: Performance test: early-ray termination versus an

empty volume of the same size, using the direct method and

multiple ray sampling steps. The image resolution used was

1280×960 and the number of landmarks 100.

tive sampling: the sampling rate increases in regions with
values near the isosurface threshold, but if the ray does not
hit the surface, then the performance penalty is high.

Besides the performance tests we also tested image qual-
ity. A synthetic volume was created using the Marschner-
Lobb function [ML94], with a resolution of 512×512×256.
To generate the ground truth approximation, we used the di-
rect method and in the source space tested the voxel values
with the analytical function with a translation of 1.25 voxel
in each coordinate, rendering the values larger or equal to
0.5. To compute the gradient, we used also the Sobel filter,
but again testing the values with the analytical function. The
offsets of the sampling positions were in all three coordi-
nates 0.5 voxel, and the ray sampling steps 0.05 voxel. The
comparison was made using two frequencies: fM = 10 and
fM = 20 and α = 0.25. The two rendering approaches had
as input an implicit function (Marschner-Lobb) or a sam-
pled volume regular grid. The values of the voxels of the
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Table 1: PSNR of the direct and indirect method (with im-

plicit or volume regular grid as input) for the Marschner-

Lobb functions with frequencies ( fM = 10, fM = 20) and

α = 0.25.

PSNR direct implicit indirect implicit
fM = 10 +57.4130 dB +25.3260 dB
fM = 20 +57.1295 dB +23.5643 dB

direct regular grid indirect regular grid
fM = 10 +32.8225 dB +25.5789 dB
fM = 20 +24.5623 dB +23.3019 dB

Table 2: SSIM of the direct and indirect method (with im-

plicit or volume regular grid as input) for the Marschner-

Lobb functions with frequencies ( fM = 10, fM = 20) and

α = 0.25.

SSIM direct implicit indirect implicit
fM = 10 0.998835 0.834781
fM = 20 0.998947 0.682028

direct regular grid indirect regular grid
fM = 10 0.957126 0.847693
fM = 20 0.718059 0.663997

regular grid were obtained using the analytical function. The
translation applied to the ground truth was necessary in or-
der to test the impact of the TPS transformation (the source
landmarks and target landmarks have different positions). To
produce equivalent results, the target landmarks need also to
be translated 1.25 voxel in each coordinate. The results are
presented in Figure 6.

To compare the images, we use the image quality metrics
peak signal-to-noise ratio (PSNR) and the structural simi-
larity measure (SSIM) [WBSS04]. SSIM takes into account
human eye perception. Table 1 and 2 present the results
obtained. The images used for these tests were cropped ver-
sions (boundaries were cropped) of the images in Figure 6.

5. Discussion

The major contribution of this paper is the comparison of
direct and indirect TPS non-rigid deformations and mak-
ing use of the graphics hardware (CUDA). Regarding direct
methods, [FSRR00], [WRS01] and [CHM03] also have im-
plementations that not require the intermediate volume and
can use points to control the deformation. Although these
seem conceptually similar the main differences are that they
use intermediate data structures for acceleration purposes in-
stead we rely on brute force GPU acceleration. Also, we ex-
pect a better deformed image quality due to the fact that the
intermediate data structures are used for approximation pur-
poses and can trade image quality for speed. The most sim-
ilar method to ours is the free-form method [CHM03], but a

key difference is that the free-form method deforms the rays
in the original volume space and then traverse them. In our
approach the rays are straight and traversed in the deformed
volume space; the sampling positions are backward mapped
to obtain the intensity values in the original volume space.

Comparing the two methods in terms of performance and
accuracy (image quality), we note that the indirect method
is less sensitive to changes in the ray-sampling steps and to
image resolution, while both seem to be similarly affected
by the number of landmarks. For larger volumes and greater
sampling steps, the performance of the indirect method is
worse than the direct method. There are also other draw-
backs of the indirect method, for instance the inability to
trade image quality for frame rate, because the main param-
eter used for this purpose is the ray sampling steps and for
large volumes the indirect method presents almost no change
(constant). In contrast, the direct method is very sensitive
to the ray-sampling steps, thus allowing easy control of the
frame rate. Furthermore, the indirect method requires that
two volumes are loaded simultaneously to texture memory,
which for larger volumes can present a severe limitation.

In this work, we did not explore faster deformation tech-
niques, as we are interested in preserving image quality
and keeping the method as general as possible. Using RBFs
fast alternatives exist, that trade image quality for speed, as
pointed out in the non-rigid deformations section [Row07],
[LSR10]. We could also use the locally bounded Hardy
method like in [FSRR00], and RBF with compact support
[FRS01]. The choice of the method to be used should de-
pend on the data and the purpose. Our implementation can
easily be changed to use some of these methods, if needed.

The second set of tests performed in our study related to
the accuracy of both methods. In Figure 6 we can see that
differences exist in both methods, although, in some cases,
they are rather hard to perceive with the naked eye. Using
the image quality metrics PSNR and SSIM (the higher the
better), the direct method gives superior results, in particular
when the implicit function is used. The worse results of the
indirect method can be explained by the double trilinear in-
terpolation: first at the evaluation of each voxel value (back-
ward mapping - generation of intermediate volume) and sec-
ond in the reconstruction (at each sampling position). It also
depends on the resolution with which the intermediate vol-
ume is sampled. Also to observe, the direct implicit method
is less sensitive to frequency, because no volume grid sam-
pling is performed to obtain the voxel intensities. In this
case, the sources of errors reside in the sampling positions
along the ray and in numerical rounding errors in the TPS
calculation. However, as can be seen, these are rather small
errors.

6. Conclusion

A comparison of direct and indirect ray-casting TPS non-
rigid deformations was performed. Both methods were im-
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Figure 6: Marschner-Lobb function comparison, ground truth (top row), direct method with implicit function (second row),

direct method with regular grid (third row), indirect method with implicit function (fourth row), indirect method with regular

grid (fifth row). The ground truth approximation was generated using the direct method and evaluated in source space with

the analytical function with a 1.25 voxel translation, threshold 0.5 and using a Sobel filter for the gradient with offsets of the

sampling positions in all tree coordinates 0.5 voxel. The ray sampling steps 0.05 voxel. Two frequencies were used: fM = 10
(Left) and fM = 20 (Right) and α = 0.25.
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plemented in the GPU using the NVIDIA CUDA archi-
tecture for acceleration purposes. The comparisons of both
methods were made in terms of performance and accuracy.
Regarding performance, the indirect method is superior if
the sampling along the rays is high, in comparison to the
voxel grid, while the direct is superior otherwise. The ac-
curacy analysis seems to point out that the direct method is
superior, in particular when the implicit function is used.
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Abstract

A new mirror stereoscopic display for Direct Volume Rendering (DVR) is presented. The stereoscopic display
system is composed of one monitor and one acrylic first surface mirror. The mirror reflects one image for one of
the eyes. The geometrical transformations to compute correctly the stereo pair is presented and is the core of this
paper. System considerations such as mirror placement and implications are also discussed.
In contrast to other similar solutions, we do not use two monitors, but just one. Consequently one of the images
needs to be skewed. Advantages of the system include absence of ghosting and of flickering.
We also developed the rendering engine for DVR of volumetric datasets mostly for medical imaging visualization.
The skewing process in this case is integrated into the ray casting of DVR. Using geometrical transformations, we
can compute precisely the directions of the rays, producing accurate stereo pairs.

Categories and Subject Descriptors (according to ACM CCS): I.3.1 [Computer Graphics]: Hardware Architecture—
Three-dimensional displays

1. Introduction

Stereopsis or binocular disparity is one of the most important
binocular depth cues for close range visualization (personal
space or action space) [CV95]. Using two images (one for
each eye) at slightly different angles, it is possible to trian-
gulate the distance to an object. To do so, our brain has to
find corresponding points in both images (stereo matching)
and then triangulate. In some cases, regions might be oc-
cluded in one view; for these regions other depth cues come
into play.

We have developed a stereoscopic system that is, in prin-
ciple, similar to other stereoscopic systems, i.e., we need to
generate the stereo pair and display each image to the cor-
rect eye. The difference between stereoscopic technologies
lies in how the images are presented to the viewer.

Here we will only consider systems with relatively
large screens like typical monitors. Thus we exclude head-
mounted displays and similar systems that make use of small
displays.

The most common active stereo display technique is shut-
ter glasses, where the display is synchronized with the open-
ing and closing of the shutters of the glasses, so that the

viewer views just one image at a time [Nvi12], [Bar03]. The
drawback is the synchronization process that might not work
perfectly, producing ghost artefacts (crosstalk), and the risk
of prolonged usage triggering epileptic seizures due to flick-
ering. Other passive systems include:

• anaglyphs, that use glasses with colour filters to filter the
images, limiting the usage of colour. Ghosting can occur
as the colour filters are not perfect;

• polarized, where special screens are used to display im-
ages with different light polarizations and special glasses
are required. They suffer from ghosting due to light polar-
ization crosstalk;

• wavelength multiplex imaging [JF03], where light is sep-
arated into three spectral ranges and special glasses are
used with filters for specific spectral ranges. It also suf-
fers from ghosting due to spectral range overlapping.

There are also autostereoscopic displays from several
brands in the market. Two examples of this are paral-
lax barrier and lenticular autostereoscopic displays [Ber96],
[Ive02]. In fact, the principles of this technology are rather
old, but were made available by the new LCD screen tech-
nology. For a more complete survey of stereo display sys-
tems, see [Hol05], [KH07].
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Figure 2: Photographs of the stereo system prototype. On the left are included annotations of the system components and the
eyes positions.

the right eye. In practice, we have two viewing windows oc-
cupying two portions of the display (Fig. 2). The right win-
dow needs to have a larger length, due to the image skewing
caused by the angle of the mirror. The reflection of the right
viewing window produces a reflected window. To calculate
it, the four vertices of the right window are reflected to ob-
tain their 3D location. To do so, we use a reflection matrix
introduced by Bimber et al. [BES00], [BFSE01]. If the mir-
ror’s plane is: f (x,y,z) = ax+by+cz+d = 0. The reflected
points can be calculated by multiplying the reflection matrix
with the original point: ~p′ = M ·~p.

M =









1−2a2 −2ab −2ac −2ad

−2ab 1−2b2 −2bc −2bd

−2ac −2bc 1−2c2 −2cd
0 0 0 1









(1)

Using the reflected right viewing window, we avoid calculat-
ing reflected rays (the equivalent straight rays are used) and
construct two different scenes with the same virtual objects.

Once we know the position of both viewing windows (left
and reflected right) and the eye positions, we can place ob-

jects in the scene and correctly render them. For the render-
ing, we use a ray-casting algorithm that casts rays from the
eye position passing by the center of each individual pixel
into the scene we want to render.

Before performing the rendering, the stereo region must
be checked. For optimal results, the virtual objects should
be confined to the stereo region. This region is defined by
the intersection of the left and right view frustums (Fig. 3).

Regarding the viewing transformation, there is only one
last transformation to perform: a horizontal image flip due
to the mirror reflection. This inversion can be seen in Fig. 1
by looking at e.g. the leftmost ray that is not reflected which
corresponds to the rightmost ray reflected.

3. System stereo pair rendering

This system was designed to render Direct Volume Ren-
dering (DVR) [Lev88], [DCH88] stereo pairs. To generate
DVR images, there are several possible algorithms. As men-
tioned previously, a DVR ray-casting algorithm was chosen
because it follows precisely the geometry designed for our
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flected right windows are minimized for larger mirrors. For
these reasons we recommend the use of mirrors with at least
the same horizontal size as the display. In practice, the user
will have to balance the system parameters in order for the
stereo area to enclose all the virtual objects. With the script
we have developed, the user can test different mirror and
display configurations to select the best option. The angles
between left and reflected right windows might have an im-
pact on other depth cues such as convergence and accom-
modation. To minimize this problem, configurations with
lower angles should be used. These depth cues have a rather
low strength in comparison to binocular disparity [CV95]. In
fact, just by using smaller display sizes with the same mirror
to change the angles we can still have a very strong depth
sensation with large angles.

A limitation of our system is that it is only developed for
DVR. If rectangular stereo images are available, they can-
not be directly used because one of the images needs to
be skewed (Fig. 2). For our main purpose, visualization of
stereo medical volumes, our system fulfils most of the rele-
vant criteria and can compete with traditional systems.

In the medical area, some evaluations of stereoscopic sys-
tems were performed. Some even go back as far as 1990
[OO90], and a more recent performed by radiologists com-
paring different 3D systems can be found in [TSO∗12].
Several works in the visualization literature suggest that
by using stereopsis, we increase greatly the understanding
of depth [HWSB99], [HHM98], in particular for medical
datasets [KSTE06]. It should, however, be pointed out that
the usage of stereopsis is very task-dependent [WT05].

If collaboration is required two scenarios are possible, the
first is to duplicate the system and render the same stereo
pairs (simply by duplicating the screens) and second by al-
lowing one user at a time to view the scene. The last scenario
is similar to microscope visualization, traditionally found in
biology, where different users view at a time an image us-
ing a microscope. An alternative scenario is also possible,
where one user views the stereoscopic view and the remaing
a monoscopic view.

Stereoscopic display systems play an important role in the
study of depth perception. In such perception studies it is im-
portant to reduce visual fatigue due to flickering effects and
produce sharp stereo pairs (with no significant color changes
and no ghosting). By eliminating these artifacts, possible
confounding factors are discarded. To solve this problem,
we selected one system that does not suffer from these arti-
facts (dual monitor system) and simplified it. By doing so the
costs of the system are reduced and a smaller physical space
is required in the room. Also in the dual-monitor systems
the user has to place his eyes at a certain angle, although it
is possible to compute this angle in practice it is rather hard
to place the user in the right position. In our system the user
looks straight at the display avoiding this problem.

This system has been used to study depth perception of

enclosed objects [MS13]. In this case, it is important that
the objects in the scene are perceived in their correct spa-
tial position. The results of our previous study demonstrate
that with appropriate DVR rendering methods, the users are
rather accurate in this task, enabling the system to be used
for medical purposes, e.g. to view the location of a tumour
inside the brain. Small errors in eye position (due to head
movements or different interpupillary distance between sub-
jects), mirror or display positions might occur, but within a
small range, the visual system is rather good to compensate
for them. In fact, by simply changing the angle of the mirror
we can still have a strong stereo sensation with large incor-
rect angles, but this will affect the correct spatial position of
the objects and will make it more difficult to perceive stereo
until the effect completely breaks down. The results of this
previous study were consistent across participants with high
scores of accuracy in perceiving objects spatial position; thus
the system is well designed for depth peception even in the
presence of small eye position errors. If this would not be the
case, our previous study would not have produced consistent
results.

The previously reported single monitor system:
http://stereo.jpn.org/eng/stphmkr/mirror/mirrorview.htm
was not designed for DVR and only provides an approxima-
tion of the correct geometry; thus it cannot be used in cases
where the spatial position of objects is critical.

We use our stereo system mainly with wide screen mon-
itors, but smaller screens like popular pad systems can be
considered. Here, the limitation is the human focal length,
approximately 20−24 mm [Gra68], [Sac04].

We have designed the stereoscopic system mainly for
stereoscopic visualization of DVR images, but it is possi-
ble to make it general purpose if we consider rendering of
polygons using off-axis projection that requires a non sym-
metric camera frustum, by OpenGL in a similar fashion as
presented in [Bou99], [MM05].

In Fig. 2 we present the real prototype of the stereo sys-
tem. In the display we can see the stereo pair in this case of a
segmented brain from a MRI image of the head with a plane
of dots in the back. We would also like to mention that the
system is easy to assemble and that the additional cost is low
(mainly the price of the mirror).

Prolonged usage of the system is problematic due to the
fact that the head position is fixed. To reduce this problem,
a base to place the chin was constructed, but this is by no
means a recommendable ergonomic position. For this rea-
son, the system should be only used for a short period of
time.

7. Conclusion

We have presented a new stereoscopic system for visualiza-
tion of DVR images. The main difference in comparison to
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the most similar system [Boh] is the use of only one moni-
tor. We also developed the rendering engine for DVR of vol-
umetric datasets mostly for medical imaging visualization.
In spite of certain geometrical constraints, the system may
prove useful for medical imaging applications.
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Abstract
In this paper a novel approach for physics simulation prediction is proposed with applications in graphics ren-
dering and multimedia. A prediction mechanism is introduced based on regression that aims to reduce the com-
putational cost of simulations in a given scene by negating the need to perform physics calculations every frame.
Novel features based on the energy of a scene over time are suggested for the training stage. Experiments were
performed to evaluate the performance of the proposed prediction system, indicating that in cases where precision
is not essential, regression tools can be utilized providing visually similar kinematics.
Physics, Performance, Correlation and regression analysis, Graphics rendering

Categories and Subject Descriptors (according to ACM CCS): - [Real-time rendering]: Visual Analytics—-

1. Introduction

Development of physics engines in computer games has
had major advances in recent years. Also, the increased use
of physics engines in other industries such as robotics and
engineering, medicine, and mathematics [LLS09, HQZ12,
SLM06] has led to the development of faster and more pre-
cise engines. In tandem the increase in computer perfor-
mance has allowed and facilitated the development of such
engines. Physics engines tend to focus on two main areas
when it comes to simulating the physical world. The first
is concerned with high precision, and aims to replicate the
physical world as accurately as possible. The second is fo-
cused on the speed in which it can calculate these physi-
cal representations. An evaluation of free publicly available
physics engines has been done [BB07], which highlighted
that of the engines tested none were better at all experiments
conducted and nearly all were better in one test than another.

Due to increasing physical complexity of scenes and the
need for real-time rendering in combination with limitations
of computer hardware it is important to find a balance be-
tween accurate representation and calculation time based on
a set of parameters, such as distance and type of simulation.

In this paper we will demonstrate a novel dynamic ap-
proach in which the computation required to mimic physi-
cal aspects of a 3D environment can be reduced through the
use of prediction techniques based on machine learning and

Support Vector Regression. The proposed framework could
learn the physic simulations during a game and dynamically
switch to a prediction mode for a certain amount of time to
reduce the overall complexity and computational workload.
An analysis of the area will be followed by an overview of
previous work. An outline of the basic concepts related to
physics simulations and then the proposed methodology and
results will be presented, leading to the final conclusions of
this work.

2. Previous Work

Physics simulation plays an important role in many fields
such as graphics rendering, multimedia, engineering, sci-
ence, and education, allowing us to understand the laws
of motion, matter, space and time. The ability to simulate
physical behavior is critical in order to understand the com-
plex physical world. This aids in improving design and re-
alism in various industries such as multimedia and game
applications, special effects and real-time rendering. Exam-
ples of industries that utilise visual simulation techniques
where speed is a consideration include game production, and
real time simulation environments such as flight simulators.
In [Gou06] the fundamentals and basic methodologies for
physics simulation can be found. A dynamic simulation ap-
proach for rigid bodies was proposed by Baraff in [Bar93]
and in [Ega03] implementation techniques for real time rigid
body simulation were suggested. Physics modeling for com-
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puter games development and other multimedia applications
was also analysed in [BM11, DMI11, SM12, RSH∗13].

2.1. Regression and Support Vector Machines

Regression is the statistical process of analysing data sets to
discover a relationship amongst its variables. Often used in
the areas of forecasting and data analysis [WHP10], it pro-
vides us the ability to define and explore relationships be-
tween dependent and independent variables. Support Vector
machines, originally designed as a classification algorithm,
and the later devised Support Vector Machines for regression
allows the presentation of a solution based on a small subset
of training data.

3. Proposed Methodology for Physics Simulation
Prediction

In this section, the problem of predicting physics mechan-
ics in a given scene is re-formulated as a regression prob-
lem. Considering the advantages of Support Vector Regres-
sion (SVR), it was adopted as a regression tool in this work.
Regression tries to estimate the relationship between a de-
pendent variable (location or acceleration) and independent
variables (a selected initial energy or force under a selected
direction). This analysis allows the prediction of the physics
dynamics in near future given the initial conditions for a
short amount of time.

3.1. Regression problem formulation

SVR as a regression method was chosen for the proposed ap-
proach, because it features good generalization performance
[SL06] that is essential for regression applications in combi-
nation with a polynomial kernel. SVR does not have a local
minimum problem compared to other regression techniques
such as neural networks. Additionally, SVR is not limited to
the input space by using a linear kernel, but instead is op-
erated in a arbitrary large feature space, since it is a kernel-
based regression technique.

Let us assume that the training data is given as
{(x1,y1), . . . ,(xk,yk)} ⊂ X×, where k is the number of sam-
ples and X denotes the space of the input patterns (e.g.
X = Rd), which might be a vector indicating the direction
and magnitude of an applied force or equivalently an ob-
tained acceleration and position). In the case of linear func-
tions the regression equation f (x) is defined as:

f (x) =< w,x >+b (1)

where w ∈ X ,b ∈ R, and < ·, · > denotes the dot product
in X . The goal is to estimate a function f (x) that satisfies
the error from the difference between observed target yi and
the predicted value f (xi), with i = 1 . . .k, is disregarded as
long as it is less than e. While at the same time it is as flat
as possible by minimizing the norm ‖w‖2 < w,w >. Also,

in order to avoid non feasible convex optimization problems
some error is allowed analogously to the ’soft margin’ loss
function. Furthermore, slack variables ξ,ξ∗ are introduced to
cope with data points that lie outside the absolute e regions,
and the following formulation is obtained.

minimise
1
2
‖w‖2 +C

k

∑
i=1

(ξi +ξ
∗
i ) (2)

sub ject to


yi−< w,xi >−b≤ e+ξi

< w,xi >+b− yi ≤ e+ξ
∗
i

ξi,ξ
∗
i ≥ 0

(3)

The constant C > 0 determines the trade-off between the flat-
ness of f and the amount up to which deviations larger than
e are tolerated.

A Lagrange function is constructed from the objective
function and the corresponding constraints, by introducing
a dual set of variables. In order to solve more easily this
optimization task the obtained dual optimization problem is
defined as:

maximise to

{
− 1

2 ∑
k
i, j=1(ai−a∗i )(a j−a∗j )< xi,x j >

−e∑
k
i=1(ai−a∗i )+∑

k
i=1 yi(ai−a∗i )

(4)

sub ject to
k

∑
i=1

(ai−a∗i ) = 0,ai,a
∗
i ∈ [0,C]

(5)

where ai,a∗i ≥ 0 are the Lagrange multipliers. So, the objec-
tive function is obtained from the Support Vector expansion
and can be written as follows:

f (x) =
k

∑
i=1

(ai−a∗i )< xi,x >+b (6)

where the w can be described as a linear combination of the
training pattern x as:

w =
k

∑
i=1

(ai−a∗i )xi (7)

In order to apply a non-linear kernel to SVR in equations
5 and 6, the dot products < xi,x j > for the linear kernel is
replaced with a polynomial kernel defined as:

kpol(xi,x j) = β0 +β1(xi− x j)+ ...+βp(xi− x j)
p + εi (8)

The order of the polynomial was selected experimentally.

3.2. Feature selection and simulation

Based on the proposed methodology, a signal representation
of a physical concept, such as acceleration, velocity or po-
sition over time, could be predicted using a few initial mea-
surements and a set of training data. For example, instead of
performing the complex physics simulations for an event’s
entire duration, only a few initial calculations over a very
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short amount of time could be applied and the remainder
of the simulation predicted using regression. This presents a
huge computational saving at the cost of a minor decrease in
visual accuracy. An example in a game environment; if the
object or event that is affected is far away from the camera
or is defined as being unimportant to accurately represent
(i.e. not effecting the game play), prediction could provide a
more efficient solution whilst maintaining the visualisation.

Figure 1: An example of (left) 2D and (right) 3D simulated
and predicted movements.

Figure 2: Work over time for a (left) 2D and (right) 3D
scene.

Regarding the training dataset; regression is used to fully
define a selected feature, in this case the Verlet Integrator ac-
celeration, of an object in a scene over its duration. In order
to obtain the position, we regard the velocity as the derivative
of the position and the acceleration is the derivative of the
velocity. This is repeated for a number of scenes each with
forces of a variety of directions and magnitudes producing a
model. For the prediction, a initial number of accelerations
are simulated for each object in a scene. These initial val-
ues are then matched to one in the model using SVR and the
polynomial kernel.

4. Results

In order to evaluate the performance of the proposed ap-
proach, experiments were performed using three physics en-
gines. Box2D which performs constrained rigid body simu-
lations, the Bullet open source physics engine featuring 3D
collision detection, soft body dynamics, and rigid body dy-
namics; and the final, the NVIDIA PhysX engine which sup-
ports a number of game related features such as rigid and soft
body dynamics as well as volumetric fluid simulation.

Both for the Box2D and Bullet engines, six scenes were
designed and on each object an impulse force was applied.
In the Box2D simulations, 36 force directions (sampling a
circle every 10 degrees) and 10 different magnitudes were

used to obtain the model. The same approach was used in the
Bullet simulation, here the sampling was performed around
a sphere. During the prediction stage the first 10 samples (lo-
cations of the scene objects) were calculated (less than 10%)
and the remaining predicted. In figure 1 examples scenes are
shown. In figure 2 the predicted and the calculated energy
are plotted over time for two scenes demonstrating that pre-
dicted values closely follow those of the simulated. All scene
results are shown in table 1 with the error varying from 1%
to 15% based on the scene.

Case1 Case2 Case3 Case4 Case5 Case6
2D 0.009 0.005 0.101 0.033 0.143 0.005
3D 0.017 0.009 0.102 0.045 0.153 0.009

Table 1: Average percentage error based on measured dif-
ference between predicted and simulated values for 2D and
3D scenes for all scenes.
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Figure 3: The Sequential and Explosion Model’s average
error per frame between training data and the regression
output (per Force).

To further test this concept, two experiments were set up
using the NVIDIA PhysX engine to visualise familiar sce-
narios in a multimedia environment. The first a simulated
explosion, the second a waterfall. For each scenario, training
data was collected and used as the basis for the prediction to
reduce the computational complexity of these effects.

For the explosion scene, two models were created. In the
first; samples of different forces were taken from around
a sphere (‘sequential’ model). The second created training
scenes in which 100 cubes (particles) have a force applied
in various strengths and directions with each cube being
recorded individually (‘explosion’ model). The accuracy of
a scene is measured by the Euclidean distance between the
predicted track of each particle and the original simulated
track, normalised across all the particle data in the scenes.

Error Sequential Explosion Both Water
Force 1 0.013 0.011 0.010 0.023
Force 2 0.017 0.015 0.013 0.029
Force 3 0.022 0.024 0.017 0.036

Table 2: Sequential, Explosion, Both and Water Models av-
erage error per force during testing.

Figure 3 shows the average error that each model has
over time against its original training track due to the regres-
sion. For testing; five explosions were simulated each with
3 forces for a 10 second period using 100 cubes (particles).
The models were then used to predict each cubes track in 3D

85



D. Fellner & S. Behnke / PREDICTION OF PHYSICS SIMULATIONS FOR GRAPHICS AND ANIMATION

space, using the initial 10% of simulated values to match a
predefined trajectory. Matching was done by calculating the
function curve that matched closest with the initial simula-
tion samples during the training. Visualisations of the results
are shown in figures 4 and 5. Table 2 demonstrates the accu-
racy of each model in relation to a simulated track, as well
as the robustness of the method across differing scenes.
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Figure 4: Visualisations of a symmetric explosion (a)
ground truth trajectories and the predicted ones for each
model, (b) ‘explosion’, (c) ‘sequential’ and (d) both, (red is
the ground truth and blue the estimated trajectories).

Figure 5: Visualisations of an asymmetric explosion (top)
ground truth trajectories and (bottom) the predicted ones for
the ‘sequential’ model, (the red cubes indicate the applied
forces).

The same experiments were performed in the waterfall
scene. A single model was created during the training com-
prising of five various waterfall scenes each with three differ-
ent forces. Tests were carried out on 4 test waterfall scenes
each with 3 forces. Examples of the outputted prediction
verses the original simulation are scene in figure 6. The visu-
alisations demonstrate that we can get a very close approxi-
mation of the original tracks though the use of the proposed
methodology, with the overall average error shown in table 2.
In our test environment we predict the movement of the par-
ticles in a scene for 90% of the time, this represents a con-
siderable computational saving.
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Figure 6: Visualisations of real (red) and predicted (blue)
trajectories for a test scene, three different forces.

5. Conclusion

In this paper, a novel approach to predict simulated physics
was proposed based on regression. Also, a proposed frame-
work can operate dynamically and learn the prediction mod-
els during the game play. From the obtained results it can

be observed that for cases that accuracy is not essential such
as distant events or special effects that humans cannot dis-
tinguish the differences significant reduction in the overall
required computational cost can be achieved.
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Abstract
Directed graphs are a useful model of many computational systems including software, hardware, fault trees,
and of course the Internet. We present the TopoLayout-DG framework, an extension to the original TopoLayout
algorithm, for visualizing the inside behaviour of large directed graphs. The proposed framework consists of: a
feature-based multi-level algorithm, called ToF2DG, that detects topological features in large directed graphs in a
hierarchical fashion; and visualization methods for the resulting levels of details of the graph’s topological struc-
ture. In this work-in-progress paper, we highlight the main steps of the proposed ToF2DG algorithm. Moreover,
we show some preliminary visual representations of artificial directed graphs. These preliminary representations
indicate that the framework promises to solve some scalability issues in the visualisation of large directed graphs.

Categories and Subject Descriptors (according to ACM CCS): G.2.2 [Mathematics of Computing]: Graph Theory—

Graph algorithms I.3.8 [Computing Methodologies]: Computer Graphics—Applications

1. Introduction

Producing meaningful abstract representations are crucial in

the case of large data and limited display sizes. One of the

common means to express it is through a multi-level rep-

resentation of the original graph. This assumes providing

a hierarchical structure of the original graph. This hierar-

chical structure can be modelled using the containment re-

lationships between the graph components, which helps in

keeping the adjacency relations between the graph nodes.

In this work, we present a multi-level framework, called

TopoLayout-DG (TopoLayout for Directed Graphs), for

visualising large directed graphs and to try overcoming the

scalability and visualisation quality issues in these graphs.

The proposed TopoLayout-DG framework aims at helping in

analysing the topological structures of directed graphs based

on topological features of their sub-graphs.

Our solution is based on extending the TopoLay-

out algorithm, initially introduced by Archambault et al.

in [AMA07], for visualising large undirected graphs with

less edge-crossings. In this extension, we design the detec-

tion phase to take the direction of the arc into account. The

main difference between the original TopoLayout algorithm

and our extension is the graph type. Such that, the original

TopoLayout framework was dedicated to visualise general

undirected graphs, while in our case we extend it to take care

of the edge direction between the nodes. In order to detect

different topological features inside the graph we then cre-

ate another level of the abstraction of the original graph. We

concern ourselves in finding interesting topological features

like strongly connected components (e.g., cycles or complete

graphs), trees, and DAGs (Directed Acyclic Graphs). More-

over, we use the graph-drawing algorithms already proposed

in the literature (e.g., the tree layout algorithms [Ead92], the

force directed layout algorithm [Ead84]) to visualise the de-

tected features. Our approach is based on subdividing the

underlying large directed graph into a set of sub-graphs with

regard to the topological features of the local sub-graphs.

Then we visualise each sub-graph using one of the algo-

rithms that is tuned to its topological feature. Once the main

graph has been decomposed into the basic features that form

its original structure, we compose them into a set of MetaN-

odes. This composition is done in a fashion that each set of

nodes which are connected with each others through a spe-

cific feature, e.g. a tree-structure, are collapsed into one node

called the “MetaNode”. We do this for all the interesting and

required topological features in the underlying main graph.

The resulting representation provides an abstract hierarchi-
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cal multi-level view of the whole graph in a 2D representa-

tion, which helps in overcoming the size and visual quality

limitation. It also offers a new strategy to cluster large di-

rected graphs according to their inside topological features.

The remainder of the paper is structured as follows: First

we highlight briefly the related work (Sec. 2). Then we pro-

vide the framework pipeline (Sec. 3), explain our ToF2DG

algorithm (Sec. 4), and describe the visualisation of the final

representation (Sec. 5). Finally, we conclude (Sec. 6).

2. Related Work

A directed graph G can be defined as a set of nodesV , where

these vertices are connected with each other via a set of

edges A ⊂ V ×V . The presented work focuses on provid-

ing a 2D visual presentation of the directed graph G. Un-

til now, only a few algorithms have been proposed to visu-

alise directed graphs. The Sugiyama algorithm is one of the

first algorithms that draws general directed graphs [STT81].

It works in two phases: First, it layers the graph nodes,

which means assigning a layer for each node and then plac-

ing all nodes to the corresponding layers; Secondly, it re-

duces edges crossings and nodes overlapping. Many of the

suggested Sugiyama algorithm’s steps are proved as NP-

hard [GJ83] while some of these steps were proved as NP-

Complete [EW94].

In [KT13], authors presented DAGView framework that

aimed at visualising directed acyclic graphs more clearly.

They take into account the users’ preferences during the lay-

out phase such as users can control the size of the under-

lying grid and the crossings that appear in the final layout.

H3Viewer is one of the tools that visualises large directed

graphs (semi trees) in 3D spaces [Mun97]. Technically, this

tool can be used for visualizing large graphs. However, vi-

sual cluttering and extra occlusion makes it difficult to read

or extract information from the generated visualisation. To

tackle this problem, many clustering algorithms have been

proposed in order to provide a multi-level visualisation of

large graphs [RS97]. Additionally, edge-clustering and edge-

bundling techniques have also been proposed to reduce the

cluttering issue in the final representation [Hol06]. Our work

is the first try towards providing a feature-based multi-level

visualisation technique for large directed graphs.

3. The Approach

The TopoLayout-DG pipeline consists of four main phases

(see Fig. 1), based on the original TopoLayout algo-

rithm [AMA07]:

1. The Detection Phase: This is similar to the coarsening op-

eration in multi-level techniques. In this phase, the feature

hierarchy is recursively created through our algorithm by

identifying the feature type of each sub-graph (see Sec. 4).

2. The Visualisation Phase: The detected topological fea-

ture for each sub-graph is drawn using a layout algorithm

tuned to its type.

3. The Crossing Reduction Phase: It aims at reducing the

crossings between edges.

4. The Overlapping Elimination Phase: The phase reduces

the overlapping between nodes in the final graph.

The TopoLayout-DG differs in working from the origi-

nal TopoLayout in the first two phases. In the forthcom-

ing sections, we focus only on these first two phases, as

phases three and four are out of the scope of this work.

TopoLayout-DG uses the Libgraph package [Hei11] and the

OpenGL library for the realisation of detection and visual-

isation phases respectively. To handle the third and fourth

phases of the pipeline, we use the approximate solutions pro-

vided by [AMA07].y

Figure 1: The four main phases in TopoLayout-DG pipeline

4. The ToF2DG Algorithm

We provide an algorithm, called ToF2DG (Topological
Features Detector for Directed Graphs), for performing

the topological feature-based detection during the detec-
tion phase of TopoLayout-DG pipeline. ToF2DG detects the

set of topological features in the input graph, where each

topological feature is then collapsed into one node called

the MetaNode. This process is applied recursively over the

graph to build the required hierarchy of the graph. Fig. 2

provides ToF2DG’s pseudo code. In the following, the term

node means the actual node in the graph while the term

MetaNode means a group of nodes (either actual graph nodes

or another set of MetaNodes), which together belong to one

of the considered topological features. For keeping the origi-

nal graph connectivity, TopoLayout-DG creates a MetaEdge
to represent the initial set of edges between those nodes that

belong to different MetaNodes. Below we provide the details

of the algorithm.

First of all, ToF2DG finds the number of connected com-

ponents in the graph G using the depth-first-search algo-

rithm. This information is stored in a list C. The step of de-

tecting the connected components is performed only once

at the beginning. Each connected component is represented

as a MetaNode in the final representation. For each con-

nected component in C, ToF2DG performs the following

steps: First, it measures the sub-graph size. If it is 1 then this

sub-graph is detected as an isolated node and the ISOLATED
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Procedure ToF2DG
Input: Direct Graph G
Output: Hierarchy container to describe the highest level of details
C = List of unconnected sub-graphs in G

for each sub-graph S in C do
if sizeOf(S) == 1 then

create y=MetaNode(S); mark y as ISOLATED;

else
for x in all SCC’s in S do

create y=MetaNode(x);

if (x.edges () == x.vertices())

mark y as CYCLE;

else if (x.edges() > 2*x.vertices())

mark y as COMPLETE;

else mark y as SCC;

create MetaEdges�e to replace the connecttions of y to the other

nodes;

if y is SCC and |y| > limit then
Bisect y into Metanodes u and v;create a Metaedge

between them containing the cut edges;

TOF2DG(u);Hierarchy.push(u);

TOF2DG(v);Hierarchy.push(v);

end
Hierarchy.push(y);

S.edges.push(�e);
S.edges.remove(edges contained in�e);

end
while x = Extract.Trees(S) do

create y = MetaNode(x);Mark y as TREE;

Hierarchy.Push(y);

S.Remove(x.nodes except x.root);

Assign y to x.root;

end
while x = Extract.DAGs(S) do

create y = MetaNode(x);Mark y as DAG;

Hierarchy.Push(y);

S.remove(x.nodes except x.root);

Assign y to x.root;

end
ToF2DG(S)

end
end

Figure 2: The ToF2DG pseudo code.

feature is assigned to it. ToF2DG creates a MetaNode to rep-

resent it in the final view (see Section 5). If the size is greater

than 1, ToF2DG finds the Strongly Connected Components

(SCCs) using the Tarjan algorithm [Tar72]. For every SCC,

ToF2DG checks if it is a normal cycle or a complete directed

graph based on the number of edges in this SCC, using an ap-

proximate solution similar to the proposed one by [AMA07].

In both cases, it creates a MetaNode to represent the nodes in

the underlying SCC and assigns the CYCLE or COMPLETE

label accordingly. This step is performed iteratively until all

SCC features are detected and collapsed into MetaNodes.

For SCCs which are neither CYCLE nor COMPLETE,

the following bisection is proposed, which is a compromise

between a minimum number of cut edges and an even bi-

section: a node is chosen at random and the other nodes

are classified according to the distance (i.e., the number

of edges) from that node. We denote these node classes

as De with e = distance. We define A j := D0 ∪ . . . ∪ D j ,

B j := D j+1 ∪ . . . ∪ Dn, α(e) := the number of edges be-

tween nodes in A to nodes in B, n := the maximum dis-

tance. Then the Metanode is bisected into A j and B j with

j =maxi{
(

min{|A j|, |B j|}/α(i), i
)

} (see Fig. 3).

Then the MetaNodes are created for them and aMetaEdge

to connect them is also created. After it, ToF2DG is applied

on these MetaNodes again. All MetaNodes are then pushed

in a special data structure, called Hierarchy, to represent the
next level of detail of the input graph. This Hierarchy con-

Figure 3: Bisection of an SCC into an SCC (left) and a DAG
(right). The numbers are the distance from node 0.

Figure 4: An example of topology extraction. Colours indi-
cate the feature type while the nested nodes show the hierar-
chy of the graph

tainer stores all the required information about the original

nodes and their corresponding MetaNodes. After storing the

required information in this container, ToF2DG removes all

the original nodes, except the roots, from the original graph,

as now a MetaNode is there to represent them in the graph

next view. This helps in reducing the time complexity during

the detection phase.

After the above step, ToF2DG starts detecting the acyclic

features in each particular connected component. ToF2DG

finds the tree structures by searching all leaves in the sub-

graph (with in-degree = 0 or out-degree = 0). For this, it starts

from one leaf and then expands upward to the leaf parents

until the root of the tree is found. Then it creates a MetaN-

ode to represent this set of nodes and assigns a TREE feature

to this MetaNode. ToF2DG detects all Tree-structures in two

directions: from top to bottom (called DownTree) in which

all edges are directed away from the root to leaves, and in

bottom-up style (called UpTree) in which directions of the

edges go from leaves to the root. ToF2DG performs this it-

eratively until there are no more trees in the sub-graph.

For detecting a DAG structure, ToF2DG starts from those

leave nodes that have two parents. A DAG can have more

than one parent compared to only one in a tree. ToF2DG

performs the DAG detection steps in the same manner as the
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tree detection steps. It distinguishes in this structure between

the downward direction and the upward direction. Here the

root nodes are not removed from the graph because they

keep the graph connectivity.

The result of ToF2DG is that each node in the original

graph is associated with a topological feature attached to its

MetaNode. The set of MetaNodes represents the graph hi-

erarchy. It is used to produce the higher level of detail for

the same graph resulting in a MetaTree. As in the original

TopoLayout algorithm, the graph hierarchy represents the

different levels of detail such that level i is a parent of level
i+1, where each level is a different abstraction of the graph.

In order to create a multi-level representation of the graph,

ToF2DG performs the same mentioned steps over the list of

MetaNodes to find how these nodes are topologically con-

nected with each other. In this step, a MetaGraph is created

to represent the next higher level of details. This step is re-

peated until the targeted graph is abstracted into one single

node, which represents the highest and the most abstracted

level of details of this sub-graph. The process of feature ex-

traction is illustrated in Figure 4.

5. The Layout Phase

Due to the application of ToF2DG, each vertex in the orig-

inal graph now refers to a topological feature and belongs

to a MetaNode which is passed to the visualisation phase.

First the topological feature of each MetaNode is checked

and then it is passed to the corresponding layout algorithm

tuned to the MetaNode’s topological feature. Then it is visu-

alised according to one of the following cases:

• The ISOLATED Structure: In this case, a point is dis-

played on the screen to represent the MetaNode.

• The TREE Structure: If the topological feature is a tree

then the radial layout algorithm is called. In this, internal

nodes of the underlying MetaNode are displayed as a red

colour radial tree. Because we deal with relatively large

graphs, we selected the radial layout [Ead92] to utilize

screen space efficiently.

• The DAG Structure: If internal nodes of the MetaNode

are connected as a DAG then the force directed lay-

out [Ead84] is used to visualise it. However, we are plan-

ning to use the Sugiyama algorithm [STT81] in future as it

is more convenient for DAGs or drawing layered graphs.

• The COMPLETE/CYCLIC Structure: In the case of com-

plete or cyclic topological feature, the circular layout al-

gorithm is used to visualise the nodes.

TopoLayout-DG framework creates multilevel views of the

original graph in a manner that different views of the graph

are related somehow to each other in a multi-level represen-

tation. The edge direction between any two nodes is shown

using the colour interpolation from red (source) to green (tar-

get). Through this, each cell represents a MetaNode while

the included graph provides the lower level of detail. In fu-

ture, we aim at relating the multilevel of the structure without

losing the global context.

6. Conclusion

In this work-in-progress paper, we presented the

TopoLayout-DG framework to handle directed graphs.

The framework offers ToF2DG algorithm for detecting the

topological features in large directed graphs. In the future,

we intend to provide practical results using large directed

graphs. The proposed framework can improve the visuali-

sation of compound graphs naturally, as it provides a better

understanding of the structural relations between the graph

nodes using the multi-level layout technique. This solves

some scalability issues in the final layout of large graphs.

For example, visualising large software systems according

to the topological features between the different system

elements in a multilevel fashion can help software architects

in understanding the behavioural pattern of the system.

However, one important aspect to be investigated is the time

complexity analysis of the framework. We also intend to

analyse the time complexity using different theoretical and

practical methods while testing TopoLayout-DG over large

directed graphs in real situations.
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Figure 1: An overview screenshot of our visualization tool. It shows temperature data for Gothenburg, Sweden, over a time
span of 52 years in total. Region A indicates the main view of the tool. A toolbox is located in the top-right corner (B) and
provides quick access to several selection options and view modifications. Information about selected data items is shown in
textual format by the details view marked with C. The selection view (D) shows different selection ranges in the form of a
standard timeline plot. A (vertical) range for December 25 over all available years was selected by the user (black arrow).

Abstract
The analysis and presentation of climate observations is a traditional application of various visualization ap-
proaches. The available data sets are usually huge and were typically collected over a long period of time. In this
paper, we focus on the visualization of a specific aspect of climate data: our visualization tool was primarily de-
veloped for providing an overview of temperature measurements for one location over decades or even centuries.
In order to support an efficient overview and visual representation of the data, it is based on a region-oriented
metaphor that includes various granularity levels and aggregation features.

Categories and Subject Descriptors (according to ACM CCS): H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Graphical user interfaces (GUI) I.3.6 [Computer Graphics]: Methodology and Techniques—
Interaction techniques J.2 [Computer Applications]: Physical Sciences and Engineering—Earth and atmospheric
sciences
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1. Introduction

Together with the daily discussions on the climate change
in climate research and media in general, the need to ana-
lyze the permanently increasing amount of climate data is
becoming overwhelming. Here, interactive visualizations—
possibly in combination with traditional data mining
methods—are the key to get meaningful results out of these
typically huge time-dependent data sets.

Many advanced and powerful tools exist for the visual-
ization of general time-series (cf. the survey [AMM∗08], for
instance), but most of them are not really used in climate
research and unknown to many researchers in this domain.
Our aim in this work was the development of an easy to use
visualization tool that supports overviews of long-term cli-
mate data and facilitates interactive trend analyses. In order
to solve such tasks, we had to decide on the visual repre-
sentation and functionality of our tool: we concentrate on
one user-defined location (i.e., city) and one scalar measure-
ment (i.e., temperature), as well as the implementation of
a region-oriented visualization metaphor that supports time
visualization at multiple scale levels (granularity).

The rest of this paper is structured as follows. Section 2
discusses the most important related work and highlights
main differences to our visualization tool. Next, the proper-
ties of the input data are given (Section 3). Section 4 presents
our visualization approach, discusses interaction features,
and provides some implementation aspects. Finally, we con-
clude with Section 5.

2. Related Work

A large variety of visualization systems have been devel-
oped for the interactive analysis of climate data over the
past years. Many of them are map-based, i.e., geo-spatial
climate data is represented as a map with a gradient color
coding. Since map-based tools only present data at one time
point, developers either use animation (e.g., trigged by a
time slider) to display the whole history of usually one cli-
mate attribute, such as done in [VW14]; or they use glyphs
for representing (multivariate) climate data over time, like
the tool presented in [TSWS05]. Other more advanced visu-
alization tools are composed of several coordinated views
(e.g., line plots, maps, or scatterplots) and provide a rich
set of interaction and visual analysis techniques, for instance
SimVis [LSL∗09] or WeatherSpark [Wea14]. Because of the
page limit, we do not discuss general temperature and cli-
mate data visualizations and refer to the overview paper of
Nocke et al. [NSBW08]. In the following paragraphs, we
concentrate on our restricted focus area, i.e., on trend visu-
alization of long-term temperature data sets as discussed in
the introduction.

According to the previously mentioned overview pa-
per, “other temporal visualization techniques such as pixel-
oriented visualizations are rarely used [in climate re-
search]” [NSBW08]. This still appears to be the case also

nowadays, but there are some approaches that are clearly
related to our design considerations and implementation.
As we want to provide an efficient overview of long-term
temperature trends, pixel-oriented techniques are particu-
larly well-suited to display this kind of data. Recursive pat-
terns [KKA95] are an early realization of a pixel-based ap-
proach for large multivariate data sets. They also support
a way to show the hierarchical structure of time-dependent
data, i.e., colored pixels may be arranged as groups that rep-
resent data for days, for instance, and these groups can be
again arranged for other levels of granularity like weeks.
However, recursive patterns do not inherently support ad-
vanced interaction possibilities. The pixel-based GROOVE
tool [LAB∗09] supports more interaction and advanced fea-
tures like the combination of aggregated values with detailed
information by using several types of overlays. In contrast to
our approach, it is not possible to visualize a trend explic-
itly by a timeline, e.g., to show the temperature trend of the
winter seasons over several years.

A related technique are so-called tile maps [MFSW97]
which were designed to represent air quality trends. The at-
tribute values (such as ozone measurements) are arranged
on a grid following a calendar division. This approach pro-
vides a good overview and also the possibility to compare
values of a specific week day (comparison of row elements
of the grid) or weeks (comparison of grid columns). But, it is
neither interactive, nor does it provide any aggregation fea-
tures. Shimabukuro et al. [SFdOL04] propose a visualization
technique for the analysis of trend patterns at several gran-
ular levels. This approach is pretty similar to ours, but they
arrange the different levels (days, months, years) into three
big separated blocks or regions, i.e., there are two cells for
a specific month—one shows the details for each day of this
month (by using a pixel-based approach), and the other one
shows aggregated data (by using a colored tile). In contrast,
our approach hierarchically arranges data of different gran-
ular levels side by side similar to an icicle plot.

3. Input Data

We obtain our data sets from the European Climate Assess-
ment & Dataset project (http://eca.knmi.nl). Their
website offers free data sets collected from different me-
teorological stations throughout Europe and the Mediter-
ranean. The data can be downloaded via interactive queries
as comma separated values (.csv) text documents. Available
query parameters are location (country, city), period, eleva-
tion, series type (blended or non-blended data of nearby sta-
tions), and attribute (average/maximal/minimal temperature,
amount of precipitation/sunshine, etc.).

Here, we focus on daily average temperature data. The
data comprises temperature measurements that may span
more than a hundred years back. Possible faulty readings and
errors are marked in the downloaded data files. We tackle
this problem of missing/faulty data by using green color in
our visualization tool to denote such values.
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Figure 2: Temperature visualization of a single year (2013 in this case). The daily temperatures are drawn from left to right as
small color blocks (or nodes) at the bottom of the visual representation. Blueish colors show temperatures below zero degree
Celsius, and yellow to orange colors depict temperatures above the freezing point. Color saturation represents the temperature
value. Green color indicates missing/faulty data. Seasons are placed on top of the days and are color-coded based on the
average temperature of the season. The top-most horizontal strip represents the yearly average temperature.

4. Visualization and Interaction Approach

In the following, we discuss our visualization and interaction
approaches for the visual analysis of temperature time-series
together with a brief discussion on implementation aspects.

4.1. Views

We want to show as much historical temperature data as pos-
sible in a single view, while also allowing the user to get in-
sight on selected data ranges. To achieve this, our tool is di-
vided into four distinct parts as shown in Figure 1. The main
view visualizes the overall temperature at different granular
levels (see Figure 1(A)). The toolbar holds different buttons
that enable various interaction modes of our prototype (Fig-
ure 1(B)). The details view shows textual information about
a selected data point (Figure 1(C)), i.e., the exact date and
temperature of the selected/hovered day. When a full range
has been selected (see Sect. 4.2), the highest and lowest tem-
perature dates of the selection appear. Finally, the selection
view shows a timeline visualization of the selected data (Fig-
ure 1(D)). In the following, we explain the main and selec-
tion views in more detail.

Main View Our initial inspiration came from pixel-based
approaches [KKA95]. The advantage of such approaches is
that they make maximal use of the available screen space,
i.e., we could map the temperature of one day to a single
pixel. However, interacting with pixel-based views is some-
times cumbersome due to the small pixel size. Moreover, we
wanted to include aggregated data in the form of (meteoro-
logical) season and year averages. As each calendar year is
divided into four seasons comprised of 365 days, we used
a variation of icicle plots to show the daily temperature of
a year while providing insight into the averages for the in-
dividual seasons and complete years, cf. Figure 2. To build
an overview of the entire data set, we stack the visual rep-
resentations for all years in ascending order as seen in Fig-
ure 1(A). We use vertical sliders to navigate the data when
dealing with large data sets. One issue of this strategy is that
the winter seasons are not mapped perfectly to the years, be-
cause they start at the beginning of December and end at the
end of February. Therefore, instead of four, we have five seg-
ments in the seasons levels as each winter season is split into
two parts.

Selection View The selection view (Figure 1(D)) uses a tra-
ditional timeline approach and accentuates the highest and

lowest temperature dates of the selection as well, while pro-
viding context to the other days. The extreme temperatures
are marked with blue and red vertical lines respectively.
While the textual information of the details view gives exact
values of such data, the selection view provides additional
insight into the condition of such extreme temperatures. For
example: is the coldest day the result of a gradual temper-
ature drop, or was it a sudden event that happened within
a time span of 1-2 days? Those questions can be answered
with the help of the timeline plot as shown in Fig. 3.

Figure 3: The selection view uses a timeline plot to repre-
sent different selection ranges. The blue vertical line repre-
sents the lowest temperature in a given range. The timeline
can be dragged and scrolled horizontally to view the rest of
the data. Zooming is not supported.

4.2. Interaction

Initially, our tool shows all scale levels at once. Hiding some
levels might be useful to reduce clutter. For instance, if users
are only interested in season temperatures, then they can hide
the day levels—or even the year levels—to fit more data into
the view. When a user decides to hide or show a scale level
by clicking the toolbox buttons, our tool must redraw the
entire view. In order to soften the effect of loosing the mental
map in such cases, we use a simple morphing technique to
smooth vertical transition changes.

Although we do not represent the days as single pixels in
our approach, their width is still small enough to hinder easy
mouse selection, especially if the neighboring days share
similar temperature values. This makes it even harder to dis-
tinguish the boundaries of each day. On the one hand, we
overcome this issue by using the details view which shows
the data of the day node under the mouse cursor. On the other
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hand, we have implemented an one-dimensional fisheye lens
to enable comfortable selection by magnifying the day nodes
interactively. In consequence, nodes in the center of the lens
will be magnified whereas border nodes will be compressed
in the same day level (cf. the conceptional behavior of our
fisheye lens in Fig. 4 and the arrow in Fig. 1).

Figure 4: A conceptual schema of the one-dimensional fish-
eye lens for day scale level with a size of 21 node elements.
The labels above/below the nodes indicate how many pixels
the related nodes encompass without (top) and with (bottom)
using the lens.

Besides single node selection, our tool offers selection
possibilities across full horizontal or vertical ranges, i.e.,
users can select all the days or seasons of a year, or select one
particular day, a season or all years of the entire data set. A
’horizontal range selection’ can be used to answer questions
about extreme temperatures within a year. A ’vertical range
selection’ can give answers to questions like: what were the
hottest and coldest Christmas days in Gothenburg? The an-
swer in this case is sufficiently perceivable in Fig 1. Here,
the user has selected the vertical range for December 25 by
using the toolbar and mouse selection (see Figure 1(B) and
the arrow in the bottom-right corner of the main view). The
details view shows us then the lowest and highest tempera-
ture recorded during the last 52 years.

4.3. Implementation Details

The prototype is implemented in Java in order to support
multiple platforms [Liu12]. No third-party visualization li-
braries were used, i.e., the visualizations were programmed
in pure Java Graphics2D without hardware acceleration. Our
visualization approach mainly involves the drawing of rect-
angles. The number of rectangles to be drawn depends on
the size of the data set and is calculated as n = d +(1+5)y,
where d is the total number of data records (i.e., all days
of the time range), y is number of years, and n is the to-
tal number of rectangles. For each year y = d/365, we
need six rectangles to represent the year itself and the sea-
son level (leap year excluded). Thus, 7,420 rectangles have
to be drawn if the data set includes records for 20 years,
for instance. Rendering these objects once is no problem.
However, the system would become too slow to handle the
smooth interactions discussed in the interaction part of Sec-
tion 4. Therefore, we have incorporated an image buffering
mechanism that allows real time interaction even with data
sets of n ≈ 37,000.

5. Conclusions and Future Work

We presented a new visualization approach for the analysis
of temperature trends of one specific location over years or

even decades. An important aspect of this work are the dif-
ferent aggregation possibilities that are smoothly integrated
within an interactive view. Even if our tool was originally
designed for temperature data, it can also be used to show
any type of quantitative data, such as atmosphere pressure,
humidity, wind condition, or rainfall. However, we have not
implemented efficient comparison techniques for such tasks
by now. Those have to be added to the tool. Another aspect of
future improvements are multiple selections that are needed
to perform more complex analysis tasks and more support
for zooming operations. In the light of those useful exten-
sions, our current tool can be considered as an initial step
towards analyzing climate data and should also be validated
by user studies in the future.
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Abstract

Virtual crowds are gaining more relevance in computer graphics. Research in this area has been of great interest
for both industrial and scientific activities related with entertainment and virtual simulation, and nowadays it is
possible to generate virtual crowds with believable and complex behaviour. However, expression of emotion and
social behaviour for multiple characters is a research area that still remains to be further investigated. Particularly,
emotional awareness and emotion contagion between artificial agents is gaining more interest in recent years. In
this paper we present a work-in-progress that deals with the current state-of-the-art of emotional virtual crowds,
and we present an overview of a computational model capable of generating virtual crowds with body emotional
behaviour and emotion contagion. Also, we present a brief overview of a perceptual study in relation to the
perception of social behaviour in virtual crowds. Our work seeks to shed more light into this area of computer
graphics and to find new paths of research for future work.

Categories and Subject Descriptors (according to ACM CCS): Computer Graphics [I.3.7]: Three-Dimensional
Graphics and Realism—Animation Computer Graphics [I.3.7]: Three-Dimensional Graphics and Realism—
Virtual Reality;

1. Introduction

In recent years, virtual crowds have gained an increas-
ing research interest. The existing capabilities to create
high-fidelity crowds allow for the generation of realistic
and complex virtual worlds in real-time, but a challenging
topic issue remains in regards with the behaviour of virtual
crowds, especially emotional behaviour and social interac-
tion. Considering the enormous complexity of crowds, this
behaviour goes further beyond path-finding and local avoid-
ance [TGMY09]. Social and emotional behaviours are two
important aspects in relation to this [MMSN09], particularly
the emotional awareness and the emotion contagion between
artificial individuals [PDP∗11].

Modelling better computational models for behaviour in
virtual crowds, specially emotional behaviour, is of great in-
terest not only in the areas of special effects and virtual re-
alism related with films and video-games, but also in simu-
lation of crisis-management where crowds play a core role,
such as simulation of panic situations or emergency evacua-
tions. Emotional contagion, defined as the tendency to catch

another person’s emotions [HTC94], has great importance
in psychology and sociology as well, and several studies
have proven the significance of this contagion effect in the
way humans and other species behave, which gives more im-
portance to the seek of better computational models dealing
with this phenomenon.

In this paper, we present our work-in-progress related
with emotional crowds. In the next section (Section 2) we
present an overview of the state-of-the-art in the areas of
emotion and virtual agents. In Section 3, we explain the
process of generating an emotional virtual crowd, includ-
ing the way we animated the characters from motion cap-
ture technologies and the description of a prototype of an
emotion contagion model based on the work of Pereira et.
al. [PDP∗11]. We also include a brief overview of a recent
perceptual study in Section 4, which serves also as an use
example of our model, in this case with the purpose to in-
vestigate the effects in perception of contextual background
crowds [RCQP]. Finally, in Section 5 we conclude with final
remarks and open paths of research in these areas.
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Figure 1: Androgynous mannequin models composing the virtual crowd.

2. State of the art

Extensive research has been done in the simulation of virtual
agents and crowds [Rey87, MT97], including artificial be-
haviour for collision avoidance [GCK∗09] and autonomous
agents [ST07]. Also, there have been recent research regard-
ing the perception of crowds in relation to emotional ex-
pression [EHEM13] and body language [PEE13]. More re-
cent studies have investigated the generation [HMBP05] and
mapping [CMPM12] of expressive motions between artifi-
cial agents and real people.

Emotion contagion has been widely investigated in rela-
tion to the theory of this phenomenon and its implications in
human behaviour [HTC94]. Particularly for virtual crowds,
there have been several efforts in developing generic com-
putational models to simulate the effects of emotional con-
tagion between artificial individuals [LLB11, PDP∗11].

We continue in the next section by describing the process
for creating the virtual crowd and its emotional behaviour.

3. Crowd generation

Since our work focuses in full-body motions of characters,
we used a simple model of a free androgynous mannequin
(see Figure 1) which was available from the online assets
database TurboSquid. We chose this model since it did not
include facial expressions or other details (for example, fin-
ger motion). In order to identify the direction of the face
more easily, the original model was slightly modified by
adding a small nose to its head.

The virtual crowd was generated in the Unity engine repli-
cating the androgynous mannequin presented above. For
the composition of the crowd, we considered two different
types of characters: static small groups and mobile individ-
ual walkers (See Figure 1). Mobile characters were steered
using an A* Pathfinding implementation and a graph-mesh
with static way points and several destiny nodes.

3.1. Annotated affective data corpus

For the emotional animation of the virtual crowd, we used
two annotated motion-capture libraries based on acted emo-
tions: the Carnegie-Mellon Graphics Lab Motion Capture

Database and the UCLIC Affective Posture and Body Mo-
tion Database [KDSBB06], both databases of acted expres-
sions recorded with a VICON motion capture system. These
databases included an extensive collection of emotional an-
imation based on full-body motion. These animations were
imported into 3D Studio Max, where they were mapped to
the skeleton of the mannequin model and then exported to
the Unity game engine.

We focused the emotions of virtual agents concerning just
happy and sad full-body emotional expressions, two of the
six Ekman basic emotions [Ekm92], in addition to a neutral
emotional expression (See Figure 2).

Figure 2: Standing and walking characters of the crowd
displaying happy (above), neutral (middle) and sad (below)
full-body motion behaviours. The agents in the crowd were
coloured automatically according to their emotion.
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The animations were selected from the motion-capture li-
braries using the annotations provided by their authors, and
the transitions were blended with Mecanim (Unity’s anima-
tion system) using finite state machines. We run a pre-study
based on a perceptual experiment to confirm the correlation
between each animation and each mood (See Section 4).

3.2. Emotion contagion

The emotional behaviour of the crowd was integrated at the
individual agent level, and the model presented here is a sim-
plification of a previous work on this area [PDP∗11].

To define the emotional state of each agent, we defined
a one-dimensional scale in the range [-1, 1] to represent
each of the three moods that the model uses, being -1 sad, 0
neutral and 1 happy. The animation transitions between the
emotional states were blended according to this scale. We
also defined an additional parameter to probabilistically de-
termine the susceptibility of contagion. Higher percentages
imply more probabilities of being susceptible to catch others
emotions. Thus, each agent was represented by the tuple <e,
s>, being e the current value of its emotional state and s the
probability of being emotionally affected by others.

The changes in mood inside the crowd emerge from the
emotional awareness between agents, which is based on the
emotional contagion model. With this, each agent is able to
perceive, appraise and react to others emotions according to
the three modules that compound the model: the perception
module, the appraisal module and the contagion module (see
Figure 3).

3.2.1. Perception module

To implement the perception module, a field of view (5 me-
ters in scale) was defined for each agent to represent what the
character sees and its field of awareness of others emotions.
The perception occurs when an emotional agent, i.e. char-
acter A, intersects with the field of view of another agent,
i.e. character B. When this happens, character B receives the
value e of the emotional state of character A.

3.2.2. Appraisal module

Once an agent B has perceived the emotion of another agent
A, the next step is handled by the appraisal module. At this
stage, there is an evaluation to check the possibilities of emo-
tional contagion. This evaluation is made through the sus-
ceptibility parameter s of the agent B. Through a random
function based on an uniform distribution (random()), the
module calculates a real number between 0 and 1 and com-
pares it with the parameter s. The agent B will be affected
by the mood of the agent A if random() < s.

To prevent loops and make the behaviour of the crowd
more believable, after each evaluation and after any possible
contagion, agent B sets a time lapse t in which it will be
immune to emotional contagion.

PERCEPTION
MODULE

Emotional 
agent seen

APPRAISAL
MODULE

Susceptible

CONTAGION
MODULE

Inmune time
lapse

YES

NO

YES

NO

Figure 3: Emotional contagion model diagram.

3.2.3. Contagion module

In the last step, if the susceptibility was positive in the previ-
ous module, then contagion occurs, and the contagion mod-
ule handles the change of mood. In this module we imple-
mented two alternative approaches: ’strong contagion’ and
’contagion by steps’.

In the first approach (strong contagion) the character that
has been affected simply copies the value of the emotional
state of the agent perceived, converging both emotionally.
Thus, for example, if a happy character (1) is affected by a
sad character (-1), the happy character will change its emo-
tional state to sad (-1).

The second approach (contagion by steps), is less aggres-
sive in terms of contagion, and in this case the emotional
state of the character affected is moved one step down/up
(-1/+1) in the one-dimensional mood scale, depending on
the emotional state of the character perceived. In this case,
if a happy character (1) is affected by a sad character (-1),
the happy character will change its emotional state one step
down, in this case, to neutral (0).

4. Perceptual study

With the virtual crowd model described in the previous sec-
tion, we did a series of user studies to provide feedback for
the computational model and to investigate different aspects
of perception of emotions in virtual social context. We cre-
ated several video scenes portraying virtual crowds and we
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asked participants to rate the mood of them on a five point
Likert scale (from 1 = negative to 5 = positive, where 3
= neutral). Specifically, in one of the experiments, partici-
pants (22M:6F) were asked to rate the mood of each of the
three emotional animations to independently verified that the
sad, happy and neutral animations were perceived as such
when mapped onto the specifics of our characters. This study
helped us to confirm the correlation between the animation
of the motion-capture databases and the mood that we were
intending to convey in each of the scenes.

In addition to this, more complex experiments were done
regarding contextual aspect of virtual crowds. In a recent
study, we investigated the effects of a background virtual
crowd in the perception of the mood of several scenes
[RCQP].

In the next section we present some ideas of future work
in relation to these perceptual studies.

5. Future work

In this paper, we focused on the implementation of emo-
tional behaviour in virtual crowds in terms of body move-
ments and, specifically, in emotion contagion. The phe-
nomenon of emotional contagion still needs to be further
investigated, but the model presented here can be used as
a base of more complex implementations. We can defined
several paths of potential improvement. In our work we have
just considered three emotional states (happy, neutral, sad),
but the consideration of more complex emotions, such as
anger or panic, could lead to a much better computational
model and more realistic behaviour for virtual crowds. Also,
it could be interesting to consider a more complex appraisal
module with history of previous contagion for each charac-
ter and with non-static susceptibility values. In relation to the
mood scale, more efforts could be put in the representation
of the emotional state of each agent through non-discrete
values or multi-dimensional mood scales.

With respect to further uses of this model, there are a
number of potential user studies that can be done in order
to investigate different aspects of crowd behaviour and how
people perceive it. The study mentioned in Section 4 is an
example of a study regarding the effects of virtual crowds
in different scene contexts, but other experiments related
with perception in panic situations or during mood changes
could lead to very interesting results as well. Also, immers-
ing the participants with the virtual crowd through virtual
reality could also be an exciting area of investigation that
could open many interesting paths of research in the area of
simulations, video games and special effects.
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