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Abstract

This paper attempts to draw attention of the multimodal communication research community to
what we consider a long overdue topic, namely respiratory activity in conversation. We submit
that a turn towards spontaneous interaction is a natural extension of the recent interest in speech
breathing, and is likely to offer valuable insights into mechanisms underlying organisation of in-
teraction and collaborative human action in general, as well as to make advancement in existing
speech technology applications. Particular focus is placed on the role of breathing as a percep-
tually and interactionally salient turn-taking cue. We also present the recording setup developed
in the Phonetics Laboratory at Stockholm University with the aim of studying communicative
functions of physiological and audio-visual breathing correlates in spontaneous multiparty inter-
actions.

1 Introduction

Human face-to-face communication is known to be inherently multimodal. Specifically, multimodal
features have been demonstrated to be closely linked to such basic mechanisms of interaction as turn-
taking, grounding and interpersonal coordination. In addition, they have also proved useful in developing
dialogue systems and computational models of interaction.

At the same time, while some multimodal cues (gaze, manual gestures, head movements, body pos-
ture) have received much attention, others remain as yet unexplored, despite their great potential in high-
lighting important aspects of human-human and human-computer interaction. In this paper we address
one such feature. Namely, we argue that studying breathing in conversation is crucial for understanding
how speech production is employed in the coordinated and highly context-sensitive domain of conver-
sation, and call for more research in the field. In particular, in the light of perceptual salience of speech
breathing suggested by earlier studies (Whalen et al., 1995; Whalen and Sheffert, 1996), we focus on
the role of kinematic and audio-visual correlates of respiration in coordination of speaker change in
spontaneous conversation.

In the remainder of this paper we briefly discuss earlier research on speech breathing (Section 2) as
well as its possible extensions to the domain of spontaneous conversation (Section 3). Subsequently, in
Section 4 we describe our newly established respiratory lab at the Department of Linguistics, Stockholm
University.

2 Historical look

Breathing is a primary mechanism of voice generation maintaining a suitable level of subglottal pressure
required for momentary production needs. As such, it is implicated in many aspects of speech produc-
tion, such as voice quality (Slifka, 2006), voice onset time (Hoit et al., 1993) and loudness (Huber et al.,
2005). Similarly, breathing has been claimed to enter into processes of speech planning and structuring

K. Jokinen and M. Vels. 2015. Proceedings of The 2nd European and the 5th Nordic Symposium on Multimodal
Communication. This work is licensed under a Creative Commons Attribution 4.0 International Licence:
http://creativecommons.org/licenses/by/4.0/

107



(Fuchs et al., 2013). However, in line with the methodological stance dominant in traditional phonetics,
breathing has been studied almost exclusively in tightly controlled experiments decoupled from com-
municative context. Consequently, while these and other studies have made important contributions to
speech science, they have largely ignored interactive factors at play in conversation, the most common
language use.

At the same time, certain findings stirred by the recent wave of interest in speech respiration indi-
cate that breathing plays an important interactional role. For instance, McFarland (2001) observed that
speakers synchronise their respiratory cycles prior to speaker change. It was subsequently shown that
the synchronisation is brought about by performing a shared task (Bailly et al., 2013) and is therefore
similar to other known examples of interspeaker coordination (Shockley et al., 2009). Indeed, there is
some evidence than breathing is linked to synchronisation of speech and gesture (Hayashi et al., 2005)
and might even be the basis for synchronisation of movement in general (Pellegrini and Ciceri, 2012).

In addition, the listener’s breathing cycle was reported to change depending on such properties of per-
ceived speech as tempo or vocal effort (Rochet-Capellan and Fuchs, 2013). While there is considerable
controversy as to the exact nature of the underlying alignment mechanism (or mechanisms), it suggests
that breathing is implicated in processes of speech perception. Similarly, on the production side, a variety
of kinematic adjustments were found depending on where speech was initiated within the respiratory cy-
cle (McFarland and Smith, 1992), thus indicating sensitivity of the respiratory apparatus to the demands
of an upcoming vocal task. Clearly, these mechanisms could be also exploited for conversational needs,
for instance to coordinate speaker change.

Last but not least, respiratory data have been demonstrated to improve performance of speech and
language technology applications. In particular, including breathing noises in synthetic speech enhances
its naturalness (Braunschweiler and Chen, 2013) and recall (Whalen et al., 1995). Improvements in
performance were also noted for automatic speech recognition (Butzberger et al., 1992) and automatic
annotation of prosody (Wightman and Ostendorf, 1994). Finally, respiratory data were successfully
used to detect conversational episodes by automatic discrimination between periods of quiet breathing,
listening and speaking (Rahman et al., 2011).

3 Conversational perspectives

In spite of the interactional salience of breathing suggested by the work outlined above, studies of breath-
ing in spontaneous conversation are strikingly rare. Conversation analysis has presented some evidence
of how audible inspirations and expirations are used as turn-taking and turn-yielding cues, and how
breath holds function as a turn-holding device (Schegloff, 1996; Local and Kelly, 1986). However, these
findings have so far not been backed up by a comprehensive quantitative analysis of conversational cor-
pora. Moreover, earlier attempts at quantifying breathing in interaction were based on material which
was often not entirely spontaneous (McFarland, 2001; Winkworth et al., 1995). Two notable exception is
are recent studies by Rochet-Capellan and Fuchs (2014) and Ishii et al. (2014), which measured breath-
ing patterns during pauses coinciding with speaker change or followed by more speech from the previous
speaker.

We argue that breathing in dialogue is a potentially fruitful line of research likely to highlight fun-
damental principles underlying interspeaker coordination and collaborative human action. Respiratory
data could be particularly instructive for investigating mechanisms of turn management. Specifically,
as turns are normally preceded by easily perceivable inhalations and followed by equally salient exha-
lations, audio-visual correlates of respiratory events could be an important extension of the set of the
more familiar multimodal turn-taking cues. In addition, respiratory data should allow detecting “hidden
events” otherwise not easily available for analysis, e.g. abandoned speech initiation attempts (sharp audi-
ble inhalations not followed by speech), thus offering more direct access to speakers’ intention to initiate
or terminate a turn. Similarly, adaptations of the respiratory cycle prior to speaker change, whose prelim-
inary account was presented by McFarland (2001), could shed new light on the long-standing question
of mechanisms behind the observed distributions of gaps and overlaps. Importantly, as breathing is by
its very nature an embodied activity, it is also likely to provide a valuable insight into interdepenen-
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Figure 1: Data acquisition system: PowerLab alongside an audio interface (left) and a RespTrack belt
processor (right).

cies between physical and communicative constraints operating in dialogue, for instance the relationship
between momentary lung volume and kinematic adaptations prior to speech initiation similar to those
found by McFarland and Smith (1992) but set in the fully interactive domain of conversation and subject
to temporal constraints of the turn-taking system. Lastly, the links between breathing and other modali-
ties implied by cross-modal synchronisation reported in literature should inform models of sensorimotor
coordination both within and between individuals.

In addition to their theoretical significance, studies of respiratory activity in conversation should also
help solve some of the key problems in speech and language technology. In particular, loud inhala-
tions might facilitate inferring speaker’s intention to initiate a turn and, consequently, provide a shallow,
signal-based solution to detecting user barge-ins before their actual onset. Similarly, presence of au-
dible exhalations and breath holds could be used to reason about turn completeness and avoid pause
interruptions, which are common in dialogue managers using pause duration as the only turn-yielding
cue.

4 Stockholm University Respiratory Lab

In order to answer the questions related to interactional functions of breathing discussed in the previous
section, we have developed the following recording setup in the Phonetics Laboratory at Stockholm
University. The core of the design is a respiratory inductance plethysmograph (Watson, 1980), which
consists of two elastic transducer belts (Ambu RIPmate) measuring changes in cross-sectional area of
the rib cage and the abdomen due to breathing. Before each recording, the belts are calibrated using
isovolume manoeuvres (Konno and Mead, 1967), which allow estimating contributions of individual
belts to the total lung volume change. In addition, vital capacity and resting expiratory levels are also
recorded for reference. In order to minimise noise in the signal produced by body movement, participants
are recorded standing at a table (about 90 cm high). As the range of respiratory patterns is likely to be
sensitive to complexity of turn negotiation and the degree of dialogue competitiveness, we base our
studies on multiparty dialogues between three communicative partners.

The belts are connected to dedicated RespTrack processors developed in the Phonetics Lab (see the
right panel of Figure 1). The processors were designed for ease of use, and optimised for low noise
recordings of respiratory movements in speech and singing. In particular, DC offset can be corrected
simultaneously for the rib cage and abdomen belts using a “zero” button. Unlike in the processors
supplied with the belts, there is no high-pass filter, thus the amplitude will not decay during breath-
holding. A potentiometer allows the signals from the rib cage and abdomen belts to be weighted so that
they give the same output for a given volume of air, as well as for the summed signal, enabling direct
estimation of lung volume change (see Figure 2).

The signal is recorded by a data acquisition system (PowerLab 16/35 by ADInstruments, left panel
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Figure 2: Sample recording for a single speaker: speech (channel 1), respiratory signal from the rib cage
and abdomen belts (channels 2 and 3) and the summed respiratory signal (channel 4).

Figure 3: Recording setup. The white boxes are earlier prototypes of the RespTrack processors.

of Figure 1). The system is essentially an analogue-to-digital converter which synchronises the inputs
and works with dedicated recording and analysis software (LabChart by ADInstruments). Notably, the
system allows connecting other measuring devices, such as airflow masks, which are potentially useful
for calibrating the belts. A sample signal is shown in Figure 2.

The setup can be easily adapted to specific recording conditions. For instance, making field recordings
is possible by replacing our lab-based data acquisition system with a portable USB-powered unit (DLP-
IO8-G Data Acquisition Board by DLP Design). Given the low cost of such devices, they could be also
useful for educational purposes, such as student projects.

High quality audio is recorded by close talking microphones (Sennheiser HSP 4) connected to an
audio interface (PreSonus AudioBox 1818). The signal is additionally routed to PowerLab to ensure
synchronisation with the respiratory trace. As breathing is not only audible but also visible, GoPro
Hero3+ cameras are used to record the video.

Our present setup is shown in Figure 3. We are currently conducting a series of pilot studies related to
respiratory turn-taking cues as well as temporal patterns of speech initiation within the respiratory cycle.
Preliminary results were presented in Aare et al. (2014).

Given that we are particularly interested in communicative functions of audible inhalations and exhala-
tions, we are experimenting with alternative methods of recording clear respiratory noises. Two variants
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are being assessed: one in which a dedicated close-talking microphone is placed directly in front of the
mouth and one which uses a contact microphone placed on the neck near the larynx (throat microphone).
A further extension of the recording setup consists in using thermistor probes placed in speakers’ nostrils,
which should allow differentiating between breathing through the nose and through the mouth.

The resulting corpus will be segmented into (semi-)automatically derived stretches of speech and
silence in the audio signal, and inhalations and exhalations in the respiratory signal. In addition, selected
dialogue act categories (interruptions, backchannels, disfluencies) will be annotated. The data set will be
made public for research use.

5 Conclusions

This paper has aimed at pointing out potential interest and relevance of respiratory activity to fundamental
mechanisms of conversation related to turn management. We have argued that the topic has been long
overlooked in breathing research and is ripe for systematic quantitative investigation, especially in the
light of the existing evidence of multifaceted interactions between breathing and speech production and
perception as well as its possible applications in speech technology. We have also described a recording
setup developed at Stockholm University required for such a data collection and analysis effort. We hope
to see respiratory activity taking its legitimate place among other better studied multimodal features in
the nearest future.
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