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he 11th International Modelica Conference,

which takes place at Palais des Congrées de

Versailles, is the main event for the Modelica
community. Users, library developers, tool vendors, and
language designers gather to share their knowledge
and learn about the latest scientific and industrial
progress related to Modelica and FMI (Functional
Mockup Interface).

The fundamental idea behind Modelica is to allow
storing modeling knowhow in a high-level formally
defined format, i.e., to collect information which

you otherwise would find in engineering books only
accessible by humans. By allowing convenient reuse

of this knowhow by definition of component model
libraries, enormous saving in man-hours for setting up
simulation studies is achieved. Furthermore, by proper
validation of such model libraries, much more reliable
conclusions can be made from simulation studies
leading to better products and user experience.

These considerations lead to the equation-based
object-oriented formalism of Modelica.

Since the start of the collaborative design work for
Modelica in 1996, Modelica has matured from an idea
among a small number of dedicated enthusiasts to a
widely accepted standard language for the modeling
and simulation of cyber-physical systems. In addition,
the standardization of the language by the non-profit
organization Modelica Association enables Modelica
models to be portable between a growing number

of tools. Modelica is now used in many industries
including automotive, energy and process, aerospace,
and industrial equipment. Modelica is the language of
choice for model-based systems engineering.

The FMI standard has been added to the project
portfolio of the Modelica Association. FMI provides

a complementary standard that enables deployment

of pre-compiled high quality models originating

from different model formats to a larger number of
engineers working with system design and verification.

The format of the conference is somewhat changed
compared to previous years. We moved the vendor
sessions to the first day of the conference to have two
days of purely scientific presentations. Starting the
tutorials one hour earlier allowed us to allocate more
time and have room for 15 vendors to present their
offers compared to 6 at the previous conference.

The program is available in an event app for smartphones,
tablets, and PCs. It enables searching for papers with
abstracts, authors, and conference rooms. It also allows
setting up your own schedule by selecting your favorite
presentations.

Taking a walk in the Garden of Versailles is suggested
on Tuesday evening. We have allocated a break of more
than one hour after the scientific program before the
conference dinner is served at the Palais des Congrés
de Versailles. This means that you have time to see the
Apollo Fountain.

Conference highlights:

e 2 Keynote speeches

e 83 papers in 4 parallel tracks

e 18 posters

e 7 tutorials

e 5 libraries submitted for the Modelica Library Award

e 15 vendor sessions presenting the latest Modelica
and FMI tools

o A fully booked exhibition area featuring 20 exhibitors

e Electronic proceedings including all papers and some
associated Modelica libraries and models

Finally, we want to acknowledge the support we
received from the conference board and program
committee. Special thanks to our colleagues at this
year's organizers, Dassault Systemes and Linkdping
University, and Amelie Ronngard from Altitude
Meetings. The support from the conference sponsors is
gratefully acknowledged. Last but not least, thanks to
all authors, keynote speakers, and presenters for their
contributions to this conference.

We wish all participants an enjoyable and inspiring
conference.

Lund and Linkdping, September 1, 2015
Hilding Elmqvist and Peter Fritzson
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Peter Fritzson

Hilding Elmqvist
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KEYNOTE SPEAKERS

Designing Cyber-Physical Systems:

Presenter:
Prof. Alberto Sangiovanni-Vincentelli
UC Berkeley, USA

Abstract: Cyber-Physical Systems have been the focus of
many research and public forum initiatives in the world
since the early 2000s. The concept of CPS involves the
tight integration and co-design of physical (for example,
mechanical, electrical, biological and chemical], systems
with analysis, monitoring and control implemented on a
computing system. As such it has important intersections
with other fields of great interests such as Internet of
Things, Hybrid Systems, Swarm Systems and Systems of
Systems. One of the main challenges has been to develop
solid foundations for design and manufacturing including
formal methods and requirement capture.

| will review the major directions of research and industrial
relevance of CPS with particular attention to design
methodologies and requirement capture with considerations
about approaches to CPS simulation and analysis and their
limitations.

Bio: Alberto Sangiovanni-Vincentelli holds the Buttner
Chair of EECS, University of California, Berkeley. He was

a co-founder of Cadence and Synopsys, the two leading
companies in Electronic Design Automation. He was a
member of the HP Strategic Technology Advisory Board, of
the Science and Technology Advisory Board of GM, and is
a member of the Technology Advisory Council of UTC. He
is member of the Scientific Council of the Italian National
Science Foundation (CNR) and of the Executive Committee
of the Italian Institute of Technology. He is President of
the Consiglio Nazionale Garanti della Ricerca, and of the
Strategic Committee of the Italian Strategic Fund.

He received the Kaufman Award for “pioneering
contributions to EDA”, the IEEE/RSE Maxwell Medal” for
groundbreaking contributions that have had an exceptional
impact on the development of electronics and electrical
engineering or related fields. He holds an honorary
Doctorate by the University of Aalborg, Denmark and one by
KTH, Sweden.

He is an author of over 850 papers, 17 books and 2 patents,
is IEEE Fellow and a Member of the NAE.

A systems engineering perspective
for Modelica and the heritage of
synchronous language

Presenter:

Dr. Albert Benveniste,

INRIA, France

Abstract: In the first part of my talk | shall develop a vision
of the central role of Modelica in systems engineering.

The Modrio project has recently developed a Requirements
profile for Modelica and progresses have recently been
made regarding the link between Modelica and safety
analyses. | shall discuss how far, | think, one could go in
these directions. | shall also draw directions toward using
Modelica for system-wide monitoring and diagnosis. All

of this calls for a rigorous understanding of Modelica, its
execution semantics: paying attention to this will constitute
the second part of my presentation. | shall describe the
background from synchronous languages by emphasizing
how sound compilation schemes can be formally derived
and how some of the above mentioned uses in system
engineering were performed with synchronous languages.
| shall conclude by indicating how these techniques can be
adapted to derive structural analyses for multi-mode DAE
systems. Nonstandard analysis will be used to help for this.

Bio: Albert Benveniste was Directeur de Recherche at INRIA,
where he is now emeritus. In 1990 he received the CNRS
silver medal, he was elected IEEE fellow in 1991 and IFAC
Fellow in 2013. From 1986 to 1990 he was vice-chairman

of the IFAC committee on Theory and was chairman of this
committee for 1991-1993. He has been Associate Editor

(at Large] for IEEE Transactions on Automatic Control,
Associate Editor for Int. J. of Adaptive Control and Signal
Processing, and Int. J. of Discrete Event Dynamical Systems,
and member of the Editorial Board of the Proceedings of the
IEEE. From 1997 to 2013, he was head for INRIA of the joint
Alcatel-INRIA research programme. He is a member of the
scientific advisory boards of Safran Group and Orange. From
2011 to 2014, he was co-heading the Center of Excellence
(Labex) CominLabs in the area of telecommunications

and Information systems. He has been elected to the
Académie des Technologies in december 2011. His areas of
interest cover system identification in control, embedded
systems in computer science, and network management in
telecommunications.
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Abstract

This paper discusses FMI usage in an in-house
simulation tool landscape where it helps to open doors
between different tools. However, limitations due to
missing physical connectors or missing model structure
are faced and are described with the help of use cases.

Information hiding in FMI can turn out obstructive in
in-house applications. Experiences from implementing
FMI support in in-house simulation tools are shared.

Keywords: FMI in in-house simulators, FMI2.0,
physical connectors, structured parameters, co-
simulation, model exchange, NMPC, control test

1 Introduction

The industrial application of Functional Mock-Up
Interface (FMI) has already been discussed several
times, e.g. (Bertsch et al., 2014). The goal of this paper
is to add another aspect to this discussion. Our focus
lies on the in-house applicability of FMI in coupling
different tools and propriety models.

For several years, we are developing side-by-side
two different simulation tools for power plant systems.
An in-house Modelica library, called SiemensPower,
and a C++ based in-house tool for a similar purpose
named Dynaplant. The reason for developing both
simulation tools lies in their different strengths and
weaknesses. Dynaplant scores with its high
performance and numerical robustness that allows us
the investigation of fluid systems with a hundred
thousand dynamic states or more. It is fully integrated
into the in-house tool chain and allows an automatic
model setup from the design software KRAWAL?® for
steady-state heat balances. The GUI is optimized for
the purpose of modeling large fluid systems and the
plant model looks very similar to the familiar
KRAWAL® model. The drawback of Dynaplant is the
relatively high effort when developing new component
models.

The main driver for starting a Modelica library was
the modeling flexibility and transparency to the user.
Naturally, a Modelica library requires less effort in,
developing and maintaining of models. However, the
performance and numerical robustness is worse.

Once the need for two simulation environments is
accepted, it stands to reason to combine them in order
to leverage the benefits of both solutions. The first step

is to integrate Modelica models into Dynaplant to
overcome its limits with respect to modeling flexibility
(Sun et al., 2011). This development was started some
years ago based on Dymola’s code export feature.
Then, FMI for Model Exchange was adopted as soon it
became available. The use cases in chapter 2.1 explain
this application in more detail.

Chapter 2.2 addresses the second class of use cases,
which also deal with tool interoperability. However, in
these cases co-simulation Functional Mock-up Units
(FMU) are exported from Dynaplant models and serve
as a representation of the real plant in the loop with a
Nonlinear Model Predictive Controller (NMPC).

Chapter 3 focuses on the development of FMI
support in Dynaplant and points out some issues
experienced during implementation.

2 Use Cases

Two kinds of use cases are described in this chapter,
one targeting the utilization of FMI for model
exchange, the other addressing FMI for co-simulation,
see Figure 1. Apart from different application areas
major similarities exist:

e The use cases focus on tool interoperability

e All FMUs reside in-house only

e The models are huge with respect to number
of  parameters, dynamic states and
internal/local variables

Dynaplant JModelica.org
SR R FMU | .
{ - ! Ccs n 1
= P > ;
e e b

h N
FMU FMU
ME ME
: : m
Dymola

Figure 1: Overview of Use Cases

Our requirements of model exchange and tool
exchange certainly differ in some aspects from those in
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the use cases defined by the Modelisar project which
are described in (Blochwitz et al., 2011). For our use
cases there is no necessity for information hiding or IP
protection. On the contrary, the goal is to keep as much
information available for the user as possible.

2.1 Dynaplant Simulation

Our in-house simulator Dynaplant has been developed
for more than ten years in a cooperation of Siemens
Power and Gas and Siemens Corporate Technology. In
the past, the analysis focused on the detailed, dynamic
behavior of the water-steam cycle in a combined-cycle
power plant.

A special emphasis has been drawn on the
investigation of hydro-thermal dynamic-stability of
once-through evaporators between gas and water side
(Franke, 2008). Lately, the scope was extended to
investigations on the plant level. In general, this leads
to a higher need for flexibility in modeling because
different subsystems come into focus depending on the
application. FMI is an enabling technique to provide
that flexibility, e.g. to add the gas side and also
advanced controls, whilst keeping the efforts low. The
simulation support of tight project schedules was only
possible through the usage of FMUs.

In Dynaplant, components are modeled in one-
dimensional resolution in an acausal way. The GUI is
written in C# using a Microsoft Visio Add-in whereas
the plant model itself is stored in a Modelica similar
format. For simulation the plant is translated to C++.

2.1.1 Physical Component Models

The most natural use case for FMI in in-house
simulators is to import models from different sources
via model exchange. By this means, we integrate
Modelica models of subsystems in Dynaplant to extent
its application scope. The obvious driver behind this is
the wish to benefit from both, the high performance of
the C++ based in-house simulator and the modeling
flexibility of Modelica.

Figure 2 shows the Modelica model of a multistage
pump system controlled by a variable gear modelled in
Dymola. The model has been prepared for FMI export
which required an expansion of the physical fluid ports
to a signal interface, already resolving the causality.
Even for the very simple interface of such a pump
system the transformation to a pure signal interface
adds some overhead. Additionally, it becomes harder
to understand the model when importing it as an FMU,
see Figure 3. In Figure 4 the same system is modelled
based on built-in components. The limitation of FMUs
to signal interfaces very much hinder a convenient use
as an imported component. These issues will boost the
demand to provide all needed models as built-in
components and not as FMUs. All the more, since the

pump example is a rather simple system with a very
small interface regarding the number of physical
connectors. Looking at more involved power plant
components like a drum model with multiple fluid
connections across the boundary the graphical
representation of the FMU holds almost no benefits
because it becomes impossible to grasp the purpose of
the model at first glance.

PumpSystem3_me

m_flow.

hout

Figure 3: Integration of pump system FMU in Dynaplant

>

Figure 4: Dynaplant built-in model of a pump system

Besides the loss of information caused by the
unstructured signal interface modeling, the lost
structure of parameters in an FMU is the most severe
shortcoming for us. Particularly, FMUs based on
Modelica models make use of parameter hierarchies on
many levels. Additionally, almost all professional
Modelica libraries use features like grouping and tabs
to generate a convenient user interface. Once exported
to an FMU all this information is lost and the user is
confronted with an unsorted list of parameters.
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2.1.2 Controller in Dynaplant (based on generated
Modelica code)

For testing plant control systems, Modelica models
are automatically generated based on proprietary
controller descriptions (Link et. al., 2014). In order to
use these controller models in Dynaplant, Modelica
models can be exported as FMU and imported into
Dynaplant. Tests showed that large controller models
are difficult to handle as FMUs for two reasons.

First, they use a bus connector (expandable
connector) for signal exchange in Modelica. This bus
connector contains hundreds of variables. Figure 5
sketches the concept for signal exchange. A global
name space is replicated by using an expandable
connector as an inner/outer component. Therefore,
actuators and measurements can be placed in the plant
on any level in the hierarchy. Furthermore, all
boundary conditions are set on the bus connector. This
graphical representation of the tested system as well as
the underlying control layout is lost when using FML

TestUnit

T

=» "."." inner signalExchange

Control Plant

m Driver

Figure S: Signal Exchange in Modelica

All exchanged signals need to be available upon FMU
import in Dynaplant in order to investigate control
behavior. Currently, only scalar connectors are
supported by FMI, which makes it hard to handle large
sets of bus connector signals after importing the FMU.
Future versions of the FMI specification might
eliminate this problem.

Second, the controller models include many
instances with a huge number of parameters, which are
exported into the FMU. The  resulting
modelDescription.xml measures more than 150 MB.
Compared to the Modelica implementation measuring
about 6.7 MB (total model with all classes), this leads
to slower model import and instantiation. As the
compressed FMU appears to be small for the end user,
potential causes for performance issues are not
transparent. So far, we do not have a solution for
providing a compact FMU interface with all required
information. Limiting the number of visible parameters
on the Modelica side cannot be intended, as they might
be useful for investigating control behavior.

2.2 Offline Test of NMPC Loop

This section shows the usage of FMI for offline test of
a Nonlinear Model Predictive Control (NMPC) loop.
The basic concept of NMPC is to use a dynamic model
to forecast system behavior and optimize the forecast
in producing the best decision. In practice, an optimal
control problem is solved over a finite future horizon,
but only the first optimal control signal is applied to
the system. Then the optimization horizon is shifted
and the calculations are repeated. The solution of the
optimal control problem depends on the initial state of
the model which is the current state of the plant. In
general, measurements are disturbed by noise or are
missing, resulting in the need for a state estimation
algorithm to determine the initial states under
consideration of the past record of measurements.

Control input generation

Modelica
JModelica.org system
models
Plant
[ Optimization |

v

T 4

[ stateestimation |

Figure 6: NMPC Loop

The model-based optimization framework looks as

follows (see Figure 6):

e Modelica system models are used to describe the
dynamics of the process and are used for
optimization and state estimation

e  The optimization is solved using JModelica.org,
the open source platform for optimization,
simulation and analysis of complex dynamic
systems. JModelica.org interfaces the numerical
solver IPOPT and CasADi — the framework for
efficient evaluation of expressions and their
derivatives

e For online application the optimal control signal
is applied to the plant using the OPC interface of
the Siemens control system SPPA-T3000 that
performs all power plant automation tasks

e For offline tests pseudo measurement data is used
to estimate the current state of the model. These
measurements are generated by simulating a
detailed model of the power plant including the
control structure provided as co-simulation FMU
exported from Dynaplant

The FMU has an internal state consisting of all values
that are necessary to continue a simulation. This
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feature could be used for NMPC to restart simulations
after initialization with different values of the input
signals. Unfortunately, the FMI 2.0 capability
canGetAndSetFMUState is not yet implemented in
JModelica.org. A workaround was implemented to set
a consistent internal state, consisting of the values of
continuous-time states as well as the iteration variables.
It is worth noting that missing FMI capabilities or
incomplete implementation is not the exception, but the
rule. For each and every intended use case it is up to
the user to test the capabilities of the chosen tool.

2.3 ControlTest in Modelica

This last use case is similar to the one from section
2.1.2, with the notable difference that not only control
code is available in Modelica but also the plant model.

It is intended to show that the openness and
flexibility of native Modelica models should not be
underestimated compared to FMIL FMUs, as a
translated and compiled version of the model, have
well-known drawbacks e.g. when changing interface
definitions or trying to understand the internal
hierarchical model structure.

On a first look, coupling real-world controller code
with physical plant models is a classic use case for
FMI. Generally, there is a clear interface between the
continuous plant model and the discrete controller
implementation.

However, for testing power plant control systems,
we currently prefer to have the full system in one
uniform Modelica model. Although this requires
transferring the graphical structure of control diagrams
as well as the full implementation of all control blocks
to Modelica. More details on this approach can be
found in (Link et al., 2014).

For each study, specific plant models are built,
specifically designed for the scope of the control task
to be tested. Before starting the first simulations, a
considerable amount of work goes into finding
consistent boundary conditions for the relevant parts of
the plant.

Having one homogeneous test unit in Modelica
revealed the following benefits. The interface between
plant and controller is not statically defined at the
beginning. This allows fast adaptions to new controller
strategies. Changes in controller or plant model do not
require exporting new FMUs. Even though exporting
FMUs requires little effort, ensuring to have the right
FMU at the right place, creates unnecessary overhead
during model development.

One holistic Modelica model allows control
engineers and plant engineers to look into the same
model. They both have access to the full system
structure, equations and model-integrated
documentation. This helps both sides to understand the
system behavior and therefore to trust on the results.

This reflects the special situation of usage of FMI in
in-house applications, as already mentioned above.

Regarding documentation, most real-world FMUs
currently lack on this part (e.g. documentation of
model limitations and expected combinations of
parameters and input signals). The FMI specification
allows documentation to be added by the exporting
tool. But, when exporting, it is not guaranteed that the
documentation will be provided to user on the
importing side. One needs to establish a process on
how and where to store the binary FMUs together with
the model source code. In contrast, using Modelica, we
have one single source of truth, being the Modelica
code in version control with hierarchical, model-
integrated documentation.

The mentioned drawbacks of FMI are
characteristically for any model exchange interface,
therefore we do not propose to fix the FMI standard.
Instead, we want to encourage users to carefully
investigate a pure Modelica solution before introducing
FMI interfaces in the tool-chain.

3 Implementation of FMI Support in
Dynaplant

With respect to FMI, we support version 1.0 and 2.0 of
model exchange import as well as 1.0 of co-simulation
export. Implementation efforts are hard to estimate as
they naturally depend e.g. on the experience of the
implementer and also on the amount of optional
features that shall be supported. However, we want to
describe briefly in the following the main steps and
issues of FMI implementation that we experienced in
Dynaplant.

3.1 Import FMI for Model Exchange 1.0

Using an FMU in our tool requires that it can be
handled almost as any other component. This means
that it has an icon that can be dragged and dropped
from a library onto the plant view. Furthermore, the
component’s inputs / outputs do have graphical port
representations that can be connected to ports of other
components. Moreover, a parameter dialog needs to be
available.

In order to support the described user experience, a
gray box component has been added to the component
library. After instantiation it shows a parameter dialog
for specifying a FMU zip archive. The
modelDescription.xml is parsed in C# where we
generated a class from the available xsd scheme for
deserialization. Parameters are then known if revealed
by the FMU and it is possible to draw ports and the
final component shape. FMUs in version 1.0 and 2.0
do not transport graphical information. Thus, own
arrangements have to be done. In our software
components usually have predefined ports and shapes
and it required significant effort to build the final
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component shape only during plant editing. However,
after this specification step no extra effort is needed
during plant editing for an FMU component, compared
to any other component in the plant.

Stepping into simulation, we need to parse the xml-
File again in C++, as much more static model
information (e.g. information on internals and states) is
required during run-time. It did not seem reasonable to
overload already our model file (the plant definition)
with all information and transfer it to C++. The
implementation of calling the FMU functions with the
correct arguments and in the right order was
manageable with the help of the FMI specification and
the FMU SDK of QTronic in mind. As FMUs of
version 1.0 cannot transport information on the
Jacobian, entries have to be calculated numerically
which is quite extensive.

As far as our experience goes, a first implementation
of model import can be set up rather easily, but testing
and bug fixing is quite time consuming. It is often
hindered by tool specific problems like license issues
with the exporting tool (even if all partners have valid
licenses) or unreasonable start values for inputs in the
modelDescription.xml (e.g. some tools give only 0.0
for doubles). These values should be such that they
allow for a successful and useful initialization if
actually used and not overwritten during the import.
Moreover, a general issue in testing is given by the
nature of FMI as it is not possible to debug into the
FMU to better understand what is happening inside a
function call.

3.2 Import FMI for Model Exchange 2.0

Adopting FMI 2.0 has been accomplished by updating
the implementation for FMI 1.0 which has been
described in the section 3.1. The main effort consisted
of updating of the XML parser and of our library of
associated convenience functions in C++.

We now support an alternative way of calculating
the Jacobian in case the capability flag
providesDirectionalDerivatives is set to true. We need
to provide also an alternative treatment in case an FMU
does not support this capability. Generally, the FMI 2.0
specification and also implementation is complicated
due to the large number of optional features, in
particular capability flags. Two FMUs of version 2.0
and possibly from the same exporting tool can actually
be very different in scope and capability. This becomes
apparent only in the specific modelDescription.xml
files.

With respect to performance, some firsts tests were
done in comparing the import of the same Dymola
model as FMU of version 1.0 and 2.0 (Dymola 2016
including bug fix on directional derivatives and
sampling). Using the numerical calculation of the
Jacobian entries, we experienced a significant decrease

in performance between 1.0 and 2.0. For a rather small
example with 92 algebraic and 1322 differential
equations in total and 4500 s simulation time we
measured a +11 % time usage in the DAE solver.
Astonishingly, the loss of time was mainly in Jacobian
calculation, although the FMU contributes no states but
310 events. Using the directional derivatives and the
associated sparsity information, the performance
decreased even further by roughly the same amount.
For another example which actually contributed states,
the performance of 1.0 and 2.0 roughly leveled up
when using directional derivative information which
proved to be a benefit in 2.0. Up to this point, a lot of
questions remain and further tests are clearly indicated
with various types and sizes of models and different
exporting tools. It is not fully clear if import or export
generate the issues.

3.3 Export FMI for Co-Simulation 1.0

Probably due to the different nature of weak and strong
coupling in general, the effort to implement co-
simulation export in our tools was significantly smaller
than for model exchange import.

Most of the work was consumed in revealing plant
information on all inputs / outputs, internals and
parameters in a suiting way and offer access via
fmiGet... and fmiSet... functions. The compliance
checker was very helpful in bringing the
modelDescription.xml in a correct way. It is quite
remarkable that our model file of a Modelica similar
format consumes roughly more than a factor of § less
in storage than the modelDescription.xml including
only inputs/outputs and parameters but no internals.
We derived the learning that it makes sense to look
into the FMI ticket trac for recognized issues in the
specification, e.g., to find out that some importing tools
expect the path to unzipped fmu folders in the call of
fmilnstantiateSlave whereas others expect it to the
zipped path, for instance.

We found testing and bug fixing very difficult and
time-consuming also for co-simulation export. As
Dynaplant is an in-house simulation tool we do not
take part in official FMI cross-checks which could give
a hint on still existing bugs but would probably not
provide significant details on the root of the issues. It is
often hard to track if issues occur in the FMU export
implementation or in the importing environment. For
the latter, the source code is usually unavailable and
debugging possibilities or deeper knowledge on its
communication handling are missing.

An important point in our internal discussions is the
required resources of a co-simulation FMU. It is
necessary to not only transfer one dll but around 35
dlls which are required by our simulator. To begin
with, it is not clear where these should be copied to
upon import such that the importing environment can
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find them because all but one are loaded only
implicitly. Any copy requires administrator rights at
the target location and upon import, an FMU itself only
knows target locations relative to its own unzipped
location or the application path. If the latter is chosen,
serious problems can occur if dlls with an identical
naming can be found there already, potentially of
different versions. Moreover, we face some difficulties
in unloading all dlls from the address space after a run.
The FMI description does not give guidance in dealing
with such questions.

4 Summary

Even if the implementation of FMI support in in-
house simulation tools implies a great effort, it is useful
for many different applications as shown for some use
cases in this paper. In principle, FMI can help or even
enable some of the shown examples and some of our
target applications, but still we face several limitations.

The use cases of chapter 2.1 highlight the urgent
need to further develop the FMI standard with respect
to the interfaces of FMUs. The existing scalar signal
interface is definitely not powerful enough to allow the
convenient application of FMI. Either it is to allow the
implementation of “physical” connectors as needed in
the use case described in chapter 2.1.1. Or to allow
structuring of a huge number of signals as described in
chapter 2.1.2.

A future FMI standard perfectly suited to our in-
house applications would also need to support the
concepts of acausal modeling - similar to the built-in
behavior of Dynaplant and the basic principles of
Modelica. Moreover, we face a mismatch between the
intention of FMI to hide information and a need to
reveal as much information as possible for in-house
application.
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Abstract

This paper introduces a novel proposal on how to pa-
rameterize models with data, taking a subsequent model
export into account, using e.g. the Functional Mock-Up
Interface (FMI). During model export parameters are ei-
ther assigned with values directly or they are linked to
external data-files. If the design of models or libraries is
done without considering how data is handled in an ex-
ported model, those concepts are often mixed, resulting
in an inconsistent data management which is cumber-
some or even error prone for the user.

Keywords: model parameterization, data files, model
export, functional mock-up interface, FMI, FMU

1 Introduction

In 2011 a new model export standard was released by
Modelisar: The Functional Mock-Up Interface (FMI)
(Blochwitz et al., 2011), (Association, 2015). FMI was
immediately accepted and promoted by many tool ven-
dors and Original Equipment Manufacturers (OEMs).
Unfortunately, there are a couple of known pitfalls re-
lated to the export of models (Bertsch et al., 2014). One
especially relevant for an a-causal modeling language
like Modelica is related to the change of an a-causal to
a causal model. This required adaption can cause higher
index problems and/or algebraic loops (Blochwitz et al.,
2012). However, this paper shall deal with a topic not yet
intensely discussed by the Modelica community but of
central importance for industrial use cases: Parameteri-
zation of models, considering a subsequent model export
and the handling of data in this case.

From our experience library developers should put
considerable effort into proper model parameterization
when it comes to a subsequent model export. Fortu-
nately, the Modelica language offers several possibilities
to parameterize a model, i.e. to assign parameters with
values.

In Modelica it is common to specify parameter val-
ues in records. The parameterization can either be done

by coding values into the record with the Modelica en-
vironment or by reading the data from an external file
for which the format can vary. Both solutions have their
pros and cons and are absolutely justifiable. (Kohler
and Banerjee, 2005) shows a case where custom text-
based files are used as parameter files, which can be
accessed by multiple simulation environments. On the
other hand, Modelica-based parameter files (records) are
usually more convenient for the user, especially for be-
ginners as they can be edited directly in the Modelica
environment.

1.1 Use-Cases of Exported Models

In this paper we will focus on the export of FMUs from
Dymola!, discussing different use-cases in which the
FMU is utilized after the export. Depending on the par-
ticular use-case the model export underlies different re-
quirements regarding convenient data handling. To our
experience the following cases cover most of the appli-
cations used in industry today.

1. Parameter values are stored inside the FMU.

2. Parameters are stored in an external data-file. The
FMU reads the parameter values during initializa-
tion of the simulation.

3. The data-file is stored inside the FMU'’s
resources folder, i.e. the FMU reads the
parameters during initialization, but no external
files are necessary.

Each of those use-cases requires a different implementa-
tion in terms of model parameterization.

1.2 User Convenience

From our experience it turns out that enabling all three
uses-cases significantly enhances the flexibility of the de-
signed models and especially its exported version e.g. an

! Although other ways of exporting like using the dymosim.exe
or exported source code should behave the same way.
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FMU. This enables the same models to be applied as a
complete unit coupling models and parameters (use-case
1), as well as using a single model in multiple applica-
tions varying parameters by simply replacing data on a
file system2 (use-case 2) or enabling a combination of
both (use-case 3). Although covering all use-cases would
be the most satisfying solution, it is also valuable to de-
cide for the single most important use-case and imple-
ment this one throughout the whole library.

Therefore we are very pleased to present a first pro-
posal within this paper. Until today the presented ap-
proach is restricted to scalars and tables up to a dimen-
sion of two, but an extension to higher dimensions seems
reasonable.

2 A Small Modelica Library

For a better understanding the parameterization of the
models and the subsequent model export will be demon-
strated using an exemplary Modelica library: The
TableBasedDiodes library (refer to Figure 1).

=58 TableBasedDiodes
- [&| Directory

“-dataFolder

--[EJRecords

| [ Base

E=ForwardCharacteristic

[E Data

g ForwardChar_HP2

F ForwardChar_HP2_Translation

&F ForwardChar_HP2_Simulation

&3 ForwardChar_HP2_loadResource

-:[+|BaseComponents
“=StaticDiodeBasic

-—+=StaticDiode

= [»]Examples

() TestDiode

= [<o|ModelExport
“fw]HalfWaveRectifierFMU

Figure 1: Package structure of the Modelica library

The packages and the models will be explained in the
following sections.

2.1 The Utilized Model

The model illustrated in Figure 2, which is located in
BaseComponents.StaticDiodeBasic, will be used
to demonstrate both the parameterization and the export
of the model.

20r alternatively modifying the string pointing to the file.

voltageSensor

forward
Characteristic
If = f(Vf)
p reverseBlockingDiode n
signalCurrent

Figure 2: Static model of a diode: Iy = f(Vy)

2.2 Model Parameters

To parameterize the model, the diode’s forward char-
acteristic, i.e. Iy = f(Vy) is implemented using the
one-dimensional table of the MSL (CombiTablelD).
Since the reverse characteristic is not always provided
in datasheets an additional reverse blocking diode (ideal
diode of the MSL) is used to ensure that no current will
flow in reverse direction. The parameters of this diode
are two scalars describing the on-state resistance Ron and
the off-state conductance Goff.

2.3 Record Structure

To provide different data sets,
are usually declared in records. @ We propose to
provide a partial record, i.e. Records.Base.-
ForwardCharacteristic that contains the parameter
declarations. This (base) record shall then be extended
to assign the parameters with values via modifiers.

the parameters

Listing 1: Base record of the static diode model

partial record ForwardCharacteristic
extends Modelica.Icons.Record;
import SI = Modelica.SIunits;
parameter String Filename = "noFile";
parameter Boolean tableOnFile = false;
parameter SI.Current forward[:,:] = £i11(0.0
, 0, 2) "diode's forward characteristic
i=£(v)";
parameter SI.Resistance Ron(min = 0, start =
le-5) "closed diode resistance";
parameter SI.Conductance Goff(min = 0, start
= le-5) "opened diode conductance";
end ForwardCharacteristic;

2.4 Combining Model and Data

A composition of the diode model shown in Figure 2 and
the record in Listing 1 will result in the model depicted
in Figure 3.

The parameters of BaseComponents.Static-
DiodeBasic will be assigned with values stored in the
data record via dot-notation. The corresponding code is
illustrated in Listing 2.
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ﬁjaﬁ

[ = 0 ]

staticDiodeBasic

Figure 3: Model and data are combined

Listing 2: Text layer of the static diode model shown in
Figure 3

model StaticDiode

replaceable
Records.Base.ForwardCharacteristic data
annotation(choicesAllMatching);

BaseComponents.StaticDiodeBasic
staticDiodeBasic(

tableOnFile=data.tableOnFile,
table=data.forward,
tableName="forwardChar",
fileName=data.Filename,
Ron=data.Ron,
Goff=data.Goff);

end StaticDiode;

In Figure 3 a partial record is instantiated, i.e. a re-
placeable model is introduced. If we add the annotation
choicesAllMatching a drop-down menu appears in
the model’s parameter window (refer to Figure 4).

TableBasedDiodes.StaticDiode ?

General
Component Tcon

Name

Comment ="

StaticDi...

Model

Path TableBasedDiodes.StaticDiode

Comment
Parameters

data VB

ifo

Figure 4: Parameter window of the static diode model

Now, every record that extends the partial (base)
record can be selected in the data menu. This will be
important to be able to easily distinguish the use-cases.

2.5 Getting Data from Files

If data-files are used, it is possible to influence when the
parameters of the model are assigned with values speci-
fied in the data-file. Assigning can either happen during
model translation® or at the beginning of the simulation,

3Generating an FMU is a functionality similar to translating a
model, resulting in a lot of common properties.

i.e. during initialization. Assigning parameters during
translation means that all values from the data-file are
written into the model’s code directly. Therefore the file
from which the data was read during translation is not
needed anymore when the model is simulated. In con-
trast to that, assigning parameters during initialization of
the simulation needs the file available to start the simula-
tion.

Both of the mentioned possibilities can be favorable
depending on the scenario the model is used in. There-
fore, four implementations will be demonstrated in Sec-
tion 3 demonstrating how to influence when the param-
eterization happens. First we will discuss how to handle
paths to files efficiently within Modelica.

2.6 File Handling

Typically the data-files are put into a folder located in
the libraries root directory, e.g. TableBasedDiodes as
shown in Figure 1. The data folder is called Data. It
is common to provide the relative path to this folder in-
side the Modelica library by introducing, e.g. the pack-
age Directory shown in Listing 3.

Listing 3: Directory Package

package Directory
constant String dataFolder =
Modelica.Utilities.Files.loadResource ("
modelica://TableBasedDiodes/") + "Data/"

>

end Directory;

3 Parameterization of the Model

In the following chapter, four different implementations
are introduced to cover the proposed use-cases. Those
will be discussed in the following sections.

3.1 Implementation 1: Parameters are As-
signed in the Record Directly

A very common case for Modelica library developers is
to specify the value of a parameter directly inside the
record. This generates an exported model (FMU) that
does not need any data-file. This is particularly useful
when the user just wants to change only few parameters
- preferably scalar values - but not the whole parameter
set containing big tables.

Listing 4 illustrates the parameters of the diode’s for-
ward characteristic which can be found in the datasheet
of Infineon’s Hybrid Pack 2.

Listing 4: Data stored in the record

record ForwardChar_HP2
"forward characteristic FS800RO7A2E3"
extends Base.ForwardCharacteristic(
forward = [0,0; 0.5,0.01;
0.743,7.749; 1.007,109.203;
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1.126,207.838; 1.226,309.291;
1.306,407.926; 1.379,509.379;
1.440,608.014; 1.502,709.467;
1.555,808.102; 1.609,909.555;
1.663, 1008.190; 1.713,1109.643;
1.755,1208.278; 1.805,1309.731;
1.847, 1408.366; 1.893,1509.821,

Ron = le-5,

Goff = 1e-5);

end ForwardChar_HP2;

One possible drawback when specifying data directly
inside the record is that it is rather inconvenient to mod-
ify arrays and matrices. Hence, data is often provided
inside data-files, i.e. mat-files, csv-files, hdf5-files or
any other file formats or even user-specific file formats.

3.2 Implementation 2: Read Data from File
during Model Translation

To read data from csv or mat files Dymola provides
functions within the DataFiles package. The func-
tion readMATmatrix () needs two arguments, the file-
name and the variable name stored inside the file. The
scalar () function is needed to convert the (1x1)-
matrix into a scalar value. In Listing 5 the data is read
from the file DiodeFS800R07A2E3.mat. When the
model is translated the values of the data-file are stored
inside the record, i.e. the data-file is not needed to simu-
late the model.

Listing 5: Data read from file during model translation

record ForwardChar_HP2_Translation
"forward characteristic FS800RO7A2E3 from file
during Translation"
extends Base.ForwardCharacteristic(
DataFiles.readMATmatrix(
Directory.dataFolder + "
DiodeFS800R07A2E3 .mat",
Ron = scalar(DataFiles.readMATmatrix(
Directory.dataFolder + "
DiodeFS800R07A2E3.mat", "Ron")),
Goff = scalar(DataFiles.readMATmatrix(
Directory.dataFolder + "
DiodeFS800R07A2E3 .mat",
end ForwardChar_HP2_Translation;

forward =

"forwardChar")

"Goff")));

In case of a subsequent model export the exported
model will behave exactly the same as the one covered
in implementation 1. The major difference is, that in this
implementation parameter values are read from a file in-
stead of Modelica code during translation. This can be
convenient, as tools specialized on data manipulation can
be used to generate the data file and they can be indepen-
dent of the simulation environment as e.g. in (Kohler and
Banerjee, 2005).

3.3 Implementation 3: Read Data from File
during Model Initialization

This implementation becomes favorable if the user wants
to exchange whole data sets of one and the same model.
This can be the case when the user wants to generate only
one FMU of a model, using different sets of parameters
based on data files.

If the record shown in Listing 5 is modified to the
record illustrated in Listing 6 the data will not be saved
in the model. This is due to two major differences in the
implementation.

For the scalar values Dymola’s Modelica compiler as-
sumes that the parameter Filename replacing the con-
stant String in Section 3.2 is intended to be changed, and
is therefore kept as a parameter in the compiled model.
This makes it possible to change the Filename after
model compilation.

For the table values, the ability of the MSL’s
CombiTables is used, which enables the user to de-
cide if an external file or a table from Dymola shall be
used. In this case no internal table is used as shown in
Section 3.2, but a reference to a file instead. Therefore
the table only receives the path to the file containing the
data. During simulation the functions within the table it-
self will access the data directly from the file specified
as Filename. As the data is not written to the model,
the size of the tables within the file are not determined
during compilation and the sizes of the tables within the
datafile can change without modifying the model itself.

Listing 6: Data read from file during simulation

record ForwardChar_HP2_Simulation
"forward characteristic FS800RO7A2E3 from file
during Simulation"
extends Base.ForwardCharacteristic(
Filename = Directory.dataFolder + "
DiodeFS800R0O7A2E3 .mat",
tableOnFile = true,
Ron = scalar(DataFiles.readMATmatrix(
Filename, "Ron")),
Goff = scalar(DataFiles.readMATmatrix(
Filename, "Goff")));
end ForwardChar_HP2_Simulation;

As one can see in Listing 6, the parameter forward
(shown in Listing 5) was removed and the parameter
tableOnFile was set to true to enable the function-
ality described above.

String Parameters in Dymola

If the record ForwardChar_HP2_Simulation is cho-
sen (Listing 6), the parameter values are not stored in
the FMU. They will be read automatically from the data-
file during model initialization. The generated FMU will
solely contain the string parameter Filename specifying
the path to the data-file. Dymola users have to set the fol-
lowing flag to ensure that string parameters appear inside
the FMU:

26 Proceedings of the 11*" International Modelica Conference
September 21-23, 2015, Versailles, France

DOI
10.3384/ecp1511823



Session 2A: FMI 1

Advanced.AllowStringParameters = true

Now one can simply change the to path to the data-file
by changing the string parameter.

3.4 Implementation 4: Read Data from File
during Model Initialization with Data in
the FMU

In many cases it is desired to put the data-files into the
FMU since many users don’t want to separate model and
data when it comes to model export to avoid potential
sources of errors. One very common etror in that re-
gard is, that data-files are not found as they are not being
passed on with the FMU or their (relative) path on the
hard drive changed.

Therefore it makes sense to store the data-file in the
FMU’s resources folder. To do so only a slight modi-
fication of implementation 3 (Listing 6) is necessary. The
resulting code is shown in (Listing 7).

Listing 7: Record used to store the data-file in the FMU’s
resources folder

record ForwardChar_HP2_loadResource
"forward characteristic FS800RO7A2E3 from file
load Resource"
extends Base.ForwardCharacteristic(
Filename =
Modelica.Utilities.Files.loadResource
(Directory.dataFolder + "
DiodeFS800R07A2E3 .mat"),
tableOnFile = true,
Ron = scalar(DataFiles.readMATmatrix(
Filename, "Ron")),
Goff = scalar(DataFiles.readMATmatrix(
Filename, "Goff")));
end ForwardChar_HP2_loadResource;

The only difference to the record shown in Listing 6
is the loadResource() function applied with the file-
name as parameter.

Dymola and the FMU’s Resources Folder

To make Dymola copy the file to the FMU, the op-
tion Copy resources to FMU in the Dymola Simulation
Setup has to be activated. With this flag set and the
loadResources function in use, the resulting FMU will
contain a resources folder including the data-file.

As mentioned before this implementation enhances
usability, as the user does not have to care about the lo-
cation of the data files. Still this reduces flexibility as it
is not possible anymore to simply change the path to the
data file by changing the string parameter introduced in
Listing 6. To change the data-file currently the user has
to extract the FMU?, change the data file and compress it
again, which is obviously more effort than just changing
a parameter.

4Which is just a renamed .zip file.

4 Model Export via FMI

For the model export via FMI we use the model
ModelExport.HalfWaveRectifierFMU depicted in
Figure 5.

iLoad

A

1

currentSensor

staticDiodeBasic

abeyjopjeubis
€-801=0
Il
i
Joyoeded
00L=y
10381881
Josuagabe)jon
A

vLoad

Figure 5: Model used to generate FMUs

We will export the model using the records intro-
duced in the former sections (which can be found
in the Records.Data package shown in Figure 1).
Changing the record by selecting an entry in the pull-
down menu will obviously only change the behavior
of the staticDiodeBasic. The parameters of the
capacitor and the resistor are not affected by the
settings of the diode.

Within the drop-down menu that appears when open-
ing the parameter window of the staticDiodeBasic,
one of the four implementations presented in Section 3
can be chosen. Those are:

1. ForwardChar_HP2

2. ForwardChar_HP2_Translation
3. ForwardChar_HP2_Simulation
4. ForwardChar_HP2_loadResource

The identifiers shown in Figure 6 are determined by the
model description defined in respective implementations
in Listings 4, 5, 6 and 7.

staticD icin T: Diodes.ModelExport.Half ierfMU ?

General |~ Add modifiers

Component Icon
Name staticDiodeBasic

Comment
StaticDi

Model
Path TableBasedDiodes. StaticDiode
Comment

Parameters

data |EE forward characteristic FS800R07A2E3 | v |EE »
<Remove modifier>

== forward characteristic FSB00R07A2E3

& forward characteristic FS800R07A2E3 from file during Translation
& forward characteristic FS800R07A2E3 from file during Simulation
& forward characteristic FS800R07A2E3 from file load Resource

Cancel

Figure 6: Parameter window of the diode model

By selecting an entry in the pull-down the behavior of
both, the model itself in Dymola and the exported FMU

DOI
10.3384/ecpl1511823

Proceedings of the 11" International Modelica Conference 27
September 21-23, 2015, Versailles, France



A Novel Proposal on how to Parameterize Models in Dymola Utilizing External Files under Consideration of a
Subsequent Model Export using the Functional Mock-Up Interface

are changed. We can now link the implementations to
the use-cases described in Section 1.1.

1. Selecting entry 1 or 2 will both result in a use-case 1
model. The difference will be that entry 1 will rely
on data directly stored in the Modelica code and
entry 2 will read data from an external file when
the model is translated. Still this will not affect the
behavior of the generated FMU.

2. Choosing entry 3 will create a use-case 2 model, i.e.
load parameters from a data-file which is located in
the Data folder with an optional string parameter
to change the path to the file (see Section 3.3).

3. Compared to the last point selecting entry 4 will
only change the behavior in case of FMU gen-
eration representing use-case 3. The data files
specified by the 1oadResources function will be
copied to the FMU’s resources folder.

5 Tables with Dimensions Greater

than Two

It turns out that the implementation is relatively straight-
forward for scalar parameters and tables with two inde-
pendent variables, with simple scalar parameters and ta-
bles being based on the MSL’s CombiTables®. Still,
today it is not possible - at least with reasonable effort
- to provide Modelica libraries covering every use-case
as soon as tables with a dimension greater than two are
necessary. As tables are of essential importance in the
industrial use, some of the problems regarding parame-
ter handling with table-based models will be highlighted
now, focusing on an arbitrary number of dimensions.

Implementations of tables with dimensions greater
than two (n-dimensional) are provided e.g. by Dymola
within the DataFiles package TableND and by 3DS
GmbH’s SimDevTools (NDTable).

However, Dymola’s n-dimensional table offers no
possibility to enter tables directly or read data from a file
during model initialization. Thus, not all use-cases can
be covered.

Providing  proprietary  solutions  like  the
SimDevTools fails until today, since Dymola re-
quires to pre-compile functions before the translation of
the model (e.g. for the determination of the table size).
This has to be done manually until today, resulting in a
unacceptable inconvenience for the user.

Mixing different table types implicates a number of
disadvantages. Regarding the possible use cases, for a
model that includes both, e.g. MSL’s CombiTables
for dimensions up to two and DataFiles’s TablelND
for higher dimensions, solely use-case 1 can be covered
since the Dymola table reads the values from a data-file

SWhich only offer tables up to a dimension of two.

during model translation and in turn stores them inside
the model. Additionally those tables behave differently
when it comes to interpolation and extrapolation, which
is not directly related to model parameterization, but is a
major drawback during simulation and debugging. Table
1 shows a summary of the features of the table imple-
mentations available today.

In order to enhance table-based modeling which is of
central importance in system simulation within an indus-
trial environment, we want to encourage the Modelica
community to put even more effort into this topic. Espe-
cially into:

* Extending the tables functionality such that it is
possible to use data with more than two indepen-
dent dimensions by default.

* Providing the possibility to import additional data
formats, e.g. hdfb, ideally in a user-expendable
fashion for arbitrary data formats.

6 Compatibility with Other Modelica
Simulation Environments

The implementations shown in Section 3 which are re-
quired to enable the different use-cases shown in Sec-
tion 1.1 were created using Dymola and its DataFiles
package as well as the MSL. Unfortunately, we were not
able to test how other Modelica environments (refer to
https://modelica.org/tools) treat the implemen-
tations, which would be important as the resulting behav-
ior is likely to be tool-dependent.

For the Modelica community it would be highly favor-
able to have a solution like Dymola’s DataFiles pack-
age available in the MSL. This would enable the user to
read data from external files® independent of the simu-
lation environment. Ideally it should be extendable to
enable customer specific or future data formats.

7 Conclusion

The paper presents three use-cases of model parameter-
ization and four implementations which cover all three
use-cases, specifically aimed at a subsequent model ex-
port. Additionally it is shown how to implement records
with the possibility to choose how an exported model
shall behave, by selecting a set of parameters. This prop-
erty can be set by changing the set of parameters using
Modelica based functionality.

This approach is currently only possible for param-
eters which are scalars, 1D and 2D tables. For higher
dimensions it has been pointed out why this is currently
not possible.

6 Arrays as well as scalars
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Library Dims Formats Interplation

Parametri-

Extrapolation Data Source .
zation

hold, linear,
smooth first
derivative

MSL CombiTables 1.2 b mat csv
(import)

DataFiles 1-n mat v4, csv linear

hold, linear,

SimDevTools 1-32  sdf (hdf5) Akima

. . translation

linear Modelica/files . .. . ..
initialization

hold files translation

no, hold, lin-
ear

files initialization

Table 1: Table implementations covered in the paper.
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Abstract

This paper discusses design decisions for exporting
Modelica thermofluid flow components as Functional
Mockup Units. The purpose is to provide guidelines
that will allow building energy simulation programs
and HVAC equipment manufacturers to effectively use
FMUs for modeling of HVAC components and systems.

We provide an analysis for direct input-output depen-
dencies of such components and discuss how these de-
pendencies can lead to algebraic loops that are formed
when connecting thermofluid flow components. Based
on this analysis, we provide recommendations that in-
crease the computing efficiency of such components and
systems that are formed by connecting multiple compo-
nents. We explain what code optimizations are lost when
providing thermofluid flow components as FMUs rather
than Modelica code. We present an implementation of
a package for FMU export of such components, explain
the rationale for selecting the connector variables of the
FMUs and finally provide computing benchmarks for
different design choices. It turns out that selecting tem-
perature rather than specific enthalpy as input and output
signals does not lead to a measurable increase in com-
puting time, but selecting nine small FMUs rather than a
large FMU increases computing time by 70%.
Keywords: FMI, Modelica, thermofluid flow

1 Introduction

The Functional Mockup Interface Standard (Modelica
Association, 2014) is an open standard that has been de-
veloped to export models or whole simulators from one
simulation software and import them into another simu-
lation software to perform a coupled simulation of time
dependent systems. It enables interoperability among
simulation software by standardizing (i) an application
programming interface and its semantics, (ii) an xml
schema that describes the model structure and capabil-
ities, and (iii) the structure of a zip file that is used to
package the model, its resources and documentation.
This type of simulation software interoperability is in-

teresting for various use cases in building energy simu-
lation. First, it allows building energy simulation pro-
grams, for which it currently is difficult for users to
add new models, to add an interface that allow users
to insert own component models that may be written
in and exported by a variety of simulation software
that support the FMI standard (see https://www.
fmi-standard.org/tools for a list). As a point
in case, EnergyPlus currently undergoes a prototype re-
design in which HVAC simulation will be based on
FMUs (Wetter et al., 2015). Second, the American Soci-
ety of Heating, Refrigerating, and Air-Conditioning En-
gineers (ASHRAE) is currently developing Standard 205
that standardizes the representation of HVAC equipment
performance data for building energy simulation.! As
the built-in control and staging algorithms of such equip-
ment affects the performance, participants of the stan-
dards committee expressed the need for sharing mod-
els as executable code rather than simple performance
maps. Here, FMU may be a solution for such model rep-
resentation. Third, Swegon AB, an international HVAC
equipment manufacturer, expressed the need for receiv-
ing from their suppliers component models to allow them
to optimize the integration of these components into their
products. Swegon also is interested in providing equip-
ment models as FMUs to energy simulation programs.
For these use cases, FMI is an interesting technology
as it is an open standard that has been designed for the
exchange of such models. However, various design ques-
tions have to be answered for its effective use, namely:
(i) Are both versions of the standard, FMI for model-
exchange and FMI for co-simulation, applicable? (ii) If
an FMU represents an individual equipment, how would
a system simulation program have to execute this com-
ponent if used as part of an whole HVAC simulation?
(ii1) What recommendations should one follow to allow
an efficient simulation of FMUs if part of an HVAC sys-
tem simulation? (iv) What code optimization is lost if
FMUs are used rather than Modelica, the latter allowing

I'See http://spc205.ashraepcs.org/.
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Figure 1. Plot of the function y = Z(x,y1,y2,6).

symbolic processing prior to code generation. (v) What
variables should the parameters, inputs and outputs of an
FMU have? Would specific enthalpy as is used in the
Modelica.Fluid library be a good choice?

This paper addresses the above questions. It is struc-
tured as follows: Section 2 states assumptions and in-
troduces notation. In Section 3, we discuss the applica-
bility of the two standards. In Section 4, we provide an
analysis of execution sequences and provide recommen-
dations for efficient model implementation. In Section 5,
we discuss the design of connector variables. Section 6
explains code optimizations that are no longer possible if
FMUs rather than Modelica are used. Section 7 discusses
the implementation of FMU export for thermofluid flow
components in a development version of the Modelica
Buildings library (Wetter et al., 2014), and Section 8
shows numerical benchmarks for different implementa-
tions.

2 Terminology and assumptions

2.1 Conventions

1. If a component has two acausal fluid ports, then they
are denoted by subscript a and b, respectively, where
a is the port into which mass flows under the design
flow direction.

2. Consider a model that has an input u € R, an out-
put y € R? and a parameter p € R. Suppose y; = pu
and dy,/dt = u. We say that there is a direct depen-
dency between u and y; as the value of u needs to be
known to produce the output y;. In contrast, y» does
not directly depend on u as it can be produced without
knowing the current value of u.

2.2 Notation

To enable robust iterative computation of a numerical
approximation to the solution of differential and alge-
braic systems of equations, the Modelica Specification
defines special functions to handle systems in which the
flow reverses its direction, and the Modelica Standard
Library 3.2 implements regularization functions (Franke
etal., 2009; Modelica, 2010). This section explains these
functions and the nomenclature that we will use for these
functions.

The regularization function Modelica.Fluid.

Utilities.regStep(x,vyl,v2,x_small) ap-
proximates
ifx>0
y= {yl ) .a (1)
yp, otherwise,

b b a

mi m3

a
Figure 2. Connection diagram of three models that is used to
explain the concept of stream variables.

by the once continuously differentiable function that is
shown in Figure 1. In our discussions, we will denote this
function by y = Z(x,y1,y2,0), with & > 0. The function
is defined as

Y ifx> 8,
R(x,y1,y2,8) = { », ifx<-8,
r(x,y1,y2,0), otherwise.
where r(-,-,-,") is
X x\2 — +
0= 5 ((5) -3) 22+ 252 0

Note that some models use Modelica.Media.Air.
MoistAir.Utilities.spliceFunction ()
rather  than Modelica.Fluid.Utilities.
regStep (). While these functions are different, their
input-output dependency is identical. We will therefore
always use the notation Z(-,-,-,-) as our discussion is
identical for both implementations. 2

To describe in a numerically reliable way the bi-
directional transport of specific quantities that are carried
by mass flow rate, such as enthalpy, Modelica 3.2 pro-
vides the inStream () function. Let m1, m2 and m3 be
models, and let a and b be fluid ports that are connected
as shown in Figure 2. Let h_outflow be the specific
enthalpy in the connection point if mass leaves the com-
ponent (regardless of the current flow direction). For
the configuration shown in Figure 2, the inStream ()
function satisfies

inStream(m2.a.h_outflow)
inStream (m2.b.h_outflow)

In our discussions, we will use the notation 1(%,) to
denote the value of inStream(a.h_outflow).

ml.b.h_outflow;
m3.a.h_outflow;

2.3 Assumptions

We will make the following assumptions:

1. All components conserve mass, €.g., Y ;#it; + Am = 0
where the sum is over all ports and Arit is the moisture
added or removed by a humidifier or a cooling coil.

2. Each component has as inputs the mass flow rate #,,

the pressure p,, the temperature 7, ; (or specific en-
thalpy A, ;) of the medium that flows into port a if
ri, > 0, and the temperature 7, ; (or specific enthalpy
hy ;) of the medium that flows into port b if iz, < 0.

’In a benchmark for the Annex 60 model library (see https:
//github.com/iea-annex60/modelica-annex60/
issues/300) we measured that the function regStep () is on
average about 8% faster than spliceFunction (). Therefore,
work is in progress to update the Annex60 and Buildings
libraries accordingly.
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3. Each component has as outputs the mass flow rate 7z,
the pressure pj,, the temperature 7}, , (or specific en-
thalpy hy ,) of the medium that flows out of port b if
iz > 0, and the temperature 7, , (or specific enthalpy
hq,) of the medium that flows out of port a if ri1, <O0.

4. We assume the following direct dependencies: The
outlet temperatures are 7, = f(T,, m,) and, simi-
larly, T, , = g(T},;, rir,) for some functions f,g: R x
R —R.

5. The pressure drop of flow resistances is assumed to
be a function of the mass flow rate rather than volume
flow rate. The reason for this assumption will become
clear in Section 4.

Hence, to simplify the discussion, we typically say
that input and output to a component are temperature 7.
Clearly, models that treat moist air also have water vapor
mass fraction X,, as input and output. Except for the dis-
cussion of dehumidifying or humidifying components,
we do not specifically mention water vapor mass frac-
tion as other components conserve mass. Furthermore
the discussion also holds if one were to use specific en-
thalpy rather than temperature as input and output vari-
ables.

3 FMI Standards

FMI 2.0 defines two standards: FMI for model-exchange
(FMI-ME) and FMI for co-simulation (FMI-CS): In
FMI-ME, the host simulator is responsible for the numer-
ical integration of the model equations, whereas in FMI-
CS, the FMU implements its own mechanism for advanc-
ing the values of its state variables. FMI-CS provides no
mechanism for an FMU to output an instantaneous reac-
tion to a changed input value.?> Hence, FMI-CS cannot be
used for steady-state component models of HVAC equip-
ment. However, FMI-ME is applicable. Specifically,
FMI-ME allows to set inputs by calling fmi2SetReal
followed directly by fmi2GetReal to obtain outputs.
Furthermore, the standard says that fmi2SetReal "re-
initializes caching of variables that depend on these vari-
ables [being set]". Hence, fmi2SetReal causes the
equations to be evaluated. Therefore, we restrict this dis-
cussion to FMI-ME.

4 Direct input-output dependencies
of thermofluid flow components
and systems

The purpose of this section is to provide guidance to
users and developers who connect multiple thermofluid
flow component models so they understand when
algebraic loops are performed, and how such algebraic
loops can be avoided. While in general the existence

3 Specifically, FMU-CS does not allow calling fmi2SetReal
followed by fmi2GetReal without first invoking fmi2DoStep
(see p. 104 of the standard). Furthermore, fmi2DoStep does not
allow a communication step size of 0.

of algebraic loops can readily be obtained from the
translation information of Modelica tools, the insight we
give in this section should inform users and developers
a-priori about how different component formulations,
system compositions and media selections affect the
existence of algebraic loops, and how such algebraic
loops can be avoided. Based on these discussions, we
also provide recommendations for efficient component
model formulation.

Questions that this sections answers are:

1. Suppose we know the mass flow rate at each flow leg.
Under which arrangements do FMUs, each represent-
ing a steady-state fluid flow component, cause an al-
gebraic loop?

2. How does the answer to the above question change

if computing the value of the mass flow rate requires
solving a flow rate versus pressure drop calculation?

3. Under what conditions does the use of the regulariza-

tion function to treat near zero mass flow rates cause
algebraic loops, and how can they be avoided?
In the next section, we discuss direct input-output de-
pendencies in major HVAC components, and afterwards
discuss situations where these components are connected
to form HVAC systems.

4.1 Major HVAC components

This section describes the direct input-output dependen-
cies of major HVAC components under the assumption
that they are modeled steady-state, as is common in
building energy simulation. The purpose of the discus-
sion in this section is to understand what outputs depend
directly on what inputs and how direct dependencies can
be reduced.

4.1.1 Heater

heater

Legend

— 3 pressure

3 Mmass flow rate

—— temperature in design flow direction

______ » temperature in reverse flow direction

Figure 3. FMU of a heater.

We will start with a simple component of a heater that
injects a known amount of heat Q into a fluid stream. In
such a component, the outlet pressure is p, = p,+ f(7itg)
for some function f: R — R, and the outlet temperature
is Ty = g(ritg, 1(T,)) for some function g: R x R — R.
For example, for an ideal water heater, g(r,, 1(T,)) =
U(T,) + Q/(mqacp). We will depict graphically such a
component as shown in Figure 3, where the arrows indi-
cate inputs (for this component, inputs are on the left and
outputs on the right). The dotted lines inside the compo-
nent show on what inputs an output directly depends on.
We selected to use this graphical representation rather
than writing the incidence matrix as the graphical repre-
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sentation allows us to graphically connect components to
form HVAC systems.

4.1.2 Dehumidifying or humidifying components

humidifying or
dehumidifying component
(with exact mass balance)

humidifying or

dehumidifying component
(mass balance ignores change
in water vapor)

Legend

—3 Ppressure

—— Mass flow rate

— 3 temperature in design flow direction

______ >» temperature in reverse flow direction

Figure 4. FMU of a humidifying or dehumidifying compo-
nent. The component on the right implements Recommenda-
tion 4.2, and hence the red dashed line is removed.

We now discuss the situation in which the heat ex-
changer in Figure 3 dehumidifies or humidifies the air.
This can be the case for a humidifier or for a cooling
coil that cools the air below its dew point. In this situ-
ation, the rate of heat and mass transfer affect the out-
let mass flow rate. Therefore, if the outlet mass frac-
tion of the humidifying or dehumidifying component
depends on the thermodynamic state of the inlet fluid,
which generally is the case, then the pressure drop equa-
tions are coupled to the heat transfer equations. Hence,
such a component has the structure shown in Figure 4.
Note that for this component, there generally is no need
to properly characterize its thermodynamic behavior for
reverse flow because such equipment is only operated
when the fan is on. When the fan is off, small re-
verse flows may occur, but for this situation, it suffices
to set T, = 1(7T}) and X, = 1(X}), or T, = Tyefauy and
Xo = 1(Xgefauir)» where Tyepaur and Xgefqur; are default
values for temperature and mass fraction. The latter ver-
sion can lead to smaller system of equations if compo-
nents are used in a flow network.* We therefore de-
cided in Figure 4 that the change in mass flow rate has
the functional form riry, —ri, = f (ring, 1(T), 1(X,)) rather
than ry, — my, = f(my, 1(T,), 1(X,), 1(Tp),1(Xp)). Le.,
the thermodynamic properties of the reverse flow are not
used to compute the amount of humidification or dehu-
midification. We therefore make the following recom-
mendation:

Recommendation 4.1 7o reduce the number of direct
input-output dependencies of components that humid-
ify or dehumidify the air, such components should im-
plement for the reverse flow port_a.h_outflow=
Medium.h_default, where Medium.h_default
is the default specific enthalpy of the medium. Otherwise,

4See https://github.com/iea—-annex60/
modelica—-annex60/issues/281 for a discussion.

the energy equations for the backward flow become part
of the residual functions of the pressure and mass flow
rate equations.

Because the outlet mass flow rate is my, = i, (1 +
AX,, ), where AX,, is the change in water vapor mass frac-
tion across the component, this component couples the
energy calculation to the pressure drop versus mass flow
rate calculations. However, in typical building HVAC
systems, AX,, < 0.005kg/kg. Hence, by tolerating a rel-
ative error of 0.005 in the mass balance, one can decou-
ple these equations. Decoupling these equations avoids
having to compute the energy balance of the humidifier
and its upstream components when solving for the pres-
sure drop of downstream components’. We therefore
make the following recommendation:

Recommendation 4.2 [f an error in the mass balance
of about 0.5% is acceptable, then one can implement a
humidifier or dehumidifier that neglects in the mass bal-
ance equation the change in water vapor mass fraction.
This can allow computing the mass flow rate versus pres-
sure drop equations without having to couple the energy
balance, or the control input of a humidifier or dehumid-
ifier; to these equations.

As in building simulation, there is considerable uncer-
tainty in air flow rate calculations, and also because
larger effects such as duct leakage are generally ignored,
taking a relative error of 0.5% into account seems ac-
ceptable in typical applications. See also Jorissen et al.
(2015) for a discussion.

4.1.3 Fan

fan (head dependent
on actual density)

fan (head simplified to be
independent of actual density)

Legend

———» pressure

——» Mass flow rate

— temperature in design flow direction

______ 3 temperature in reverse flow direction

Figure 5. FMU of a fan. The component on the right imple-
ments Recommendation 4.3, and hence the red dashed line is
removed.

According to the laws of fluid dynamics, the pres-
sure rise over a fan is related to the volume flow rate
rather than the mass flow rate. Therefore, the functional
form for the fan head is pp — p, = f (g, 1(T,), 1(Xy,))
and the input-output dependency is as shown in the left-
hand side of Figure 5. However, if one were to simplify

5In the Buildings library, only downstream components are af-
fected because the humidifier evaluates a component’s pressure drop
for i1, and not for riyy,.
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the fan laws and use a constant mass density, then the di-
rect input-output dependency of the inlet thermodynamic
properties could be eliminated, as shown in the right-
hand side of Figure 5. We therefore make the following
recommendation:

Recommendation 4.3 [f the operating temperature of a
fan (or pump) does not change much, or if large uncer-
tainties exist in parameters or the models for the pressure
drop calculation of the duct (or pipe) network, then one
should assume a constant mass density in the fan model,
as this leads to fewer coupled equations.

4.1.4 Heat exchanger between supply and return air

heat exchanger

!
1
!
i
!

Y

Legend

———» Pressure

———3 mass flow rate

———3 temperature in design flow direction

______ 3 temperature in reverse flow direction

Figure 6. FMU of a component that exchanges heat between
two fluid streams.

Figure 6 shows the direct input-output dependency of

a heat exchanger. On top left is the inlet of one fluid

stream and on the bottom right is the inlet of the other

fluid stream. Such heat exchangers are typically modeled
using two different implementations.

1. The simplest form is a constant effectiveness heat ex-
changer. In this situation, the rate of heat transfer is
O = €Cpin (Tin.1 — Tina), where € € (0, 1) is a con-
stant, Cpin = min(|ritg1 ¢p 1], |Ma2cp2|) is the min-
imum heat capacity flow rate and 7;,; is the inlet
temperature of the fluid 1, which is equal to 1(7,1)
or 1(7,1). Hence, the in-streaming thermodynamic
properties of the forward and reverse flow must be
known in order to compute the thermodynamic prop-
erties of the out-streaming fluid for forward and re-
verse flow.

2. A more elaborate model is one that uses the € — NTU
model. In this situation the same direct input-output
dependency is obtained as for the model with constant
effectiveness.

This discussion shows that heat exchangers lead to com-

plex direct input-output dependencies. If one were to

compromise on not being able to properly compute the

heat transfer if one or both streams reverse their di-

rection, then one could simplify the model to the form

shown in Figure 7. Here, we changed the model so that

the transferred heat is zero if any of the flows is differ-
ent from the design flow direction. Initial experiments
indeed confirmed that such a simplified implementation
leads to smaller systems of coupled equations. We there-

heat exchanger

Legend

——3 pressure

——» Mass flow rate

—» temperature in design flow direction

______ 3 temperature in reverse flow direction

Figure 7. FMU of a component that exchanges heat between
two fluid streams but with the simplification that no heat is
exchanged if any of the flows is different from the design flow
direction.

fore make the following recommendation:

Recommendation 4.4 If the thermodynamic behavior
of a heat exchanger under reverse flow directions is not
of interest to the application, then the equations should
only be formulated for forward flow. For reverse flow sit-
uations, one should simply assign Ty x = 1(T, ) for both
streams k € {1,2}. Note that reverse flow may occur in
HVAC systems due physical reasons such as wind pres-
sure on the facade (when the fan is off) or due to numeri-
cal artifacts because numerical solvers only compute an
approximate numerical solution and hence small nega-
tive flows can exist when the HVAC system is off.

4.1.5 Temperature or humidity control

The user guide Annex60.Fluid.Sensors.
UsersGuide and of libraries that use Annex60, such
as AixLib, Buildings, BuildingSystems and
IDEAS, recommend to measure temperature, relative
humidity, mass fraction, trace substances and specific
enthalpy with a sensor that has two ports, and use a
dynamic balance to compute the measured quantity.
This dynamic balance has shown to be beneficial in large
systems that can have zero flow rate. If such sensors
are used as an FMU, they have the advantage that the
dynamic balance causes the measured quantity to be a
state variable. Hence, if used in combination with a P or
PI controller, the use of this state variable avoids having
to solve an algebraic loop.

Therefore, in the subsequent discussion, we will as-
sume that a dynamic sensor is used.

4.2 Components in series

Figure 8 shows four FMUs in series. This represents
the case where a mass flow rate of outside air is con-
ditioned and transported to a room that has a dynamic
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component 1
(outside)

component 2
(heater)

bc

to residual function
to iterate on mass flow rate

component 3
(fan)

component 4
(room)

bc

bc oriv

bc

v

Legend

— 3 Ppressure bc: known boundary condition

> mass flow rate
— temperature in design flow direction

______ > temperature in reverse flow direction

iv: independent variable, solution to linear or nonlinear eqn.

s: state variable

Figure 8. FMUs connected in series.

energy balance, and hence the room air temperature is a
state variable whose value is determined by an integra-
tion algorithm. The outside air imposes a pressure and
temperature boundary condition. The outdoor mass flow
rate is either an independent variable or a boundary con-
dition. In the first case, the outdoor mass flow rate is
iterated upon until the pressure equations are satisfied.
In the second case, the pressure drop equations could be
removed from the set of equations.

The equations for this arrangement can be solved as
follows. First, by assumption, the pressure drop only
depends on the mass flow rate and not on temperature.
Therefore, the mass flow rate can be solved iteratively
by setting an initial value, evaluating the pressure drop
equations of component 1, 2, 3 and 4 in series until a
convergence criteria on the difference between the out-
let pressure of component 3 and the room air pressure
(component 4) is met. Once the mass flow rate is known,
components 1, 2, 3 and 4 can be called in sequence to
obtain the temperatures for the forward flow direction.
For the reverse flow direction, components 4, 3, 2 and 1
need to be called in sequence.

The red line in the fan of Figure 8 is only present if
Recommendation 4.3 is not implemented. In this situa-
tion, the energy equation of the heater need to be eval-
uated in order to compute the mass flow rate, thereby
increasing the number of operations required to evaluate
the residual function.

Analyzing Figure 8 leads us to the following remark:

Remark 4.1 Evaluating the energy equations for for-
ward flow and then for backward flow is only possible if
the energy equations only depend on the thermodynamic
state of the inflowing medium. For example, if a compo-
nent were to use the regularization

h_in = spliceFunction/(

pos = inStream(port_a.h _outflow),
neg = inStream(port_b.h_outflow),
X = m flow,

deltax = m_flow_nominal/100)

then the thermodynamic properties of the backward flow
must be known to compute the thermodynamic properties

of the forward flow. Moreover, if, in Figure 8, compo-
nents 2 and 3 both use the above spliceFunction,
then a nonlinear equation must be solved to compute the
thermodynamic properties.

Hence, we make the following recommendation:

Recommendation 4.5 Regularization in which the ar-
guments of the regularization function directly depend
on the thermodynamic properties of the forward and re-
verse flow should be avoided as this can lead to nonlin-
ear equations.

Note, however, the following:

Remark 4.2 Simply replacing

h_in = spliceFunction/(
pos = inStream(port_a.h_outflow),
neg = inStream(port_b.h _outflow),
X = m flow,
deltax = m_flow_nominal/100)

with

h in = if m _flow >= 0

then inStream(port_a.h_outflow),
else inStream(port_b.h_outflow);

is not a solution to Recommendation 4.5. In fact, this
would also lead to a non-linear equation, but with a
discontinuity in the residual equation, which can lead
to problems in Netwon-Raphson solvers. Rather, one
could attempt to set h_in=inStream (port_a.h_
outflow) and let the transfered heat go to zero as the
mass flow rate approaches zero from above.

4.3 Components in parallel

Figure 9 is as Figure 8 except that it has two rooms, each
with a variable air volume (VAV) terminal. The VAV ter-
minals can increase the flow resistance based on a con-
trol signal, and possibly provide heating or cooling (here,
we assumed no dehumidification at the terminal unit).
To implement such a system, a flow splitter is needed.
The flow splitter has as an input the split of the mass
flow fraction between the two outlet ports. This input
is required as otherwise the splitter is underdetermined.
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component 1
(outside)

component 2
(heater)

component 3
(fan)

bc

to residual function to iterate on outdoor
mass flow rate and on split of room mass
flow rates

component 4
(flow splitter)

components 5 and 6
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Legend

—— pressure bc: known boundary condition
—— Mass flow rate

— temperature in design flow direction s: state variable

______ 3 temperature in reverse flow direction

iv: independent variable, solution to linear or nonlinear eqn.

Figure 9. FMUs connected in series that serve two rooms.

The input may be a variable determined by a numerical
solver. The VAV terminal has the same input-output re-
lation as the heater.

The equations for this arrangement can be solved as
follows: A solver determines the outdoor mass flow rate
and the split of the mass flow rates until the residual func-
tion of the pressure is satisfied. This can be accomplished
by evaluating the pressure drop equations of all FMUs
along the flow direction. If the fan does not implement
Recommendation 4.3, then the energy equation of com-
ponents 2 and 3 also need to be evaluated. Once the mass
flow rate has converged to its solution, components 1, 2,
3, 4,5, 6,7 and 8 can be evaluated for forward flow.
Finally, components 7, 8, 5, 6, 4, 3, 2 and 1 can be eval-
uated for reverse flow.

4.4 Air loops

Figure 10 shows an air loop that consists of the heat ex-
changer that implements Recommendation 4.4, two fans
that implement Recommendation 4.3, and a return duct.
The room conserves mass and has a pressure equation for
the outlet pressure. Therefore, during the iterative solu-
tion of the mass flow rate, convergence is checked on the
pressure of the exhaust air.

The equations can be solved as follows: First, compo-
nents 1, 2, 3, 4, 5, 6 and again 2 are evaluated to solve
for the mass flow rate. Next, the energy equation can be
solved for forward flow by evaluating components 5 (to
get the state 7)) and 6 to obtain the return air inlet temper-
ature of the heat exchanger. Then, components 1, 2, 3,
4 and 5 can be evaluated, which concludes the computa-
tions for the forward flow. For the reverse flow direction,
components 1, 5, 4, 3, 2, 6 and again 1 and 5 can be eval-
uated. Note that the order is not unique as one could have

started with component 5.

Remark 4.3 Note that the heat exchanger is called at
least four times if flow reversal is allowed, i.e., twice for
the iteration for the mass flow rate, once for forward flow
and once for reverse flow. Without flow reversal, the heat
exchanger is called at least three times. This indicates
the inherent inefficiencies when using FMUs for individ-
ual fluid flow components, rather than letting the sym-
bolic processor of a Modelica tool rearrange the equa-
tions to a block lower triangular form.

4.5 Control Loops

As discussed in Section 4.1.5, feedback control loops
for thermodynamic properties such as temperature or
humidity do not cause an algebraic loop if a dynamic
sensor is used. Specifically, if a sensor from the pack-
age Buildings.Fluid. Sensor is used and its time
constant tau is set to a value larger than zero, then
the sensor will output a state variable and hence the
feedback control loop does not cause an algebraic loop.
If tau=0 and the controller has direct feedthrough,
then such control loops for steady-state HVAC com-
ponents cause an algebraic loop. To avoid such al-
gebraic loops, the controller could be idealized and
implemented directly in the HVAC component, as is
done for example in the model Buildings.Fluid.
HeatExchangers.HeaterCooler_T.

5 Connector variables

In this section, we discuss the selection of the vari-
ables that will appear as inputs and outputs of the
FMU. We recall that Modelica.Fluid, Annex60.
Fluid and libraries that depend on it such as AixLib,
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Figure 10. FMUs connected in a loop with a heat exchanger between the outside air intake and the exhaust air.

Buildings, BuildingSystems and IDEAS, use
for the pressure the total pressure in Pascal, for the mass
flow rate kg/s and for the mass concentration for moist
air kg/kg total air. We will use the same variables for the
parameters, input and output signals of the FMU. While
the connectors in the above libraries use specific enthalpy
h, we will use the absolute temperature 7" in Kelvin in-
stead. The reasons for this selection are as follows:

1. If we were to use the specific enthalpy % as a connector

variable, then an FMU would not be self-contained.

Rather, to use the FMU, one would require knowledge

of the function that is used by the FMU to relate tem-

perature and mass fraction to enthalpy. Consequently,
exchanging models in FMUs would not be possible
without also providing such a function.

. In Modelica, using & is motivated as it allows mix-
ing of fluid streams in a port, e.g., in a port, f,,;x =
Y, max(0,m;) h;/Y,; max(0,r;), where h; is the en-
thalpy of the fluid that flows into the port. Using
temperature in the mixing equations that are gener-
ated by the fluid connections can give wrong results
as Ty = Y ;max(0,r;) T;/ ¥, max(0, ;) only holds if
the specific heat capacity ¢, is constant. However, this
is not a concern for FMUs as mixing in ports is sup-
ported in Modelica but not when FMUs are connected
among each other.

We also had to make a choice about using Kelvin or de-
gree Celsius for the temperature. Whereas users may be
more accustomed to use degree Celsius, we decided to
use Kelvin for the following reasons:

1. FMUs for model-exchange and for co-simulation not
only expose input and output signal, but also state
variable and parameters. The state variables in models
of the Buildings library are temperature in Kelvin.

Changing them to degree Celsius would require re-

designing the library, and hence using a unit conven-

tion in the Buildings library that is different from

what is used in the Modelica Standard Library.
2. Without such a redesign, FMUs would require some
temperatures in Celsius and others in Kelvin.
Many models have parameters for design tempera-
tures, and also compute outputs that are temperatures,
such as temperature sensors or the temperature of a
furnace. These quantities have units of Kelvin. Hence,
for all parameters and all such signals, a unit conver-
sion would need to be implemented, which would be
quite cumbersome. Moreover, such parameters and
variables may still show up as an FMU interface vari-
able, thereby introducing mixed units.

3.

Because using mixed units is confusing and error-prone,
we use Kelvin and propose that tools handle unit
conversions between the computed quantities and the
quantities that are displayed to the user, as is done for
example in Dymola 2016.

With these design decisions, an FMU that has two
fluid ports called inlet and outlet will have the fol-
lowing interface variables.

inlet.m_flow
p
forward.T
X w
¢}
backward.T
X w
C
where m_flow is the mass flow rate, p is the abso-
lute pressure (which is conditionally removed if use_
p_in=false) and forward and backward are the
thermodynamic properties for the forward flow and
backward flow. If allowFlowReversal=false,

then backward is removed. The thermodynamic vari-
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ables are temperature T in Kelvin, water vapor mass frac-
tion X_w in kg/kg total air, which is removed for water,
and trace substances C, which is removed if Medium.
nC=0.

6 Code optimizations lost by using
small FMUs

This section describes code optimizations that are no
longer done when models are shared as an FMU as op-
posed to sharing Modelica mode, because FMUs either
contain compiled code or C-code, neither of which al-
lows the level of computer algebra possible with Model-
ica. While the Modelica specification does not prescribe
the code optimization, most Modelica compilers are ex-
pected to conduct the optimizations described below.

1. Consider Figure 8. A Modelica compiler would use

one variable for the mass flow rate that enters the com-
ponent, and one for the leaving mass flow rate. Results
can be written efficiently by storing only the mass
flow rate #1y 5, that leaves component 1, and declaring
in the output file that sy, = riry 5, for k € {2,3} and
titg,q = 1y, for k € {2,3,4}. However, such knowl-
edge is no longer available if multiple FMUs are used.
Hence, mass flow rates must be set, read, stored and
written to disk multiple times. Similar discussions
apply for thermodynamic properties that remain un-
changed in a component, such as 7', X,, and C in an
air damper.
The efficiency loss that incurs if the output has
the same value as the input could, however, be
avoided using optional features of the FMI stan-
dard. For example, first, if variables share the same
valueReference in the modelDescription.
xml file, then they have the same value. Second, if
dependenciesKind="fixed" is declared in the
modelDescription.xml file, then the output is,
after fmi2ExitInitializationMode, equal to
a fixed factor times the input, and hence a master al-
gorithm can deduce that they are equal. Dymola 2016
uses the latter construct.

2. Consider Figure 8. 1If 71y, is an iteration variable,
components 2 and 3 can be configured to compute
pressure drop as a function of the mass flow rate,
rather than mass flow rate as a function of the pres-
sure drop, thereby keeping the number of iteration
variables as small as possible. Such a selection is no
longer possible if a component is exported as an FMU.
See also Jorissen et al. (2015) for how this can affect
computing time.

3. Consider Figure 8. A Modelica compiler may do au-
tomatic differentiation of the Modelica code to com-
pute a symbolic expression of the Jacobian matrix that
is used to iteratively solve for the mass flow rate that
satisfies the constraint on the pressure.

4. In Figure 9, if the VAV terminals 5 and 6 both require
the evaluation of psychometric functions that depend

TSet
Q_flow

Figure 11. Block that contains a replaceable model of a heater
and that defines input and output signals for export as an FMU.

on its inlet temperature and humidity, which are equal
for components 5 and 6, then Modelica compilers can
compute these functions once and assign the results to
both components using what is called common subex-
pression evaluation.

5. If no pressure drop calculation is requested, in Mod-

elica it is possible to remove all these computations.
In FMUs, while computations can be disabled with a
boolean parameter, there will still be an input-output
dependency, causing a system simulator to wrongfully
believe that there is an algebraic loop.

6. If multiple components form a system of equations,

Modelica compilers may solve it explicitly if it is

small and linear. If it is nonlinear, a Modelica com-

piler can use block-lower triangularization and tearing

to reduce its dimension (Cellier and Kofman, 2006).
As a drawback when allowing these optimizations, one
would require a Modelica translator and a C-compiler
on the host simulator. Also, for large Modelica mod-
els that involve buildings and HVAC systems, translation
and compilation time can be in the order of minutes in
tools such as Dymola or OpenModelica. This, however,
could be reduced by compiling only the HVAC system,
and by doing incremental parallel compilation.

7 Implementation

We implemented the package Buildings.Fluid.
FMI that contains connectors, blocks that have replace-
able thermofluid components, examples blocks that can
be exported as FMUs, and examples in which we con-
nected these example blocks to form system models.
Figure 11 shows such an example block. In the mid-
dle is the actual thermofluid component. In this case, it
is a heater or cooler, but it may be a whole subsystem
that contains multiple thermofluid components as long
as it extends Buildings.Fluid.Interfaces.
PartialTwoPort. To the left and right are adaptors
that convert between the signal flow and the acausal fluid
connectors. At the bottom is the computation of the pres-
sure difference across the component. This is required
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as one adaptor needs to set the flow rate and the other
the pressure in order for the component to be balanced.
The connectors inlet and outlet contain the input
and output signals. The inlet connector is defined as
follows (most annotations have been removed for better
readability):

within Buildings.Fluid.FMI.Interfaces;
connector Inlet "Connector for fluid inlet"
import FMI = Buildings.Fluid.FMI;
replaceable package Medium =
Modelica.Media.Interfaces.PartialMedium
"Medium model";
parameter Boolean use_p_in = true
"= true to use a pressure from connector";
parameter Boolean allowFlowReversal = true
"= true to allow flow reversal";
input Medium.MassFlowRate m_flow
"Mass flow rate into the component";
FMI.Interfaces.Pressurelnput p
if use_p_in
"Thermodynamic pressure”;
input FMI.Interfaces.FluidProperties
forward(
redeclare final package Medium =
"Inflowing properties";
output FMI.Interfaces.FluidProperties
backward (
redeclare final package Medium =
if allowFlowReversal
"Outflowing properties";

Medium)

Medium)

end Inlet;

The connector Buildings.Fluid.FMI.
Interfaces.FluidProperties contains the
thermodynamic properties, and is defined as follows:
within Buildings.Fluid.FMI.Interfaces;
connector FluidProperties

"Type definition for fluid properties"

import FMI = Buildings.Fluid.FMI;

replaceable package Medium =

Modelica.Media.Interfaces.PartialMedium
"Medium model";
Medium.SpecificEnthalpy h
"Specific thermodynamic enthalpy";
FMI.Interfaces.MassFractionConnector X_w
if Medium.nXi > 0
"Water vapor mass fractions per kg total air";
Medium.ExtraProperty C[Medium.nC]
"Properties c_i/m";
end FluidProperties;
Note that we introduced the new connectors

Buildings.Fluid.FMI.Interfaces.
Pressurelnput and Buildings.Fluid.
FMI.Interfaces.MassFractionConnector.
The first was required to conditionally remove the
pressure from the connector. For example, if a user
is not interested in computing the pressure drop, then
setting the parameter use_p_in=false will elim-
inate p from the connector, remove all pressure drop
calculations and setting the pressure of the component to
Medium.p_default. We also decided to introduce
the new connector

within Buildings.Fluid.FMI.Interfaces;

connector MassFractionConnector =
Modelica.SIunits.MassFraction
"Water vapor mass fraction per kg total mass";

to avoid having a vector with one component for the
water vapor mass fraction. This was done so that the

FMUs have as an input or output for the water mass
fraction a scalar variable X_w rather than having a vector
with one component for the water vapor mass fraction.

In the Buildings library, when running the regres-
sion tests, for each model that is exported as an FMU
a file will be generated that shows the dependencies of
outputs, states and initial unknowns. This file can be in-
spected to see what dependencies thermofluid flow com-
ponents have, and the file will be used in subsequent re-
gression tests to verify that the dependencies do not in-
advertently change when models are revised.

8 Numerical experiments

8.1 Connector Variables

To benchmark the computing time with temperature T
versus specific enthalpy 4 in the FMU input and output,
we simulated an HVAC system. The HVAC system is a
VAV system with economizer, heating and cooling coil
in the air handler unit, and models of return duct, split-
ter, terminal heaters and controls. The FMUs either had
T or h as input and output variables. Internally, the mod-
els use enthalpy balance, and hence if T is an input and
output variable, a conversion from T to 4 is required for
the input and from 4 to T for the output. We exported
the components as nine FMUs from Dymola 2015 FDO1
and connected and simulated them in Ptolemy II (Ptole-
maeus, 2014) for the same number of steps. To bridge
from Java used in Ptolemy II to FMI, we used the Java
Native Interface (JNI). This experiment did not show a
difference in computing time.

Next, we simulated the Modelica implementations
with T or 4 in the inlet and outlet signals, connected to
a first order room response, directly in Dymola with the
Rkfix3 integration algorithm, without use of any FMUs.
This experiment also showed no difference in computing
time.

These two experiments indicate that there is no perfor-
mance penalty of choosing T rather than /4 for the input
and output signals.

8.2 Code optimizations lost by using small
FMUs

To investigate the impact of lost code optimization, we
simulated the HVAC model of Section 8.1 that was ex-
ported as either one or as nine FMUs. Both systems were
simulated in Ptolemy II for 35,040 steps, which would
correspond to an annual simulation with an average time
step of 15 minutes. The simulation time was 2 seconds
for the case with one FMU, and 3.4 seconds for the case
with nine FMUs. Hence, using nine FMUs increased the
computing time by 70%. The difference is attributed to
the lost code optimization in FMUs, the overhead of call-
ing many FMUs, and transferring data between outputs
and inputs of FMUs. Note however that the version of
Ptolemy II that we used for our experiments does not
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make use of the dependenciesKind information ex-
plained in Section 6, item 1.

9 Conclusions

The analysis in Section 4 showed that regularization
and the use of the inStream function can cause direct
input-output dependencies in FMUs that contain steady-
state HVAC equipment models. Recommendations to
avoid such dependencies are provided. We also pro-
vided various recommendations to implement approxi-
mate equations in thermofluid flow models that lead to
fewer input-output dependencies, and hence smaller cou-
pled systems of equations.

Our analysis showed that using multiple small FMUs
prevents system-level code optimization that is otherwise
done in Modelica. This was confirmed by our numerical
experiments.

For users, we provide a Modelica package that allows
export of thermofluid flow components and systems for
different media, with and without pressure drop calcula-
tions.

In summary, the efficiency of using FMUs for ther-
mofluid flow components strongly depends on compo-
nent design, and various code optimizations are lost
when using small FMUs rather than Modelica models.
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Abstract

This paper explores the possibility to include and
execute source code functional mockup units on Bosch
electronic control units. A prototypical realization is
presented, and assumptions as well as limitations are
documented. Special emphasis is laid on requirements
for the contained C-code. Furthermore, aspects for an
extension to adapt the FMI to the usage on automotive
embedded real-time systems are summarized.

Keywords: Automotive, FMI, Embedded Systems,
Electronic Control Units

1 Introduction

The Functional Mock-up Interface (FMI) is a well
received tool independent approach for model
exchange  (Blochwitz et al. 2011,2012) and a
promising candidate to become the industry standard
for exchange of models and cross-company
collaboration (Bertsch et al. 2014). From the beginning
in the MODELISAR project, a wide range of possible
simulation target platforms for FMI was foreseen,
ranging from offline simulation platforms over
Hardware-in-the-Loop (HiL) real-time systems to
embedded systems (Chombard 2012). While in the
offline simulation world FMI is well-established, this is
not the case for embedded applications.

This paper presents results of a prototypical FMI
implementation for physical models on automotive
embedded targets. Furthermore, the usage and
adaptation of the FMI as a standard for the automotive
embedded world is investigated.

Section 2 provides an overview of the state of the art
of physical models on real-time systems. In Section 3,
a prototype implementation of FMI on an Electronic
Control Unit (ECU) is introduced. Section 4 proposes
aspects for an extension to adapt the FMI to the usage
on automotive embedded real-time systems before
Section 5 concludes with a summary and an outlook.

2 Physical models for real-time systems

First, an overview of real-time systems is given where
physical models are already implemented using the
FMI standard (Section 2.1). Then, the status on
embedded systems is examined (Sections 2.2 and 2.3)
and the idea as well as advantages of the FMI on
embedded systems is presented in Section 2.4.

2.1 FMI for real-time systems: state of the art

The usage of FMI for real-time simulation is gaining
importance. The import of Functional Mock-up Units
(FMUs) is supported on major HiL systems in the
automotive domain, e.g., ETAS LABCAR (Mitrohin
2014). The same is true for rapid prototyping
applications (Brembeck et al. 2014). There are even
first applications of FMI for productive online control
and optimization tasks of power plants (Franke 2015).
All of these real-time applications have one thing in
common, i.e., they run on personal computers (PC) or
similar systems.

2.2 Embedded systems and ECUs

In contrast to real-time applications running on PCs,
software on automotive ECUs has special
requirements. Some of them are more generally true
for embedded systems, some of them apply only to
automotive embedded systems such as special coding
guidelines (MISRA 2013) or software architecture
(AUTOSAR 2015).

Typically, a modern vehicle has a lot of different
ECUs for different tasks such as a vehicle control unit,
an electronic stability control unit, and last but not least
an engine control unit for internal combustion engines.
ECUs are embedded systems with a different design
compared to other computer systems such as PCs:
Usually they have restrictions on
® memory usage,

e power consumption as well as computational
power,
e hard real time requirements, and

DOI Proceedings of the 11" International Modelica Conference 43

10.3384/ecpl1511843

September 21-23, 2015, Versailles, France



FMI for Physical Models on Automotive Embedded Targets

e available libraries: Not all mathematical functions
known in the offline world, e.g., as declared in
math.h, are available for embedded targets.

2.3 Physical models on ECUs: state of the art

Physical models play an important role in the advanced
control of internal combustion engines. Application
fields are, e.g., in the advanced control of the air
system of internal combustion engines. Also the real-
time capable implementation of advanced numerical
methods such as implicit discretization of stiff ordinary
differential equations for ECU software functions have
been successfully implemented (Wagner et al. 2008)
and are used in real-life applications. One major
advantage of physical models is that they can reduce
calibration effort and the number of characteristic maps
(Seuling et al. 2012).

The demand for the implementation of physical
models is rapidly growing due to the growing
complexity of systems (e.g., hybrid electrical systems),
higher demands on control and diagnosis due to
efficiency and legislation. There is a need for new
model-based methods for
e virtual sensors, i.e., observers,

e model-based diagnosis,

e inverse physical models as feed forward part of
control structures, and

e model predictive control.

In many cases the solution of the physical equations
can be separated from other of the control algorithms
and thus this part could be encapsulated an FMU. An
example for this is shown for the model-based
diagnosis, as depicted in Figure 1.

input output
e M Process

Knowledge
of faults

Residual
evaluation

Process Model
as FMU
Residual generation

Figure 1: Encapsulated physical model as FMU in
model-based diagnosis, adapted from (Ding 2013)

For the offline development and simulation of such
physical model, powerful tools are available. However,
the generated C-code from the majority of the tools
cannot be ported directly to an ECU. Today, these
models are often (re-)implemented individually for the
specific use case on the ECU. This requires expert
knowledge and significant effort.

Furthermore, there is no standardized interface for
physical models available on the ECU. Although the
AUTOSAR standard is widely accepted in the
automotive domain, it is not supported by typical
modeling tools for physical models. Also, AUTOSAR

does not provide an interface for solvers of Ordinary
Differential  Equations (ODEs) and related
mathematical description.

2.4 The idea and advantages of FMI on the ECU

The idea of using FMI not only in PC-based
environments but also for embedded systems is already
considered as a possibility in the existing FMI
standard. Our motivation to work in this direction is to
facilitate the implementation of physical models on the
ECU by defining re-usable interface-functions and
numerical algorithms. This enables improvement in the
development process for physical models within ECU
software: The models could be seamlessly reused from
early design (offline), over rapid control prototyping,
and then finally ported to the ECU. This will also
facilitate the collaborative development of ECU
software between original equipment manufacturers
(OEMs) and their suppliers in the context of physical
models.

There are a lot of tools available for physical
modeling that support the FMI standard (also with
C-code generation), but only very few that support the
AUTOSAR standard. In a first step, one can apply the
prototype presented below for rapid (control)
prototyping purposes with physical models being
exported as FMUs from different tools.

Later — when additional requirements on the
included C-code would be fulfilled and the standard
would be adapted — it could also be used to exchange
code for real ECU projects. The core question is how
to integrate the FMU and its numeric framework into
an ECU software architecture like AUTOSAR.

3 Prototype implementation of FMI on an
ECU

A first prototype for using FMI as an intermediate
format in AUTOSAR was described in (Thiele et al.
2011) with the intention of using FMI as a lean
standard to exchange software components. There it is
pointed out that compared to AUTOSAR, the FMI
standard is much smaller and more straightforward,
and support of the FMI standard is a more manageable
task. Additionally, (Thiele etal. 2011) describes in
detail the mapping of FMI and AUTOSAR
XML configuration files and interfaces. In our
approach this is done in a similar way, as described in
Section 3.2.1. However, in contrast to our intention, the
emphasis of (Thiele etal. 2011) was on pure control
software and on the software architecture. In this paper,
the focus is laid on porting physical models to an ECU
and actually computing them on the target platform.
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Figure 2: Bosch MDG1 ECU

As a demonstration platform the latest ECU
platform of Bosch for powertrain applications is
selected - the new “MDGI1 ECU” as depicted in
Figure 2. It is a scalable multi core processor system,
see (Riiger et al. 2013) for details. As shown in
Figure 3, this platform supports both application
software (ASW) in a Bosch specific format compatible
with former Bosch ECU generation “MEDC17”, and
AUTOSAR. The base software is fully AUTOSAR
compliant and communicates with the AUTOSAR
application software via the run-time environment
(RTE) and with MEDC17 application software with a
Bosch-specific interface.

This is the platform for which the execution of
FMUs has been prototypically realized within the real
ECU software infrastructure (i.e., the build toolchain
and special compilers).

Migration to AUTOSAR

‘.
I

AUTOSAR 4.0

Application SW i ot Asiy
Components

ploct
]

MEDC17 Adapter RTE

1 I 1 0 1

MEDC17

AUT O SAR °°“""°]

Drivers

(infineon ~ Microcontroller pC1 ""!—;';i-‘—'

Figure 3: Software architecture of MDG1 ECU,
(Riiger et al. 2013)

3.1 Considerations for the prototypical porting
of FMUs to the ECU

The prototype is intended to work with source code
FMUs from publicly available modeling tools. These
tools were selected by inspection of the generated
source C-code, w.r.t. the criteria listed in Section 4.2.
As even the most suitable C-code did not fulfill all our
requirements, modifications of the C-code are
necessary. For this purpose a conversion tool was
developed to perform this semi-automatically.

When considering the usage on FMI for embedded
software, one has to choose between model exchange
or co-simulation FMUs. Both types of FMUs have
their pros and cons: co-simulation is closer to task-
based execution in ECU software, while model
exchange can interface special re-usable numerical
algorithms optimized for the ECU that can be provided
within a solver library.

The choice of the FMU type also depends on what
the modeling tool can export: Some tools export very
good variable step solvers for co-simulation FMUs
intended for the PC-world but with no chance to
compile and use such solvers for an embedded target.
More suited for embedded targets are inline integration
methods (Elmqvist et al. 1995).

On the other hand, model-exchange FMUs can take
advantage of optimized solvers and numerics for the
target platform without the above mentioned target
dependency of the FMU. For this reason both, co-
simulation and model exchange FMUs, are selected.
However, regarding real-time capability, especially for
model exchange FMUs, the prototype only supports a
subset of the FMI standard necessary for the
description of continuous ODEs neglecting events. The
assumptions and limitations of the implementation are
described in Section 3.4.

3.2 A prototypical workflow to bring FMUs on
Bosch ECUs

This  prototypical ~ workflow  addresses  the
transformation that an FMU must go through to be a
part of an ECU software component, by utilizing the
available ECU resources and numerical capability.

The whole conversion process can be done in a

preparation phase offline on a development platform

(typically a PC), where

e the FMU is unzipped,

e themodelDescription.xml file is parsed and
mapped to the corresponding configuration
XML file on the ECU software side, and

e the C-code is manipulated so that it can be
compiled for the target ECU within the standard
ECU software architecture before finally

e the manipulated C-code is included in an
application software component that can be
included in the overall ECU software.
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Then, the software can be compiled and flashed to the
ECU and then executed and validated.

3.2.1 Mapping of configuration files and interface
definitions

The data description file of the FMI standard
modelDescription.xml must be converted to the
data description format for ECUs (e.g., ARXML in
AUTOSAR). This is performed analogously to the way
described by (Thiele et al. 2011). This task is done by
the first stage of a script-based conversion tool (see
Figure 4).

FMU SW Component

sources '

| spring.c
document tation
| modelDescription xml

ECU SW Component

- siing e

[ spring_fmu_infh
[ spring_fmu_pavastaml

I modeLpng [ spring_fmu_priv.h

i [ spring_fmu_pub.h
Conversion Tool

Figure 4: FMU file artifacts converted automatically into
an ECU compatible software component

3.2.2 Conversion of C-source code from FMUs to
ECU software C-code

Some changes like the selection of suitable data types
(e.g., single precision float for fmi2Real) can be
configured in the platform dependent configuration
files fmi2TypesPlatform.h and
fmi2Functions.h.

For other changes the second stage of the tool-
supported conversion process applies: the C-code
contained in the source code FMUs is converted to
C-code that can be compiled for an ECU with the
standard toolchain for Bosch engine control software.
Since the FMU source code is generated from
simulation tools typically operating in a PC
environment, there are some code adaptations involved
in the process of running them on ECU. However, the
goal is to keep the code change as low as possible.
Some examples of the changes of the C-code are:

e  All macro definitions in fmu . c must be moved to
private headers to avoid multiple definitions while
compiling multiple FMUs together. For example,
definitions such as the following should be put in
private headers:

#define NUMBER OF REALS XX
#define NUMBER OF INTEGERS YY

e Information from FMUs that must be exposed to
the outside shall be defined in public header files,
e.g., reference to the FMU interfaces or function
declaration prototypes such as
void modelName fmiZinstantiate(..);

e  Some header inclusions generated in FMU source
files like stdio.h, math.h etc., must be
removed or excluded since they are not available
on the embedded platform.

e  Mathematical function calls must be mapped to
the available functions from the AUTOSAR base
software.

e  Floating point variables and constants within the
code have to be converted to single precision. A
notable compiler specific change is that for any
arithmetic expression in model equations where
float constants are used, they must be suffixed by
f to enable the compiler to identify that it is a
single precision float variable and not double
precision. This means that the original code
mu* ((1.0-x0*x0) *x1)-x0;
is replaced by
mu* ((1.0£-x0*x0) *x1) -x0;

e Implicit type castings are replaced by explicit type
castings.

e  Any explicit print functions like fprintf (),
printf () should be removed.

The structure of the C-code contained in source code
FMUs is very specific to the exporting tool. At the
moment FMUs generated from three different tools are
supported. The conversion of the C-code is performed
mainly automatically, but still the inspection of the
modified C-code and some manual adaptations are
necessary.

3.2.3 Modification of memory allocation

On the ECU, dynamic memory allocation is not
allowed. Instead, the memory demand must be known
at compile time. Therefore, the required memory must
be pre-allocated and later assigned via the FMI
callback function allocateMemory (). However, it
is not sufficient for the ECU implementation of the
callback function to return just a pointer to any free
space in memory. Instead, memory for each variable is
pre-allocated individually and the correct memory
location for each allocation request must be returned.
This is important for debugging and calibration. The
respective tools must be able to map the variable
names to the resp. space in memory. For instance, a
model might use a struct containing the parameters
a, b, and c. Here, the calibration tool must be able to
unambiguously map the variables a, b, and ¢ to their
respective locations in memory.

3.2.4 Concept of FMU computation algorithm

The modified C-code is called by the “FMU
computation algorithm” which takes the role of the
solver in the case of model exchange FMUs and the
master algorithm in the case of co-simulation FMUs.
This FMU computation algorithm is the application
software component that can communicate with the
other parts of the ECU software and is scheduled by
the operating system.

The FMU computation algorithm can make use of
solver libraries in the case of model exchange. It
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interacts with the modified C-code from the FMUs via
the standard FMI interface functions according to the
supported part of the FMI standard calling sequence.

This design enables easy integration of FMU
components as ECU components, thereby enabling
interfacing with the FMU computation algorithm,
solver libraries, and other ECU components. A
graphical representation of the FMU software
components’ organization inside the ECU is shown in
Figure 5.

FMU Software component

Modified FMU C-code
fmu.c/.h

‘ FMI Interface Functions ‘

FMU
Solver

“ Computation
fmu_solver.c/.h

Algorithm

compute_fmu.c/.h

MEDC17 Adapter / RTE

Figure 5: FMU software component for model exchange
FMUs

As shown in the depicted setup, the FMU is
accessed via the FMI interface functions, thus keeping
the FMU’s C-code with minimal changes while
executing it on the ECU. The FMU computation
algorithm is a combined set of functions defined,
organized and distributed across different source files
under a common container.

3.2.5 Example: double mass spring damper model

Several FMUs have been ported to the Bosch MDG1
ECU with different properties of the physical models
such as number of states (up to >10), stiffness of the
included ODEs and physical domains covered. The
prototype workflow allows bringing physical models
very easily on the ECU in a fraction of the time
necessary to hand-code the model and solvers from
scratch.

m, Cy, dy m; Cy, dy
() — |
— —
S1, V1 S, Vo

Figure 6: Schematic representation of the double mass
spring damper model

To demonstrate the execution of FMUs running on
an ECU, a stiff model of a double mass spring damper
as depicted in Figure 6 is considered. This example
serves as a benchmark problem for a stiff powertrain
model that could be used in applications listed in
Section 2.3. For this simple model, source code FMUs
were generated with several Modelica-based
simulation tools. The size of the contained C-code
differed from 54kByte to 2.9MByte, i.e., differing by a
factor of more than 50. This correlated also with the
complexity and “readability” of the contained C-code
and is a first indication, how feasible it is to re-use this
C-code on embedded targets.

For the above model, the system of equations is
given by

S‘l = ‘lJl
myv; = ¢1(S; — 51) + di (v, —vq) (1)
§2 = UZ

MmyU, = €1(S1 — S2) + di (V) — V3) — 635, — dq v,

with the following parameters:

my,=m,=1kg, c;=c,=1N/m, d;=100Ns/m, d,=1Ns/m
and initial conditions:

$,=2m, v;=0m/s, s,=2m, v,=0m/s.

The solution calculated with a linear-implicit Euler
solver with a step size of 10 ms demonstrates the
expected damped oscillation of the masses. An explicit
Euler solver is unstable for the same step size, as
shown in Figure 7.

1,5 —Explicit Euler

| \
0,5
\ 5 10
-0,5

Time (s)

Linear Implicit Euler

Displacement (m)

%

Figure 7: Displacement of mass m, provided by explicit
and linear implicit Euler methods

This well know behavior of explicit solvers for stiff
ODEs with large time steps also demonstrates the
benefit of FMI for porting physical models on the
ECU: (linear-)implicit solvers can be easily realized
either by:
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e Co-simulation FMUs generated by exporting tools
supporting inline integration for implicit
discretization methods of ODEs (Elmqvist et al.
1995)

e Model-exchange FMUs providing a standardized
interface between the model equations (even with
the possibility to calculate the Jacobian matrix in
FMI 2.0) and an optimized implementation of
numerical algorithms for the target platform.

In this example, a model exchange FMU generated
from a commercial tool is used as well as our own
implementation of explicit and linear-implicit Euler
solvers on the Bosch MDG1 ECU.

3.3 Validation of FMUs running on the ECU

The computation results of the FMUs ported to the

MDG1 ECU are validated in several steps:

e  Creating reference signals by simulating the FMU
offline on a PC. The FMU can also be embedded
in a closed loop system model to derive
meaningful stimuli for the further tests.

e Compiling the modified FMU within an ECU
software with the Bosch standard toolchain and
creating a Windows DLL that can be tested within
the ETAS test tool RT2.

e Compiling the modified FMU within an ECU
software with the Bosch standard toolchain for the
target processor and running it on virtual
hardware (Leupers et al. 2012).

e Running the FMU on the real target platform
(Bosch ECU test board or series product).
Stimulate and measure with an ETAS LABCAR
Hardware-in-the-Loop (HiL) setup or a
measurement and calibration tool such as ETAS
INCA.

3.4 Restrictions of the prototype implementation

There are also some restrictions in the prototypical
implementation of FMU like no event handling for
model exchange and no variable step size for solvers.
Otherwise one would have to take additional measures
to guarantee real-time behavior and to map calculations
to ECU tasks. Special assumptions on the contained
C-code are made and adapted to the prototype to cope
with FMUs generated from three different tools
(including Modelica-based tools) which address the
desire of using FMUs from commercial tools.
However, C-code from many commercial tools is not
suitable to run on an ECU due to their size and
complexity since it was not intended to run on an
embedded system.

At the moment, the prototype does not yet fulfill all
requirements, e.g., regarding compliance with the
software  development guidelines for the C
programming language by the Motor Industry Software

Reliability Association (MISRA 2013), for series
engine control software.

With the successful prototypical implementation, the

next steps will be:

e  Usage of FMUs for the computation of physical
models as virtual sensors or in advanced control
and diagnosis tasks as described in Section 2.3.

e Extension of the offline preprocessing and
calculation algorithm for connected FMUs as well
as the connection to other software components

e  Full AUTOSAR support

4 Key findings and outlook

Based on the sample FMUs implemented on a Bosch
ECU, the key findings are summarized and an outlook
is given.

4.1 Aspects for embedded systems already
contained in the FMI standard

In the original development of the FMI, some
consideration was already given to the usage of FMI on
embedded systems (cf. the FMI 2.0 standard), resulting
in the following features which are required by such
systems:

e  Source code FMUs come with C-code, the most
common language to program embedded systems.

e [t is easy to replace data types (double precision
float to single precision float).

e  The interface description in an XML file can be
mapped easily to corresponding XML files for
ECU software components.

e  Co-simulation FMUs with fixed communication
step size can be mapped easily to ECU tasks with
periodic activation

e C(Callback functions are defined for memory
allocation and logging, which can be replaced or
disabled by special mechanisms for the target
platform.

4.2 Key findings: changes to source code FMU:s for
embedded targets

On ECUs, one is confronted with computation

limitations compared to the offline world or the real-

time PC environment. These limitations should be

reflected in an FMU that is suitable for applications

running on an ECU.

e  Limitation 1: Memory
The FMI purposefully leaves the organization of a
model’s data (e.g., parameters, internal variables)
to the FMU in order to achieve maximum
freedom. In contrast, ECU software is organized
with respect to memory to allow transparency,
simplicity, and efficiency. That means, if data
structures are left to the freedom of the
implementer, they still have to be transparent to
the outside at least so far as to allow
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parameterization and  signal  observation.
Currently, this is not possible with the FMI since
parameters, states, inputs, and outputs are not
exposed directly to the outside but hidden behind
access functions.

e  Limitation 2: Event handling
In general, events could increase the runtime for
real-time systems in an unpredictable manner.
There may be any number of events within a
second which all trigger their respective event
handling algorithms. Thus, in order to guarantee
that models with event handling satisfy real-time
requirements one will have to take extra
measures.

e Limitation 3: Algebraic loops
Similar to event handling, algebraic loops
generally have an unpredictable impact on the run
time of an FMU where they require an iterative
solution. This restriction applies both to connected
FMUs and to iterative solution methods within
one FMU.

e Limitation 4: User-interaction is impossible
Several features which make sense for offline
simulations are either overhead or even dangerous
for computations on the ECU. Such features
which are either supported or not explicitly
forbidden in the FMI include logging and 1/O
operations such as print ().

e  Limitation 5: Support functions
Support functions such as available from the
math.h library are usually not available on the
ECU. State of the art ECUs provide their own set
of support functions through an AUTOSAR
library. However, function names and usage of
these are generally different from their offline
counterparts.

e  Limitation 6: C-code compliance
Strict coding guidelines apply for source code that
is executed on an ECU. Such requirements are
standardized by the Motor Industry Software
Reliability Association (MISRA 2013).

e Limitation 7: Cross-compilation and object
code FMUs
As ECUs are quite special platforms, they require
special compilers and build processes as well.
Object file FMUs have to be cross-compiled
accordingly which requires the availability of the
suitable toolchain for the target platform

e Limitation 8: Available data types
In order to provide optimized code, the set of
available data types should be enlarged. For
example, one should be able to distinguish a
uint8 fromauint32 variable.

Beyond the mentioned restrictions, to achieve a
convincing performance of FMUs running on an ECU,
careful consideration of the target platform is required:

e The solver must be able to make use of the
platform’s computing capabilities, which differ
widely from one platform to another.

e  Computations are mostly performed using single
precision floats.

e  Heap and stack usage must be minimized.

4.3 Outlook towards a future FMI variant for
embedded systems

The limitations listed in the previous section will have
to be addressed by a possible future FMI standard.
Major changes to the existing FMI 2.0 standard will be
necessary that it does not seem to be possible to
include them very easily, as there will be not only
requirements on the interface such as for FMI today,
but also on the contained C-code. Thus, a variant of the
FMI standard especially for automotive embedded
targets and a connection to the AUTOSAR standard is
desirable. FMUs generated according to such a
standard could then be executed on ECUs without the
conversion steps presented in Section 3 of this paper.
Such FMUs could really be seamlessly used for all
cycles of the development process until running on
automotive embedded systems.

5 Summary

In this paper, it is shown by a prototype that the current
FMI standard with some modifications which are
highly tool-dependent allows the computation of
FMUs of physical models on an ECU (as a
representative for embedded controllers) as long as the
FMU satisfies some assumptions and limitations. This
was demonstrated for FMUs generated from different
tools on a Bosch MDG1 engine control unit, where the
modified FMUs have been included in the real
software build process. The prototype can be used for
rapid control prototyping with physical models.

For usage of FMUs out of the box in productive
ECU software, the standard will have to be modified,
mostly enforcing the above mentioned restrictions
(Section 4.2). ECU software must be lean, efficient,
and above all, safe. We foresee the benefits for the
establishment of an “FMI for automotive embedded
systems” for seamless model-based design until the
execution on the target platform.
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Abstract

Optimal climate control for building systems is facili-
tated by linear, low-order models of the building struc-
ture and of its Heating, Ventilation and Air Condition-
ing (HVAC) systems. However, obtaining these models
in a practical form is often difficult, which greatly ham-
pers the commercial implementation of model predictive
controllers. This work describes a methodology for ob-
taining a linear State Space Model (SSM) of Building
Energy Simulation (BES) models, consisting of walls,
windows, floors and the zone air. The methodology uses
the Modelica library IDEAS to develop a BES model,
including its non-linearities, and automates its lineari-
sation. The Dymola function linearize?2 is used to
generate the state space formulation, facilitating further
mathematical manipulations, or simulation in different
environments. Optionally this model can then be reduced
for control purposes using model order reduction (MOR)
techniques. The methodology is illustrated for the zone
air temperature in an office building. For this case, the
absolute error between the non-linear BES and its SSM
remains under 1 K and its yearly average is 0.21 K. The
original 50 states SSM could furthermore be reduced to
16 states without significant loss of accuracy.

Keywords: model predictive control, Dymola, building
energy simulation, linearisation, model order reduction.

1 Introduction

Building climate control uses around 18% of the to-
tal end energy in Europe (Perez-Lombard et al., 2008).
One way of reducing energy use is to develop more ef-
ficient control algorithms for the production and distri-
bution of heat and cold in buildings. Recent research
has shown that (near) optimal controllers such as Model
Predictive Control (MPC) can greatly improve the en-
ergy efficiency of buildings compared to traditional rule-
based-controllers (Gyalistras and Gwerder, 2009; Ver-
helst, 2012). However, its practical implementation is
hampered due to the difficulty of finding a controller
model that is simple enough to allow optimization within

a reasonable computation time but still accurate enough
to correctly predict the building behaviour. Linear mod-
els are preferred since efficient optimization algorithms
can then be used (Kummert, 2001; Sturzenegger et al.,
2012).

Controller models are often obtained using system
identification, i.e. fitting reduced order models based
on measurement data. Obtaining controller models for
buildings is an active research topic due to the complex-
ity of the systems and due to the difficulty or even im-
possibility of performing experiments allowing the iden-
tification of multi-input, multi-output building models
(Sturzenegger et al., 2014). An alternative approach is
to create models based on physical insight and knowl-
edge about the system. Lehmann et al. (2013) showed
that building energy simulation (BES) models are only
weakly non-linear. They set up a relative complex lin-
ear model based uniquely on physical data, which was
able to mimic the non-linear TRNSYS BES model with
an error smaller than 1 K. The accuracy of the model
is not enough for design purposes but it is sufficient for
MPC or sensitivity analysis. Sturzenegger et al. (2014)
automated their approach for deriving state space models
for MPC applications using the BRCM Matlab toolbox.
The toolbox needs a considerable amount of information
such as an EnergyPlus input file.

In this work, we propose an automated way of obtain-
ing accurate linear BES models based on a non-linear
model implementation in Dymola using the IDEAS li-
brary (Baetens et al., 2015). Section 2 describes the non-
linearities of BES models together with common sim-
plifications and Section 3 explains the linearisation tech-
nique. Section 4 describes the linearisation methodol-
ogy in IDEAS and Section 5 shows a validation of the
methodology. Section 6 briefly discusses a model order
reduction technique for the linear model and their use for
optimal controllers. Main conclusions are summarized in
Section 7.
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2 Non-linearities in Building Energy
Simulation Models and Common
Simplifications

Typically, BES models contain three major sources of
non-linearities. The first is longwave radiation, which
is typically described using the Stefan-Boltzmann law.
The second is the absorption of incident solar radiation
by windows, which is a function of the incidence angle.
The third is convective heat transfer, which is usually de-
scribed using correlations for the convective heat trans-
fer coefficient. These non-linear equations are first de-
scribed in this section, then a linearisation technique is
proposed. Other non-linearities in real buildings exist
(e.g temperature dependent emissivity, pressure depen-
dent air leakage, ...) but they are rarely modelled. They
will not be treated in this work.

Radiation Radiation is described by the non-linear
Stefan-Boltzmann law which is given by Eq. 1 for two
grey-bodies with surface areas A; and As.

Q1-2(t) = 0F 52 A (Tf(t) - T24(f)) (1

01_,» and Fy_, are the heat transferred from surface 1
to 2 and their view factor respectively, 0 = 5.670373 x
108 W/(m?.K*) the Stefan-Boltzmann constant, and 7
the temperature of body i.

Radiative heat transfer between room surfaces is of-
ten approximated using the Mean Radiant Temperature
model (e.g. in TRNSYS TYPE 56 ( S.A. Klein et al.,
2010)) or using the Radiant Star Temperature model (e.g.
in IDEAS (Baetens et al., 2015)) since it greatly sim-
plifies the computations without a significant loss in ac-
curacy (Liesen and Pedersen, 1997). This radiant star
temperature Ty, is derived from the energy conservation
equation in the radiant node and the temperature of each
surface Ay, is calculated using a distribution coefficient
Ry:

CA,

Okstar (1) = Re (T (1) = T (1))

2)
Eq. 2 is often linearised around nominal temperatures
Ty nom and Tyqppom (Eq. 3), which is an accurate ap-
proximation for small temperature differences. Figure 1
shows the approximation error for the heat exchange be-
tween two black bodies with view factor equal to one.

3)

Qk—>star(t) =c (Tk(t> - Tstar<t))
A
o8 @)

Rk ((Tk,nﬂm + Tvtar,nom) (Tkz,nom + Ts%ar.,nom)

The longwave radiation heat flow Qy,, x (¢) between ex-
terior surface k of the building with longwave emissivity

Linearization error: o (T* - 293.15% - 4 6 293.15% (T - 293.15) for T = 293.15 K
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o~ q
~ == =]

100 -

ok

Power W/m2

-100 -

-200
|

Power W/m2
®
o o
\

1
N
o

i i i i
-10 -5 0 5 10 15 20 25 30 35 40
Temperature T [degC]

Figure 1. Error made by the linearisation of the radiative heat
transfer equation between two black bodies with view factor
one.

€ and its environment can be modelled as:

Qlw7k(t) = GSIW,kAk (Tv‘,‘k(ﬁ - FCE,kYLt(t)

—(1=Fee ) T5(1)) ()
1cosiy

Fce,k = )

with Ty (¢), Te(t), Typ(t) the surface, celestial dome and
dry bulb temperature respectively, Fe.; the view factor
between the surface £ and the celestial dome, and i the
inclination of the surface. This equation is linearised by
default in IDEAS as:

Onwi(t) == ¢ (Tox(t)—
C/Fce.,chi(t) + (1 - Fce,k)T;b(t)>

(6)

with ¢ a parameter defined similar to Eq. 4.

Finally, the shortwave solar irradiation absorbed by
exterior surface k equals:

st,k ([) = esw,kAkEe,k (t) (7)

with E, ;(¢) the incident solar irradiation on surface Ay
as a function of time.

Absorption and transmission through glazing Heat
absorbed or transferred through windows is typically
highly non-linear as it depends on the spectral proper-
ties of the window, on the angle of incidence of the sun
and on possible shading. Typically, the window prop-
erties are pre-computed using specialized software and
delivered as an input to the simulation software. IDEAS
uses the software Wwindow 4.0 (Finlayson et al., 1993)
to pre-compute window spectral properties but it com-
putes the amount of absorbed and transmitted light dur-
ing the simulation, requiring trigonometrical transforma-
tions and lookup tables, which are non-linear functions.
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Convective heat transfer Two types of convective
heat transfer are present in buildings: exterior, forced
convection by the wind, and interior, natural convection
when forced ventilation is absent.

In IDEAS, the external convective heat transfer rate
Q. (t) between an exterior surface with area A; and the
outdoor air is based on Defraeye et al. (2011):

ch,k(t) = hcv<t)Ak (Tdb(t) - Tf,k(t))

he(t) = max {5.01(v10(t))0'85, 5.6} wmk Y
with convective heat transfer coefficient 4, (), dry bulb
ambient temperature Ty, (¢), surface temperature Ty ()
and the undisturbed wind speed at 10 meters above the
ground vio(2).

Eq. 8 is non-linear even if the convection coefficient
is an input due to the multiplication of input with input
(hev(t)Tap(2)) and inputs with state (he, (1) Tk (2)). If the
nominal values of 7,(¢) and Ty x(¢) are equal, Eq. 8 can
be linearised as:

ch,k (t) = Ijlchk (Tdb(t) - Ts.,k (t)) ©)

with /., the yearly average of the exterior convection co-
efficient.

The interior convective heat transfer rate of a wall,
ceiling or floor with surface area A; and an air node is
computed as:

Ok (t) = ey () Ak (Tap (1) — Ty (1))

g (10)
hewge(t) = my g D [ Tap (1) — T (1)

with Dj the hydraulic diameter, and -coefficients
k. The value of the coefficients are nj;.3 =
{1.823,-0.121,0.293} for vertical surfaces, nj3 =
{2.175,—0.076,0.308} for heated floors and cooled ceil-
ings and n;.3 = {0.704,—0.601,0.133} for cooled floors
and heated ceilings (Awbi and Hatton, 1999).

These interior convection equations can be linearised
in IDEAS using an average value for A,:

hevie 2 11 e DI | AT om | (11)
with AT,,,, the nominal temperature difference.
Heat diffusion through walls and floors Heat transfer

through walls and floors is characterized by convective
and radiative heat transfer at the surfaces and conduc-
tion through the solid layers. The latter is governed by
a partial differential equation (PDE). It extends in three
spatial dimensions and in time. However, the heat trans-
fer through walls and floor can often be approximated
using a one dimensional PDE due to the low thickness to
height and width ratio. The equations can then either be
solved using discrete Laplace transform (e.g. TRNSYS)
or using a finite volume method (e.g. EnergyPlus (Strand
et al., 1999)). In IDEAS, the finite volume method is
used, leading to a set of linear equations.

3 Linearisation Technique

The linearisation of a function consists of the first order
term of the Taylor expansion of this function around a
working point. Given a deterministic non-linear dynamic
system:

(12)

where x € R™ are the states, X are their derivatives, u €
R the inputs, and y € R" the outputs. The linearisation
of Eq. 12 around point p, £ (Xx, 1ty ) is defined as:

. of af
X—f(p*)+$p*(x—x*)+$p*(u—u*)
£ f(p,)+A%+Bi

f(p)+ag+ i N 13)
y=g(p*)+£ p*(x—X*)ﬂL% p*(u—u*)
2 g(p.) + C5+Di

where A, B, C,D are constant matrices.

The Dymola built-in function linearize2 of the
Modelica Linear System?2 library provides the possibil-
ity of linearising Modelica models (Otter, 2014). The
hybrid differential-algebraic equation system is treated
as an ordinary differential equation system at the lineari-
sation point and the partial derivatives of the functions
f and g are obtained by evaluation of the analytical Ja-
cobian if it is available. Otherwise a central difference
method is used. The function can also be used to trans-
form a linear model into a SSM.

It should be noted that even for a linear system, the
linearisation point p, used by the function linearize?2
should be chosen carefully to avoid numerical noise. The
states x, can be set using initial equations or start val-
ues. The inputs u, can be set using start values. The
default start value for the inputs in Dymola is zero
which can lead to significant error when evaluating the
derivatives using the central difference method.

4 Linearisation in

IDEAS

Methodology

This section describes how IDEAS was adapted to au-
tomatically obtain a state space formulation of a BES
model in Dymola. Firstly the linearization of the equa-
tions is discussed, followed by the model structure re-
quirements for SSM’s. Finally the SSM structure is de-
scribed.

4.1 Linearisation of the equations

Here we describe how the non-linear equations of the
Modelica BES models are conditionally linearised or
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Figure 2. Left: original model with non-linear equations. Right: Adjusted model structure with moved and/or linearized non-

linear equations. Component models are outer wall ‘OutWall’,

interior wall ‘IntWall’, Window ‘Win’, weather model inputs

‘Wea’ and HeatPorts embedded (Emb), convective (Con) and radiative (Rad). White triangles represent inputs to the model,

whereas black triangles represent outputs of the model.
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Figure 3. Illustration of the office building section, (Sourbron et al. (2013), p 5)

moved outside the model and replaced by model inputs.
Note that the moved equations should not depend on any
state variables.

Radiation As described in the previous section, all
longwave radiation equations can be linearised accu-
rately. If linearise = true, Eq. 2 and Eq. 5 are re-
placed by Eq. 3 and Eq. 6, respectively, where the square
root term is transformed into a model input for each dif-
ferent orientations and inclination. The solar irradiation
Egk) (t) required for the shortwave absorption is also con-
verted into a model input per orientation and inclination.

Window models Window models contain equations
for calculating the solar irradiance, the impact of shad-
ing and the amount of heat that is absorbed and transmit-
ted through the window. These are non-linear equations
indicated in Figure 2 by ‘Eq. Win’. Linearising these
equations would introduce large errors. Linearising them
at may for instance have the consequence that the so-
lar position and corresponding incidence angles become
fixed, which can cause a large underestimation of the so-

lar gains for windows. Therefore the absorbed and trans-
mitted heat flow rates are calculated outside of the model
and they are inputs to the linearised model, as indicated
in the right of Figure 2. Each window model is instanti-
ated twice, once inside and once outside of the linearised
model. The grey boxes in Figure 2 indicate which equa-
tions are removed and replaced by inputs. Note that the
window model is thereby split into two parts. A bus con-
nector winBus for each of the n,,;, windows is used for
connecting the inputs.

Convective heat transfer The interior convective heat
transfer is linearised using Eq. 11. AT,,,, was chosen
equal to the mean absolute temperature difference
between the window or wall and the zone air tempera-
ture. The exterior convective heat transfer coefficient
is simplified by using the yearly average convective
heat transfer coefficient %.,. These linearisations are
indicated on Figure 2 using green rectangles.

The remaining model equations, like thermal conduc-
tion equations, are already linear and they are retained.
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4.2 State space formulation

In the previous paragraphs all non-linear equations are
removed from the building envelope model. This linear
model needs to be converted into state space format. This
requires that all exterior connections are either inputs or
outputs, otherwise Dymola does not detect the connec-
tions. However, HeatPort connections Emb, Con and
Rad contain variables T and Q_flow that do not spec-
ify whether they are inputs or outputs. Each HeatPort
for the room thermal gains is therefore connected to an
input-output block h2 s, which either sets heat flow rate
Q_flow to a fixed input and temperature 7' to an output
or the other way around.

In order to propagate weather data inputs to all sub-
models, one weather bus weaBus with prefix input is
connected to each zone. The zone further propagates this
data to all its connected surfaces (walls, windows, ...) as
indicated by the dotted lines in Figure 2.

4.3 State space model structure

All non-linear equations are now removed and all con-
nections are either defined as an input or as an output.
The state space formulation can now be obtained by us-
ing the 1inearize2 function on the model containing
all components of the dashed green box in Figure 2. This
function returns matrices A, B, C and D. The SSM inputs
u are the heat flow rate or temperature for thermal gains
of the zones, the weather bus and n,;, window buses.
Outputs are either the temperature or the heat flow rate of
the transformed HeatPorts. Additional outputs can be
defined in the linearised model by adding RealOutput
components.

5 Validation

In this section, the methodology is applied to a test case.
The case is firstly described after which the methodology
is validated.

Case description The validation uses the cut-out of
a typical office building with South and North oriented
facades described by Sourbron et al. (2013) (See Fig-
ure 3). We only consider the building structure, which
consists of three zones (a corridor, a south-oriented and
a north-oriented zone) each equipped with a thermally
activated ceiling and floor composed of multiple layers
(floor tiles, air layer, screed, and reinforced concrete),
two external walls composed of multiple layers (plaster,
concrete blocks, mineral wool, and bricks), and two win-
dows. Each zone has a convective and a radiative heat
gain input and heat can also be injected at the core of the
thermally activated building parts.

The model is implemented with all details above in
Modelica using the IDEAS library (Baetens et al., 2015).

Table 1. Comparison between three models based on equation
types and equation formats.

Ref Lin SSM
Convection non-linear linear linear
Radiation non-linear linear linear
Model inputs non-linear non-linear non-linear
Other equations linear linear linear
SSM formulation no no yes

The model has 8434 variables and 50 differentiated
states. Once linearised, the model has 52 inputs. The
model uses the weather data of Uccle (Belgium).

Each of the heat flow rate inputs is set equal to the
sum of the two sinusoids of Equations 14-15, with t =0
at new year. The sinusoid with a period of one day and
one year respectively represent internal gains, and heat-
ing or cooling delivered by the HVAC system. The sinu-
soid parameters are tuned such that the zone temperature
remains around 22 °C.

. . ( 2mt mw

Sing =4+4sin (M)_2> (14)
. . 2rt

Siny = 13sin <31536000 - 14) (15)

Model description In order to validate the method-
ology, the zone temperatures of three models are com-
pared. The reference model is the IDEAS model
with non-linear radiative heat transfer (Eq. 3 and 6),
temperature-dependent interior convection (Eq. 11) and
wind speed dependent exterior convection (Eq. 8).

The second model is identical to the reference model
but it uses the linearised equations for the radiation and
interior and exterior convection. The model is then fully
linear except for its inputs.

Note that the linearisation of the exterior convection
coefficient can cause a heat flow rate error of more to 150
W/m? due to the wide range of h., (from 7 to 55 W/m2K)
and the potentially large difference between the ambient
dry bulb temperature and the surface temperature. For
the given example, the maximum deviation is 141 W/m?.
This error culminates when both wind speed and solar
radiation are high, which causes both a high heat transfer
rate and a high surface temperature.

The third model is the state space version of the
second model. The SSM is loaded into Dymola using
Modelica.Blocks.Continuous.StateSpace.

Note that the difference between the third and the
second model should be around the solver tolerance.

A comparison between the equation types and formats
of the three models is given in Table 1.
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Figure 4. Result comparison between three model types for a one year simulation. The top graph shows absolute temperatures,
while the other two graphs show absolute temperature differences.

Model comparison The three model versions are sim-
ulated in one model for a whole year using solver Dassl
with a tolerance of 107%. The zone air temperatures
are then compared. Figure 4 shows the southern zone
temperature of the different models, the average error of
the three zone air temperatures of the reference model
and the linear model, and this average error for the lin-
ear model and its SSM. The figure shows that the zone
temperature is excited over a realistic range. The CPU
time is also compared 1. Normalized CPU times tyom
are computed by subtracting the ‘CPUtime’ required for
a simulation that only computes the building model in-
puts. The CPU time ratio r; is computed based on the

. 1,
non-linear reference case: r; = 22"/ The total compu-

tnorm,i

tation time for the reference case is 290 s.

Figure 4 shows that the linear model is a good approx-
imation of the non-linear model as the absolute error re-
mains smaller than 1K and its average is close to zero.
This justifies the often made linear approximations in
building modelling. Figure 4 also shows that the trans-
formation of the linear model into a SSM does not intro-
duce significant errors, as expected. This indicates that
the model equations were successfully extracted by the
linearize2 function.

The linear model is faster than the non-linear model
with rj;, = 1.8. This can be expected because linear
equations typically require less operations and do not re-
quire non-linear algebraic loops to be solved. Interest-
ingly, the SSM is much faster with a rggy; = 8.5. This is

!Simulations are performed using Dymola 2016 and Euler integra-
tion using a fixed time step of 10 s and a duration of 107 seconds. Euler
integration is chosen to ensure that the same number of time steps is
performed.

because the state space model contains only 50 states and
therefore only 50 equations. The linear model contains
50 states and 453 additional® algebraic variables, which
also need to be computed, often requiring the analytical
solution of linear systems of equations.

These results suggest that the symbolic processing
could be improved, resulting in faster models.

6 Model Order Reduction

The obtained SSM of Section 5 is accurate but a large
number of states is used. This might be problematic for
model-based optimal controllers such as MPC. In this
section, we apply a MOR technique for different orders
and we investigate their simulation accuracy compared to
the original model. The comparison is extended by im-
plementing a state observer for each ROM and by com-
puting the 48-hours ahead prediction performance. The
prediction performance is an indicator for the efficiency
of the MPC which uses the model predictions to optimize
the inputs of the system.

The different ROM’s are obtained by applying the
Matlab function reduce to the SSM, using the default
balance algorithm (balancmr). The simulation perfor-
mance is compared using the mininum, maximum, mean
and nominal root mean square error (NRMSE) (Eq. 16)
between the original SSM and the ROM’s for each of
the three zones. The errors are calculated over a period
of 100 days. The applied heat inputs and the gains are
computed as a sum of sinusoids with 30 frequencies and

2The translated linear model contains 453 ‘time-varying variables’
more than the translated SSM model.
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realistic amplitudes. The weather-related inputs are com-
puted using a typical year of Uccle (Belgium).

a(n
NRMSE™ =100 { 1 — M (16)
Iy =3Il
with y the output signal, y its time averaged value, and
)?(”) the output signal of the n order ROM.

Figure 5 shows the comparison for the reduced order
models of different orders. For this particular example,
the error rapidly decreases with the model order and it
becomes negligible for ROM’s with n > 15 . The error
on the south zone, which is irradiated by more direct sun
light than the north zone, is the highest. We therefore
conclude that the MOR technique can for this case suc-
cessfully decrease the number of states without signifi-
cant loss of accuracy but that a minimal number of states
is necessary to correctly capture the faster dynamics of
the system. These dynamics correspond to small thermal
capacities of the different surfaces excited by the sun.
This result was expected as the MOR technique typically
removes the small eigenvalues of the system, responsible
for the fast dynamics.

Note that by applying model reduction, the size of
the SSM matrices decreases but the original matrices
sparsity is lost. It is therefore not interesting to use re-
duced order model in Dymola as the number of additions
and multiplication increase thereby. However, the loss
of sparsity for optimal controller model is not an issue,
since the required conversion from the continuous to the
discrete time domain already removes that sparsity of the
matrices.

7 Conclusion

This paper presents an approach for deriving linear state
space models from BES models using the IDEAS li-
brary and Dymola. To this end, weakly non-linear equa-
tions are linearised. The remaining non-linear equa-
tions can be evaluated outside of the model since they
do not depend on the model states. The resulting model
is linearised using the Dymola function 1inearize?2,
which derives the state space matrices. The errors made
by linearising the models are found to be acceptable. The
SSM can be reduced using model order reduction tech-
niques. For the tested case, the order of the model could
be reduced by a factor three without significant loss of
prediction accuracy. An important advantage of the pre-
sented methodology is that it automates the conversion of
IDEAS BES models into state space formulation which
can then be used for different purposes or by different
programs.

The current implementation still presents some draw-
backs that can be solved in the future. So far, the model
can only have four different perpendicular orientations
and all surfaces should either be horizontal or vertical.

Furthermore, the Medium in the zone should be simple
air without any species concentration. Finally ventila-
tion can only be modelled using heat flow inputs and not
using mass/energy transport equations.
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Abstract

This paper presents an approach for speeding up Model-
ica models. Insight is provided into how Modelica mod-
els are solved and what determines the tool’s computa-
tional speed. Aspects such as algebraic loops, code ef-
ficiency and integrator choice are discussed. This is il-
lustrated using simple building simulation examples and
Dymola. The generality of the work is in some cases
verified using OpenModelica. Using this approach, a
medium sized office building including building enve-
lope, heating ventilation and air conditioning (HVAC)
systems and control strategy can be simulated at a speed
five hundred times faster than real time.

Keywords: Modelica, speed, performance, buildings

1 Introduction

The Modelica language allows simulations of multidis-
ciplinary problems. Combining multiple disciplines can
lead to models that quickly grow in size and complexity.
Consider for instance building energy modelling where
building envelope, heating, ventilation and air condi-
tioning (HVAC) systems and controls are integrated in a
single model. The building envelope’s thermal response
typically has relatively slow dynamics, and heat transfer
can be modelled using mostly linear equations. Building
HVAC systems however contain a lot of non-linearities,
performance curves and performance tables and typi-
cally have faster dynamics. Building control contains
less dynamic components but contains a lot of discrete
variables. Simulation of these types of systems can
become very time consuming, limiting the use of these
models.

Current literature does not provide a lot of insight into
what determines computational speed and what Model-
ica users and library developers can do to speed up mod-
els. Chapter 14 of (Tiller, 2001) provides some hints on
ways to improve computational performance such as us-
ing equations instead of algorithms, avoiding events, pro-

viding Jacobians of functions, selecting good solvers and
tolerances and eliminating intermediate variables. The
Dymola manual, section 5.7, suggests to limit overhead
for writing results and to avoid chattering, and to use op-
tions such as inline integration and parallelization (Das-
sault Systemes, 2014).

While the provided tips can be valuable, they are still
high-level and often do not provide a lot of insight and
consequently can be difficult to apply in practice. Also, a
lot of potential for code optimization remains untouched.
This paper provides insight in approaches to increase
computational performance of models, specifically tar-
geted at Modelica users and Modelica library developers.

Related research focuses on creating efficient solvers
such as Quantized State System (QSS) solvers, using fast
Jacobian evaluation techniques and using efficient paral-
lelization strategies. These methods can be useful and
complementary, but are outside of the scope of this work.

Firstly, some technical background about Modelica
is given to allow easier interpretation of the discus-
sion. Secondly, relatively small examples are used to
demonstrate how Modelica code and models can be im-
proved in Dymola and OpenModelica. These examples
are based on the IEA-EBC Annex 60 Modelica library
(Wetter et al., 2015) and are available online. Finally,
the code improvements are applied to a large building
model, demonstrating the potential of Modelica in con-
junction with the solvers available in Dymola 2015 FDO1
for whole building simulations.

2 Technical Background

The goal of this section is to provide the technical
background required for understanding the analysis per-
formed in this paper.

2.1 Governing Equations

A typical Modelica model can be mathematically ex-
pressed as an implicit system of Ordinary Differential
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Equations (ODE) of the form

F(1,%,x,u) =0, (1)
with initial conditions x(0) = xgp, where F : [0, 1] x R" x
R" x R™ — R”", for some n,m € N, t is time, x is the
vector of state variables and u are inputs. For simplicity
we omit discrete variables in this discussion. Often the
equations can be manipulated analytically such that this
system of equations can be expressed as an explicit ODE
of the form

x=F(t,x,u). (2)

For example, if a heat capacitor with capacitance C is
coupled to a fixed temperature boundary condition u
through a thermal resistor R, then (2) becomes

(u—x)
RC

X = 3)
However, if the system of ODE is coupled to algebraic
equations, as is common in building simulation, such
a formulation is often not possible. In this case, the
problem is defined by a system of Differential Algebraic
Equations (DAE) of the form

“4)
(&)

x: f(t7x7y7u)7
0 = g(tvxayvl’t)v

with initial conditions x(0) = xp, where y € R?, for some
p € N, are algebraic variables. Under certain smoothness
assumptions and by use of the Implicit Function Theo-
rem, one can show existence of a unique solution to (4)
and (5) (Polak, 1997; Coddington and Levinson, 1955).
This DAE can be solved by first solving (5) for y and
then using y to compute X. For example, consider a per-
fectly mixed volume with thermal capacity C and a pump
that provides a constant pressure head Ap = u;. Suppose
that the pump provides water to the mixing volume with
temperature u; and that the water mass flow rate i1 =y is
defined by a simplified pressure drop equation describing
a pipe as ri1 = k+/Ap or, equivalently, y = k/u;. Equa-
tions (4) and (5) are then

R CLURRTS ©)

C
0=y—kyu, )

where ¢, is the specific heat capacity of water and k is a
constant.

2.2 Solution of Algebraic System

At time ¢, equation (5) needs to be solved for the alge-
braic variables y. Note that g(-,-,-,-) consists of p equa-
tions 0 = g;(+,-,-,-). Ideally, these can be reformulated
using computer algebra and block-lower triangulariza-
tion such that y can be explicitly computed.

However, such a reformulation is not always possi-
ble. In our example, the solution is still relatively easy
since m can be calculated directly from Ap, which is a
known input. Ap may however be a function of an alge-
braic variable i, for instance if a proportional controller
is tracking a set-point for the mass flow rate. In this case
an algebraic loop is created, with two equations needing
to be solved simultaneously:

0 = 11— k\/dp,

0=k - (m—rise) —dp,

®)
€))

where k), is the proportional gain of the P controller. Note
that non-linear algebraic loops are typically more expen-
sive to solve than linear systems of equations. Dymola
will try to manipulate algebraic loops to limit the amount
of work required for solving them. Information about the
sizes of these (non-)linear systems before and after ma-
nipulation can be found in Dymola in the Translation tab
under ‘Statistics’.

2.3 Time Integration

For simplicity, we explain the consequences of selecting
explicit versus implicit time integration algorithms based
on the Euler integration algorithm. Let the index i de-
note the current time step and consider a fixed step-size
Euler integration method. The explicit Euler integration
method computes

Xit1 le-—i—Atx'i:xi—FAtf(thxi,yi,ui), (10)
whereas the implicit Euler integration algorithm com-
putes

Xit1 =X+ At X1 = X+ A f (G 1, X1, Vit 1, Wit 1)-
(11)
Hence, for the implicit Euler algorithm, if f(-,-,-,-) can-
not be solved symbolically for x;;1, an iterative solu-
tion is required to obtain x;;;. This system of equa-
tions is large if there are many state variables. Solv-
ing it typically involves the calculation of the Jacobian
and requires multiple iterations before convergence is
achieved. This may lead to more work per time step, but
it also allows large time steps being taken. Also, implicit
integrators are better suited to solve stiff ODEs.

The Radau Ila integration is an implicit Runge-Kutta
method. This method is a single-step method, mean-
ing that the solution at the current time step is only af-
fected by information from the previous time step. In-
tegrators such as DASSL (Petzold, 1982) and Lsodar
(Petzold, 1983; Hindmarsh, 1983) are multi-step meth-
ods (Dassault Systemes, 2014). Multi-step methods use
more than one previous value of the integrator’s solution
to approximate the new solution. For a more detailed
discussion on integrators we refer to Cellier and Kofman
(2006) and Hairer and Wanner (2002).
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2.4 Simulation Procedure

The simulation of a Modelica model typically proceeds
as follows. First, the state variables are initialized based
on the initial equations and start values. Then continu-
ous time integration starts and results are saved at inter-
mediate time intervals. At certain points in time, time
or state events may occur, which need to be handled
by the integrator. The equations f(-,-,-,-) and g(-,-,-,")
that are solved can be found in the Dymola output file
dsmodel .mof in the working directory. Output of this
file can be enabled in the Translation tab. Note that no
distinction between equations of f(-,-,-,-) and g(-,-,-,")
is made in this file. The file may contain different sec-
tions that determine when the contained code is exe-
cuted, such as the Initial section, Output section, Dynam-
ics section, Accepted section and Conditionally accepted
section. A description of these sections can be found
in Dassault Systemes (2014). Using dsmodel.mof and
also the C-code in dsmodel . c can be important for de-
bugging model stability and performance.

3 Analysis of Computational Over-
head

This section builds upon the basic simulation pro-
cedure detailed above to provide further insight
into reduction in computing time using illustrative
examples. All numbered examples are available
at https://github.com/iea—annex60/
modelica-annex60, commit e9e247d, in the
Modelica package Fluid.Examples.Performance.
Presented results are based on Dymola 2015 FDO1
and OpenModelica 1.9.3+dev (r25881) installed on
Ubuntu 14.04 64 bit running on a virtual machine (Paral-
lels 9.0.24251) on OS X Yosemite. Since the authors are
most familiar with Dymola, all analyses are performed
using Dymola, unless stated otherwise. A selection of
results have been verified using OpenModelica to test
their generality. Models that could not be compiled by
OpenModelica were not verified.

The CPU time required for performing a simulation
can be approximated by

t=0 (tinit T Npgtre + Nins - Line + Ndata * tdata) , (12)

where ¢ are the computation times of different steps,
n are the number of times these steps are evaluated,
and f;,;; is the time required to solve the initialization
problem. The indices fg, int, data refer, respectively, to
the evaluation of functions f(-,-,-,-) and g(:,-,-,-), the
overhead for the integrator and the data storage.

The total computational overhead can be reduced
by addressing any of these components. Knowing
their values provides an important hint for where

allowFlowReversal

pulse gain

ka

.

true period=1000
nRes const

k=20

Figure 1. Example 1 illustration

computing time can be reduced. These values can be
estimated from the Dymola simulation output. Setting
Advanced.GenerateBlockTimers = true in Dy-
mola generates the required output. The parameter ny,
in (12) equals the last column of the block timers. The
value of t7, equals the sum of column ‘Mean’ of rows
‘OutputSection’ and ‘DynamicsSection’. Row ‘Outside
of model’ contains the overhead of the integrator, and
possibly other overhead as well. n;,; equals the ‘Number
of (succesful) steps’. ny4, is determined by the settings
in the ‘General’ and ‘Output’ tabs of the simulation
settings.

Decreasing any of these factors will result in a lower
simulation time. However it is not always clear how this
should be achieved. A measure for decreasing one fac-
tor may also cause an increase in another. The following
sections provide more insight into how to influence these
different factors. Firstly the overhead for each function
evaluation ¢y, is discussed. Secondly the number of eval-
uations ny is discussed. Whenever possible, example
models are provided based on the Annex 60 library. Fi-
nally a methodology is proposed for increasing the sim-
ulation speed of large building models.

3.1 Overhead per Evaluation

Evaluation of f(-,-,-,-) and g(-,-,-,-) involves the evalua-
tion of sequential code, algorithms, linear and non-linear
algebraic loops, etc. We discuss how the overhead for
this code can be reduced.

3.1.1 Algebraic Loops

When multiple equations are interdependent, an alge-
braic loop is formed. Depending on the type of equa-
tions the algebraic loop can be linear or non-linear. Solv-
ing non-linear algebraic loops requires iterative solutions
such as encountered in a Newton-Raphson algorithm and
is therefore more expensive. The user should therefore
try to simplify or remove these systems where possible.
We present some examples that demonstrate how this can
be approached.
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Algebraic Loops Iterating on Enthalpy Consider
Example 1 shown in Figure 1. The presented hydraulic
system contains a heater, a three-way valve and a pump
setting the mass flow rate. The pump is connected to
nRes.k parallel pressure drop components res. The only
two states are the temperatures of the heater and the
pump with a time constant of 10 and 1 seconds, re-
spectively. A pulsed signal sets the mass flow rate of
the pump and the outlet temperature of the heater. The
valve opening is set to 50%. The results are generated
for nRes.k = 20 unless stated otherwise.

For the given configuration Dymola generates the
following algebraic loops:

{6,
{1,

Based on the C-code generated by OpenModelica, the
following algebraic loops are generated:

21,
19,

46}
22}

Sizes nonlinear systems of equations
Sizes after manipulation

{7,
{1,

In Dymola, these algebraic loops can be analysed us-
ing the dsmodel .mof file. The first system solves for
the mass flow rate in the left part of the fluid loop. The
second system solves for the mass flow rate in the right
part of the fluid loop. The third system solves for the en-
thalpies of the components in the right part of the fluid
loop.

Dymola’s BlockTimers generate the following output
for the system dynamics:

41,
20,

47)
23}

Sizes nonlinear systems of equations
Sizes after manipulation

Name of block, Block, CPU[s],
DynamicsSection: 14, 0.200,
Dynamics 2 eq: 15, 0.000,
Dynamics code: 16, 0.000,
Nonlin sys (1) : 17, 0.007,
Dynamics code: 18, 0.000,
Dynamics 20 eq: 19, 0.066,
Dynamics code: 20, 0.002,
Nonlin sys(22): 21, 0.122,
Dynamics code: 22, 0.001,

Blocks 17, 19 and 21 clearly dominate the computa-
tional cost of this example. The Dymola file dsmodel.c
shows that these block numbers correspond to the three
non-linear systems. We explain how these systems can
be simplified or removed.

The third system is created because there are no
enthalpy states in the right circuit except in the pump. In
general, the fluid can flow in both directions. Therefore
the inlet and outlet enthalpies of all res components can
be a function of all other res components, depending on
the flow direction. This causes an algebraic loop since
all enthalpy values depend on each other.

heatCapacitor

c
cos prescribedTemperature fixedTemperature
thermalConductor thermalConductort

G=1 G=1
reqHz=10 T=273.15

Figure 2. Example generating linear system of 2 equations

A common approach for decoupling algebraic loops
is adding additional states (Zimmer, 2013). However,
this can introduce fast dynamics, necessitating short time
steps during parts of the simulation. The values of the
state variables are solved by the integration algorithm,
and hence they reduce the size of the algebraic loops. A
simple example is shown in Figure 2 where a system of
two linear equations is generated when the heat capacitor
is unconnected. This system is decoupled when a heat
capacitor is added, since the temperatures at the ports
connecting the two conductances are then equal to the
state variable of this heat capacitor and need no longer
be obtained by solving an algebraic loop.

The enthalpy calculation of Example 1 can be
simplified in a similar way by adding nRes.k mixing
volumes at the location of the blue dot in Figure 1,
introducing a state in the flow path with a time constant
for the enthalpy of 10 s. The state values for the
enthalpy cause the system to become decoupled. The
system size is now reduced from 46/47 to 4/7 before
the manipulation, and from 22/23 to 1/3 after the
manipulation for Dymola/OpenModelica, regardless
of the value of nRes.k. Note that adding states also
changes the simulation results.

In this example, a second approach is possible. We
know that the fluid will always flow from the pump into
the resistance. Therefore the inflow enthalpy of the resis-
tances is always equal to the enthalpy leaving the pump.
This knowledge can be passed on to the model by setting
allowFlowReversal=false in the components where
no flow reversal occurs. This causes the min and max at-
tributes of the m_f1ow variable of the fluid ports to be
set to zero. Dymola utilizes this and simplifies equations
such as

H_out = semilinear (port_a.m_flow,
inStream (port_a.h_outflow),
port_a.h_outflow)
into
H_out = port_a.m_flow % inStream(port_a.h_outflow)
or
H_out = port_a.m_flow = port_a.h_outflow .

It can conduct this simplification because the solver can
now take into account that the mass flow rate will never
become negative (or positive). Due to the simplified
structure of the problem, the solver is able to sort the
enthalpy equations in such a way that no algebraic loop
is formed: the solver can evaluate the equations se-
quentially, following the fluid downstream starting from
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Succesful ~ Jacobian Function Continuous Mean time Total time
steps evaluations  evaluations ny,  time states  dynamics sec. [(s] dynamics sec. [s]
N: Initial model 55 21 647 2 310 0.200
N: Enthalpy state 54 20 1448 22 103 0.150
N: No flow reversal 55 21 647 2 109 0.071
A: Enthalpy state 54 20 547 22 137 0.075
A: No flow reversal 55 20 557 2 116 0.065

Table 1. Solver output for 3 configurations of Example 1 (Figure 1), with nRes.k = 20 and analytic (A) or numeric (N) Jacobian

1.0— : : T
0.8 ¥ V initial model v
— |[|A A enthalpy state
E 0.6-|® ® allowFlowReversal = False X A
S04
g x
0.2 x ® |
x o ° e
0.0l ‘ ° " . . .
5 10 15 20 25 30 35
nRes.k

(a) numeric Jacobian

1.0— , . T
o8 ¥ VvV initial model v
= A A enthalpy state
QE) 0.6-|® @ allowFlowReversal = False v
g 0.4} v |
02 v . N 6
]
0.oLH  § z ‘ ‘ ‘ ‘
5 10 15 20 25 30 35
nRes.k

(b) analytic Jacobian

Figure 3. Simulation time for three variants of Example 1

known values of state variables. This causes the equa-
tions to be solved explicitly. OpenModelica does not
make this simplification and consequently the algebraic
loop size remains unchanged.

A different approach can be taken to break algebraic
loops without relying on the solver to make simplifica-
tions. Many fluid components contain equations such as

port_a.h_outflow
port_b.h_outflow

inStream (port_b.h_outflow);
inStream(port_a.h_outflow);

which may be simplified into

if allowFlowReversal

then inStream(port_b.h_outflow)
else Medium.h_default;
inStream(port_a.h_outflow);

port_a.h_outflow

port_b.h_outflow

because the value of port_a.h_outflow should
never be required for calculations upstream of port_a.
Therefore it does not matter what its value is. Choosing
a fixed value has the advantage that it allows breaking
algebraic loops. Note that when the flow does reverse,
the model equations will be wrong, which may cause
unstable dynamics.

Figure 3a shows the influence of these two measures
on the simulation time. Adding enthalpy states only re-
duced the computing time for nRes.k>20. However,
setting allowFlowReversal=false led to faster sim-
ulations. Note that the speed increase for the first case
depends on the time constants of the new states. Larger
time constants in general lead to faster simulations, but
may introduce non-physical dynamics.

The first three rows of Table 1 allow analysing the re-
sults in further detail. Both measures allow reducing the
computational work for each evaluation of f and g in
the dynamics section from 310 us to ~ 106 us.
The overall speed when using allowFlowReversal=
false is however better due to the lower number of

function evaluations that is required: 647 instead of
1448. The increased number of function evaluations is
caused by the increased number of states in the model. It
turns out that the higher number of state variables leads
to significantly more function evaluations, probably be-
cause by default, Dymola computes a numerical approx-
imation to the Jacobian based on numeric differentiation.

Due to the performance penalty for approximating
the Jacobian, the simulations are repeated using an an-
alytic Jacobian, which can be done in Dymola by setting
Advanced.GenerateAnalyticJacobian=true. In
OpenModelica, an option for this exists in the simula-
tion setup. Results are shown in Figure 3b and in Ta-
ble 1. The penalty for adding new states is almost com-
pletely removed when using an analytic Jacobian. Some-
how the average execution time for the dynamics sec-
tion increased slightly, even though the equations did not
change. The reason for this is unclear. The results indi-
cate that the analytic Jacobians should be used whenever
possible, especially for models with a large amount of
states.

From this analysis we conclude that the user
should be cautious when adding states for decou-
pling algebraic loops. If they are added, setting
Advanced.GenerateAnalyticJacobian=true may
reduce computing time. An alternative approach is to use
physical insight to simplify the equations where possi-
ble, in a way similar to setting allowFlowReversal=
false. Also, it may be beneficial to remove the
states that are added by default in three-way valves and
other components containing mixing volumes. This can
be done by setting energyDynamics=massDynamics=
SteadyState. Most likely this change will create larger
systems, but often these can be simplified using the ap-
proach explained above.
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Figure 4. Example 1 illustrating computation time for solving
mass flow rates through parallel resistances

Algebraic Loops Iterating on Mass Flow Rates
and Pressures When setting allowFlowReversal=
false, the remaining computation time is almost en-
tirely used for computing the mass flow rates and pres-
sures. We now focus on reducing this computing time
further.

The pressure drop equations in this non-linear system
can be written either as i = f(Ap) or as Ap = £~ (rir) for
some function f(-) or its inverse f~!(-). The value of the
parameter res. from_dp will pick one or the other for-
mulation. If from_dp=false, then the system has size
21/22 before and 19/20 after manipulation, otherwise it
has sizes 21/22 and 1/1 in Dymola/OpenModelica. This
can be explained as follows. When from_dp=true, the
mass flow rate is calculated as a function of the pressure
difference Ap. Therefore Ap is chosen as an iteration
variable. The symbolic processing algorithm detects that
all resistances are in parallel and hence must have the
same pressure drop. Therefore, they can all use the same
iteration variable, leading to a much smaller system. This
leads to a significant speed improvement, as shown in
Figure 4.

Example 1 uses a pump which sets the mass flow rate
to an input value and which is connected to nRes . k par-
allel pressure drop components. The solver can exploit
the system structure by selecting the common pressure
drop as an iteration variable. The “dual” problem (Ex-
ample 2) could be to consider a pump which takes the
pressure drop as an input value and which is connected to
nRes .k pressure drop components connected in series.
In this case, it is advantageous to set from_dp=false
since Dymola and OpenModelica then select the com-
mon mass flow rate as the iteration variable, as illustrated
in Figure 5.

These were fairly simple problems. In practice, com-
binations of parallel and series connections are used,
making the choice of the parameter from_dp difficult.
However, it is often possible to aggregate multiple pres-
sure drop components that are connected in series. If
all components have the same nominal mass flow rate
m_flow_nominal, then the nominal pressure drops dp__
nominal can be added into one component, reducing
the series branch into a single pressure drop equation.
Otherwise dp_nominal needs to be rescaled. This ap-

6 T T T
s |® @ from_dp = false A
— ||a A =
7 4l from_dp = true N
()
E 3 A
é A
5 2t A
BN Py 3 ° ® e °® °
0 L L
2 6 8 10 12 14

nRes.k

Figure 5. Example 2 illustrating computation time for solving
mass flow rates through resistances in series

phiSat

Tin

‘\ =
, m_condens
duration=1
mCon

Figure 7. Example 4 illustration

proach can also be used when a valve is connected in
series to the pressure drop components. The valve pa-
rameter dpFixed_nominal should then be used.

Figure 6a shows Example 3 where nRes.k paral-
lel instances of a series connection of two resistances
are simulated. The simulation time for this example is
shown in Figure 6b. The parameter mergeDp indicates
whether the two resistances are merged into one. Merg-
ing the two resistances gives much better results, espe-
cially when combined with from_dp=true. However
when the two resistances are not merged, it is better to
set from_dp=false.

Model Design for Avoiding Algebraic Loops Devel-
opers should avoid coupling systems of equations that
are only weakly dependent. Consider for instance the
model of a condensing heat exchanger. Such a model
contains equations for the pressure drop, heat flow rate
and water vapour condensation. One should try to avoid
coupling these equations into one algebraic loop.
Example 4 in Figure 7 shows a simple condensing heat
exchanger model. Along the flow path, first air cools
in the heat exchanger hex, then condensate is extracted
from the stream in vol (steady state) and finally the re-
maining mass is sent through a pressure drop component.
Ideally the solver would be able to first compute the mass
flow rate based on the pressure drop characteristic. Using
this mass flow rate, the heat flow rate can be computed
since it only depends on inlet temperatures and mass flow
rates. Finally moisture can be extracted such that the air
stream becomes saturated. In practice this sequential cal-
culation is not possible because removing water vapour
from the air affects its mass flow rate and therefore also
the pressure drop. As a consequence the equations for the
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Figure 6. Example 3 (a) illustration for solving mass flow rates through parallel instancs of a series connection of two resistances
and (b) simulation time based on two parameters (mergeDp and from_dp)

mass flow rate, heat flow rate and moisture balance are
coupled into a single system of 12/10 non-linear equa-
tions before manipulation in Dymola/OpenModelica.

As a simplification one could argue that the impact of
the water vapour mass flow rate on the pressure drop is
very small and that it could therefore be removed from
the mass conservation equation Y 7t = 0. This physi-
cal approximation decouples the algebraic loop so that
in both simulation tools the equations can be solved se-
quentially.

We conclude from this discussion that the developer
should consider to approximate equations if such
approximations allow decoupling large systems of
equations while maintaining the accuracy required by
the application.

In some cases analytical solutions to nonlinear sys-
tem of equations may exist. Especially linear system
of equations can often be solved analytically. To en-
able this, the solver needs to be able to establish whether
a system is linear. When using a Modelica function
in a system of equations, it is therefore important that
annotation (Inline=true) is used. When using this
annotation, the model developer suggests to the symbolic
processor to substitute the function call with the body
of the Modelica function, thereby allowing the symbolic
processor to detect the linearity. This allows symbolic
manipulation, such that algebraic loops can be simpli-
fied.

Setting in Dymola the option Evaluate=true may
also cause analytical solutions to be found, especially for
linear algebraic loops. However, this leads to parameter
values to be evaluated during translation, and hence they
can no longer be changed without translating the model
again.

These examples illustrate that even using existing
component models can be a challenge. Ideally this level
of complexity is not exposed to the end user. A possi-
ble approach to do this is to construct often used base
circuits that are preconfigured in an efficient way.

3.1.2 Overhead Due to Inefficient Code

In general, every implemented equation will be evalu-
ated. Simulation tools are able to perform certain code
simplifications such as common subexpression evalua-
tion and detection of alias variables, but the level of op-
timization is not exhaustive. Therefore the developer
should be aware of how the solver treats equations. Here
we illustrate some important aspects.

Inlining functions Inlining functions may allow bet-
ter symbolic processing. It can also lower the func-
tion evaluation time, probably because overhead for call-
ing a C-function is avoided. We recommend to set
Inline=true by default for all functions, unless their
body is large.

Model Parameters
code listing below:

model Example5
parameter Boolean efficient =

Consider Example 5 shown in the

false;

parameter Real[3] a = 1:3;
parameter Real b = sum(a);
Real c;

equation
der(c) = sin(time) *

(if efficient then b else sum(a));
end Example5;
The corresponding code in dsmodel.c is

helpvar[0] = sin(Time);
F_[0] = helpvar[0]« (IF DP_[0] THEN W_[O0]

ELSE DP_[1]+DP_[2]+DP_[3]);

adding annotation (Evaluate=true) to the defini-
tion of efficient results in

helpvar[0] = sin(Time);

F_[0] = helpvar[0]+(DP_[0]+DP_[1]+DP_[2]);

This can be further improved by setting efficient=
true

helpvar[0] = sin(Time);

F_[0] = helpvar[0]«xW_[1];

The new code contains less operations, even though the
implementation is mathematically identical. Taking this
into account allows implementing more efficient models.
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Obsolete Model Variables In some cases it may be
wise to eliminate model variables. Consider for instance
variables a, b and ¢ where b = 2a and ¢ = 2b. If b is
not used in any other equation, then it is better to write
¢ = 4a and remove b.

It may be important to analyse the effects of such
changes in detail. Consider for instance the model of
a discretised wall. The model consists of a series of tem-
perature states with an adiabatic boundary condition on
one side and a sinusoidal temperature on the other side.
Typically, this will be modelled using thermal capaci-
tances C and thermal resistors R. A Modelica implemen-
tation could be as presented by Example 6.
model Example6

parameter Integer nTem = 500;
parameter Real R = 0.001;
parameter Real C = 1000;
Real [nTem] T;
Real [nTem+1] Q_flow;
equation
Q_flow[l] = ((273.15+sin(time))-T[1])/R;
der (T[1]) = (Q_flow[l]-Q_ flow([2])/C;
for i in 2:nTem loop
Q_flowl[i] = (T[i-1] - T[i])/R;
der (T[i]) = (Q_flow[i]-Q_flow[i+1])/C;
end for;
Q_flow[nTem+1l] = 0;

end Example6;

In this model variables Q_f1ow are calculated but not
necessarily needed. These variables can be eliminated as
illustrated in Example 7.

model Example?
parameter Integer nTem = 500;
parameter Real R = 0.001;
parameter Real C = 1000;
parameter Real taulnv =
Real [nTem] T;
equation
der (T[1]) =
*taulnv;
for 1 in 2:nTem-1 loop
der (T[i]) = (T[1i-1]-2+T[1i]+T[i+1])*taulnv;
end for;
der (T[nTem]) =
end Example7;

1/ (R*C);

((273.15+sin(time)) -2*T[1]+T[2])

(T[nTem—1]-T[nTem]) xtaulnv;

Comparing Example 7 to Example 6 a variable has been
eliminated but the number of operations within the for
loop remains the same. In particular, there are two ad-
ditions and two divisions in Example 6, and two ad-
ditions and two multiplications in Example 7. How-
ever, Example 7 is ~ 83% faster in Dymola (2.83 s
— 0.49 s) and OpenModelica (9.2 s — 1.6 s). It
turns out that this is mostly because a division gener-
ates more overhead than a multiplication, probably be-
cause of guarding against division by zero. This perfor-
mance penalty can be reduced significantly by adding
annotation (Evaluate=true) to parameters R and
C, or by creating a dummy parameter similar to tauInv
and by multiplying with this parameter. This reduces
simulation time to 0.65 s > 0.49 s in Dymola and 2.39 s
> 1.6 s in OpenModelica.! The reason for the remaining

'These CPU times are based on the total Dynamics section time
in Dymola and the ‘simulation’ timer in the Statistics output of Open-

performance difference is unclear but may be explained
by the extra variables 0_ £1ow, which may generate over-
head.

From this analysis we conclude that there exists unex-
ploited code optimization potential in popular Modelica
tools. Certain variables can be eliminated and dummy
parameters can be introduced to avoid parameter divi-
sions during each time step. Until these issues are re-
solved, users can avoid performance penalties by taking
into account these limitations by reformulating models.

Duplicate Code The developer should avoid making
models that generate duplicate code. A good example is
a window model, which requires the solar irradiance to
be calculated. Since this calculation is influenced by pa-
rameters such as the window orientation and inclination
angle, the developer may choose to include these equa-
tions in the window model. If multiple windows have
the same orientation and inclination, then this means that
the same calculation is repeated multiple times. This
is not necessarily a problem if the overhead is small.
However, in the case of a window model, the compu-
tation involves a lot of trigonometrical calculations and
it would be better to isolate this calculation in a sepa-
rate model. An example implementation of this problem
can be found in the IDEAS library (Baetens et al., 2015).
However, putting the solar irradiation in a separate model
requires the user to keep the radiation computation con-
sistent among multiple models.

An illustration of common subexpression elimination
is given by Example 8.
model Example8

Real a = sin(time+l);

Real b = sin(time+l);
end Example8;
The Dymola C-code evaluates the sine and addition only
once:
= sin(Time+l);
W_[1] = W_[O];
This simplification is not made in OpenModelica since it
evaluates the sin(-) function once for a and once for b.

Still, more complicated common subexpressions such
as in IDEAS are not detected by both tools. Therefore,
improving the common subexpression elimination would
allow further performance improvements.

3.2 Number of Evaluations

The previous section focussed on how to reduce the com-
putational overhead for each evaluation of f(-,-,-,-) and
g(+,+,+,+). The current section focusses on how to re-
duce the number of evaluations. Important aspects are
the time constants of the system, the system stability, the
number of events, computing the Jacobian and the inte-
grator choice.

Modelica when performing 100 000 Euler integration steps of Exam-
ple 6 and Example 7.
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System Time Constants When a system has fast dy-
namics, then the solver has to track these dynamics with
small step sizes. In general, systems with large time con-
stants have shorter calculation times. It may therefore
be advantageous to make certain dynamics slower, espe-
cially the fastest dynamics in the system. Dymola option
“Which states that dominate error” may be used to iden-
tify these states. Changing the dynamics may however be
non-physical or introduce instability in feedback control
loops. In this case a different option may be to remove
the fast dynamics completely and simulate the system as
a steady state system. Note, however, that this may in-
crease the size of the algebraic system of equations.

The latter approach may be very effective when
considering air flow networks. If air is modelled
as compressible, pressure states are created in in-
stances of MixingVolume, unless massDynamics=
SteadyState. These states however introduce small
time constants if part of a building air flow network. It
may therefore be better to remove them. Again, this may
create larger systems of equations.

System Stability If a feedback control loop is tuned
badly, oscillatory behaviour can occur. A variable time
step integrator may track these oscillations, leading to a
major decrease in simulation speed. Note that it may be
difficult to see these oscillations when the output interval
is set too large.

Number of Events Events require the integration to
stop and restart, typically with a lower order method and
with smaller time steps. In addition, for state events, typ-
ical ODE solvers require an iterative solution to find the
time when the event happens.

Computing the Jacobian Some integrators require the
Jacobian to be calculated. Having more states leads to a
larger Jacobian, as was illustrated in Example 1. Since
by default, Dymola and OpenModelica use numeric dif-
ferentiation to approximate the Jacobian, a lot of finite
differences need to be calculated, each requiring a func-
tion evaluation. Note that in particular models with a
larger number of states benefit more from having an an-
alytic Jacobian, since the number of Jacobian entries
equals the square of the number of states.

Integrator Choice Many integrators use an implicit
integration scheme. This typically requires the compu-
tation of a Jacobian and requires iterations to be per-
formed before reaching convergence. This can lead to
more function evaluations. However, for stiff systems,
implicit integrators are more efficient than explicit inte-
grators.

3.3 Analysis of Large Problems

In the previous sections, computing time was analysed
using small models. In building simulation, models can
however become considerably larger and analysing the
computational speed can be difficult since it depends on
a lot of factors, including the unknown solver implemen-
tation. Still, we predict some trends for the computation
time, based on the size of the model.

Consider a model of a district energy system, includ-
ing building models and an electrical grid. When dou-
bling the size of the district, ideally the computational
time would double as well, such that computational time
scales linearly with problem size. Let us analyse this
further based on Equation 12. Ideally ¢, scales linearly
with the problem size. In practice this is not necessar-
ily the case. The electrical grid of the district typically
results in a large non-linear system of equations since
all electrical components have very fast transients and
are therefore modelled as steady state components. Dou-
bling the size of the model therefore also doubles the size
of the algebraic loop. Example 1 has shown that compu-
tational time for algebraic loops does not scale linearly
with size and therefore larger models will become com-
putationally slow. Equations outside algebraic loops can
be solved sequentially. Therefore their computational
time does scale linearly.

Because 77, scales, at best, linearly with size, ng,
should remain constant if we want to obtain overall lin-
ear scaling of the computational time. However, firstly,
generally ny, also grows with problem size, for example
because larger problems have more controllers that may
trigger events. If the amount of buildings doubles, then
the amount of state events may double, which causes a
performance penalty. Secondly, when a numeric Jaco-
bian needs to be computed, then ny, will increase since
the number of states increases linearly with the prob-
lem size. The number of operations for an implicit in-
tegrator typically does not scale linearly either. Solving
dense implicit systems typically requires &'(n®) opera-
tions (Hairer and Wanner, 2002). Building model Ja-
cobians are however very sparse. It is not clear how
well this is exploited by Dymola. An integrator such as
Rkfix4 can have an operation count that is linear with
the problem size, unless the fixed time step is changed.
For certain large problems that do not require event han-
dling, it can therefore be advantageous to use these sim-
ple integrators, also because they do not require a Jaco-
bian to be calculated.

3.3.1 Parallelization

Dymola supports parallelization for the cal-
culation of f(-,-,-,-) and g(-,-,-,-) (Dassault
Systemes, 2014) and analytic Jacobian (see

Advanced.ParallelizeAnalyticJacobian).
However parallelization generates overhead for syn-
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Integrator Tolerance CPUtime Dynamics Outside of Function State  Time Jacobian E,

/ step size [s] section [s] model [s] evaluations ny, events events evaluations [error]
Dassl 1 E-6 4261 3538 476 787341 41 8 1235 -4.35 E-6
Dassl 1E-4 3088 2759 327 546326 36 8 862 3.17 E-3
Radau ITa 1 E-6 4042 2400 1416 453073 37 8 347 1.64 E-3
Lsodar 1 E-6 3450 2666 547 679486 44 8 1047 -4.35 E-6
Lsodar 1 E-4 2073 1435 515 347018 41 8 537 -2.25 E-5
Lsodar 1E-2 1655 1152 406 256458 38 8 399 4.51 E-3
Dopri45 1 E-6 194 159 17.0 41166 39 8 0 4.68 E-4
Dopri45 1E-8 199 162 18.3 42017 39 8 0 196 E-6
Rkfix4 20s 15.4 11.3 1.1 2717 39 8 NA 134 E-2
Rkfix4 5s 50.6 42.9 1.5 10233 43 8 NA 252 E-3
Rkfix4 1s 224 202 32 50211 38 8 NA 1.28 E-3
Euler 5s 24.0 18.2 1.7 4271 50 8 NA -2.00 E-3
Euler 0.25s 446 389 12.8 80233 41 8 NA 422 E4

Table 2. Example building model statistics for various integrators and tolerance options. Results are the solution statistics (when

available, else ‘NA’) and the relative error of E,;

chronization and communication. The authors have not
been able to gain notable improvements in simulation
speed in building applications by using parallelization in
Dymola 2015 FDOI.

3.3.2 Example of Large Building Model

The approach explained in this paper was applied to a
building model based on a real case (Solarwind, Lux-
emburg), containing 32 IDEAS (Baetens et al., 2015)
building zones with individual concrete core activation
circuits (Baetens et al., 2015) and Variable Air Vol-
ume (VAV) boxes including heating battery, bore field
model (Picard and Helsen, 2014), solar collector (Wet-
ter et al., 2014), four thermal storage devices (Wetter
et al., 2014), one pellet boiler, four heat pumps (Baetens
et al., 2015), two adiabatic/active heat recuperating air
handling units, pumps (Wetter, 2013) and valves (Wet-
ter et al., 2015) and a control strategy based mostly on
hysteresis controllers, PID controllers, heating/cooling
curves and boolean algebra. The model has 2468 con-
tinuous time states and 28342 time-varying variables.
Special care was taken to make sure that the small-
est time constants are in the order of 30 s. Therefore air
ducts are steady state, pumps and valves have no open-
ing delay or filter and pipes were lumped into only a few
states per circuit branch, thereby allowing to increase
the time constant. Temperature sensors are assumed to
have a time constant in the order of one minute. Using
dynamic sensors avoids coupling the thermal equations
with the control equations into a single algebraic loop.
This model was simulated for ?,,; — tgqrr = 10 000 s
using various implicit integrators, with numeric Jaco-
bians and explicit integrator Dopri45. The total amount
of function evaluations exceeds 40 000 in each case. This
is on average one function evaluation every 0.25 s, while
the smallest time constant of the system is ~ 30 s. There-
fore it makes sense to use an explicit fixed step integra-
tor. Table 2 shows the results, including fixed step ex-

Euler
Rkfix4 ]
Dopri45
dassl
Lsodar |3
Radau

CPUtime [s]
¥ + < > H @
* + <4 > H O

10" 't 10°

107 107
Relative error Eel

10° 10 10

Figure 8. Relative errors of E,; for various solvers and toler-
ances or fixed time step sizes

plicit integrators Rkfix4 and Euler. It contains statis-
tics and the error on one simulation result that is of inter-
est, namely the integrated electrical power consumption
of the building E,;. The relative error was calculated us-
ing Dassl with a tolerance of 1078, which produced a
result of 4.591880 kWh.

From these results and Figure 8 it is clear that implicit
integrators are very slow compared to explicit integrators
for this problem. Fixed step methods are especially fast
when high accuracy is not required, allowing a simula-
tion speed 500 times faster than real time, which is more
than 100 times faster than Dassl. For higher accuracies,
Dopri45 can be used. Lsodar is the fastest implicit inte-
grator that was tested. Note that the simulation can easily
be made faster by using a larger step size, at the cost of
accuracy. Also, using larger step sizes will eventually
lead to numerical instabilities. The user may therefore
want to adjust the dynamics of the system, or set certain
dynamics to steady state. It is thus important that models
expose these parameters and allow easy configuration.

The achieved speed increase is considerable. How-
ever, this still requires about 18 hours for a one-year sim-
ulation. As this is longer than typical building energy
simulations, we think that further research is desirable to
reduce the simulation time further.
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4 Conclusion

We conclude that the analysis of algebraic loops, the
optimization of Modelica code and the application of
physical insight can lead to significant simulation time
improvements. Analysis of the model time constants,
avoiding system instabilities, using analytic Jacobians
and proper integrator choice can also be important.
These modifications were applied to a large building
model where removal of all ‘fast’” dynamics allowed ex-
plicit integrators to perform well. Fixed step integra-
tors can also be used if simulation results do not need
to be very accurate. Euler integration performs very
well in terms of computation time, allowing detailed of-
fice building simulations at a speed 500 times faster than
real time.

Further work can focus on analysing and changing the
problem structure in such a way that parallelization can
be used efficiently. It should also be investigated up to
which extent models can be made faster by changing the
model dynamics, which allows larger time steps to be
taken, without introducing too large errors. The pro-
posed changes demonstrate that further symbolic pro-
cessing in Dymola and OpenModelica is possible. We
also propose to use analytic Jacobians by default for all
Jacobian elements where an analytic Jacobian can be
computed.
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Abstract

For hotels located in the tropical climate, a significant
amount of energy is attributed to the domestic hot
water (DHW) usage and the space cooling. To improve
the energy efficiency of hotels in the tropical climate,
we proposed a heat recovery system that could utilize
the waste heat from the space cooling system to pre-
heat the city water supplied to the DHW system. To
support the system design, we selected Modelica to
model the heat recovery system and its control, which
is difficult to be simulated by conventional building
simulation tools. The Modelica Buildings library and
the Modelica_StateGraph2 library were employed to
build the system model. A hotel in Miami, Florida,
U.S. was selected for the case study. The simulation
results showed that the proposed heat recovery system
could save up to around 30% boiler energy use in the
DHW system.

Keywords: energy efficient design, hotel, tropical
climate, Modelica

1 Introduction

In the U.S., hospitality facilities, such as hotels and
resorts, account for 7% of the primary energy
consumption of all commercial buildings (U.S.
Department of Energy), which is equivalent to
approximately 1.3% of primary energy consumption in
the nation. In an average hotel, the Heating, Ventilation
and Air Conditioning (HVAC) system accounts for
around 50% of electricity usage and up to 86% of
natural gas consumption (U.S. Environmental
Protection Agency, 2008). Due to their significant
energy consumption, improving energy efficiency of
the HVAC systems in hospitality facilities is of great
interests to the society.

The conventional HVAC system for the hospitality
facilities consists of two parts: the Domestic Hot Water
(DHW) system and the space conditioning system. The
DHW system provides the hot water to the kitchen and
the guestroom. It obtains the supplement water from
the municipal water network, which is called “city
water”. The city water is then heated by heating
equipment such as boilers. The space conditioning

system provides cooling \ heating to the space. In the
cooling condition, the heat from the building is
extracted by the space conditioning system and usually
dumped to the ambient environment. The dumped heat
is called “waste heat”. In the heating condition, the
space condition system extracts heat from the ambient
environment or boilers and then injects the heat into
the hotel space.

The same HVAC systems are also implemented for
hotels in the tropical climate. However, the space
cooling in tropical climate is the dominant usage of the
space conditioning and there is a significant amount
waste heat generated from the space cooling all the
year. Thus, it is possible to save the energy
consumption by the heating equipment in the DHW
system if we can recover the waste heat from the space
conditioning system and use it to preheat the city water
before it enters into the heating equipment.

In addition, if there is a capacity control in the heat
rejection of the space conditioning system (e.g.
variable speed fan control in the cooling tower), we can
also reduce the energy consumption by the heat
rejection since the waste heat injected by the heat
rejection system decreases if the heat recovery occurs.
Besides the energy saving, we also have other benefits
from the heat recovery: it can extend the life of both
the heating equipment and the heat rejection system by
reducing their usage. If the cooling towers are
employed in the heat rejection system, the heat
recovery can also further help the environment by
reducing the usage of evaporative cooling at the
cooling towers, which requires make-up water and
chemicals for treating the make-up water.

On the other side, there are some potential negative
impacts associated with the heat recovery: adding an
extra piping system to connect the space conditioning
system and the DHW systems requires additional
initial cost in equipment, such as pipes, heat
exchangers, pumps and valves, and labor for
installation. It will also need additional pump energy to
cycle water between two systems to enable the heat
recovery. Finally, controlling the heat recovery can be
a challenge since the system operates under various
conditions with complicate flow loops.
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Overall, the heat recovery seems to be promising since
it is not just economically beneficial but
environmentally as well. However, to find a balance in
terms of costs and benefits, it is necessary to
quantitatively evaluate the performance of the
proposed heat recovery design.

In this paper, we presented our research in designing
and modeling a heat recovery system for the Grand
Beach Hotel in Miami, Florida, U.S. We first introduce
the detailed design of the heat recovery system. Then
we evaluate the energy performance of the heat
recovery system with simulation. In the simulation,
Modelica was used to establish the system model.
After showing the simulation results of different
operating scenarios, we discuss the future work for the
project.

2 Design of the Heat Recovery System

As shown in Figure 1 and Figure 2 are the DHW
system and the space condition system of the Grand
Beach hotel, respectively. The DHW system contains a
group of three identical boilers with a combined total
capacity of 350kW and they are represented by a single
boiler (Boiler-1), a group of three identical domestic
hot water tanks with a total capacity of 3000 L and
they are also represented by a single DHW tank (HW
Tank). The DHW system provides hot water at 60°C.
Part of the 60 °C hot water would be directly supplied
to the kitchen and the rest would be mixed with the city
water to provide a 43.3°C hot water to the guestroom.
To ensure the quick delivery of the hot water, the hot
water is continuously circulating within the distribution
network. The space conditioning system is made up of
two heat pumps, two cooling towers, one heat
exchanger and one small (102.4kW) boiler (Boiler-2).
Boiler-1 is the dedicated main boilers that provide the
heat for both the DHW system and the space
conditioning system. Boiler-2 is a backup boiler that
operates only when Boiler-1 is not able to meet the
heating demand.
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Figure 1. Schematic of the DHW system
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Figure 2. Schematic of the space conditioning system in
the space cooling mode

As mentioned in the introduction, we can save the
energy consumption of both the DHW system and the
system conditioning system by recovering the waste
heat from the latter to the former. In fact, Miami
provides an ideal environment for the use of the heat
recovery. The climate in Miami is considered to be
tropical or sub-tropical. According to the ASHRAE
standard 169 (ASHRAE, 2006), Miami is located in
Climate Zone 1A, which is very hot and humid. Thus,
there is a large amount of waste heat from the space
cooling throughout the year. With that in mind, we
proposed to use a connection loop, which recovers the
heat from the space conditioning system to the DHW
system through a heat exchanger (Hex-2 in Figure 3a).

There are seven possible operating states for the whole
system varying from the space heating to the space
cooling. In the winter of Miami, there are occasionally
a few cold days, especially during the morning that the
space heating is needed. Since hotel guests tend to take
shower in the morning, the DHW demand may also be
high at the same time when the space heating is
needed. If the DHW demand is extremely large that
requires the full capacity of Boiler-1, the space
conditioning and the DHW systems will run
independently (State 1). The purpose is to guarantee
the supply of the DHW. In this case, the heat recovery
system will stop working.

When the DHW demand drops and Boiler-1 has
additional capacity to meet a partial demand of the
space heating, the system will operate at State 2 that
use both Boiler-1 and Boiler-2 for the space heating
through the connecting loop. This is anticipated to be
the typical operating state for the space heating. The
flow direction in the connection loop at State 2 is
shown in Figure 3a.

If the combined demand for the space heating and the
DHW drops to a level that can be met by Boiler-1,
Boiler-2 will be turned off and the system will operate
at State 3.

State 4 happens when there is no need for the space
heating or cooling, which seldom happens. At this
state, the DHW system and the system conditioning
system are disconnected and no space heating or
cooling will be provided. This state is used as a
transitional period between the space heating and the
space cooling.
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At State 5, a moderate space cooling and a large
amount of the DHW is provided at the same time. The
waste heat from the space cooling is used to heat the
cool city water before it is further heated by Boiler-1.
The demand for the DHW is sufficiently large so that
the DHW subsystem can absorb all the waste heat from

the space conditioning system.

If the DHW subsystem cannot absorb all the waste heat
from the space conditioning system because either the
large demand for the space cooling or insufficient
demand for the DHW, the cooling towers are kicked on
to eject the remaining waste heat to the ambient
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Figure 3. Two typical operating states of the proposed HR system
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environment (State 6). This is anticipated to be the
typical operating state for the space cooling since the
DHW demand in the hotel mainly occurs in the early
morning and late afternoon. For the rest of the day, the
DHW demand is small but the cooling demand can be
large. The flow direction in the connection loop at
State 6 is shown in Figure 3b.

If it is hot and the DHW demand is too small (such as
at night), it is not worth of running the heat recovery
system. In that case, the DHW system and system
conditioning system will operate independently at State
7.

The above analysis shows that the two subsystems
operate jointly at State 2, 3, 5 and 6. However, the
energy saving due to the heat recovery would only
occur at State 5 and 6.

The transition between the states is achieved by
employing a state machine (shown in Figure 4). In the
state machine, temperatures, temperature differences
and flow rates are used to indicate the different states
of the whole system. The dead band and waiting time
are employed to avoid short cycling.
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Figure 4. Supervisory control described by the state
machine (the location of the temperature sensor and
flow meter can be refered to Figure 3)

3 Evaluation

3.1 System Model

A commonly used method for the quantitative
evaluation is to perform computer simulations (Gregor
P. Henze, Clemens Felsmann et al, 2004; Hien, Poh et
al, 2000). The widely used modeling tools in the
building industry include EnergyPlus (Crawley, Lawrie
et al, 2001) and TRNSYS (Klein, Duffie et al, 1976).
However, it is difficult to use EnergyPlus to model the
proposed heat recovery system because it does not
support the unconventional system topology and tends

to highly idealize the control process (Huang and Zuo,
2014; Piette, Granderson et al, 2012; Wetter, 2009;
Wetter, Zuo et al, 2011). TRNSYS is also not suitable
for this case due to two limitations. First, TRNSYS is
not effective in simulating such large system as the
proposed design because it doesn’t supply hierarchical
modeling, which is essential for the debugging and
model reuse (Wetter and Haugstetter, 2006); second,
the pressure-driven flow distribution in the connection
loop is hard to be modeled with TRNSYS. On one
side, the flow direction in the connection loop varies
by the operational states. On the other side, TRNSYS
requires fixed and prescribed flow directions in the
hydraulic system modeling (Kim, Zuo et al, 2013).

To overcome these challenges, we chose Modelica in
the system modeling. The Modelica Buildings library
(Wetter, Zuo et al, 2014; Wetter, Zuo et al, 2011) was
used to build the physical system while
Modelica_StateGraph2 (Otter, Arzén et al, 2005) was
employed to simulate the control system. The
simulation platform is Dymola 2015 FDO1.

Figure 6 shows the diagram of the top-level model for
the whole system. It consists of five components: the
DHW system, the connecting loop, the heat pump for
the space conditioning, the condenser water loop, and
the supervisor control system. Solid blue lines are
pipes connecting the components and dashed lines are
input or output signals for controls. We use the DHW
system and the supervisor controller as examples to

show the details of the Modelica models.
Kicthen
DHW

m_flow_in_dom Q‘ R
! ; Local
e * Controller HR_flow
m_flow_in_kit % g ;E

»——— - ' Guestroom
° DHW
port_a1 senTem ompun | >
Gir_fiow - B ‘*m’iﬁ
b j El fv_i,f ,,,,, o
Tank :pEmi : o
. [
BoHer N ‘

"ﬁ W VVVVVV J TBoi

5 2 >
Figure 5. Diagram of the model for DHW system

Figure 5 is the model for the DHW system. The
similarity between the system schematic (Figure 1) and
Modelica models (Figure 5) allows a quick
identification of modeling error. The DHW system
model consists of physical equipment, such as a boiler
(Bolier-1), a tank, and pumps, and the local controller
for the temperature of DHW supplied to the
guestrooms. This controller is committed to provide a
43.3°C hot water to the guestroom by mixing 60°C hot
water from the boiler with the city water. The input of
the DHW system model is the DHW demand for the
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Figure 6. Diagram of the top-level model

kitchen and the guestroom while the output is the
temperature of the DHW leaving Boiler-1 and the
calculated recovering water flow rate as well as the
energy consumption of Bolier-1 and so on.

Figure 7 shows the Modelica model for the supervisor
control. The key part of this model is the state machine

model,

which consists of state (oval

icon) and

transition (bar icon) modules. The state modules were
used to represent the seven states described in Figure 4.
The input of the supervisor control model includes
temperature of the condenser water entering and
leaving the heat pump, the temperature of DHW
leaving Boiler-1 and the heat recovering water flow
rate. Its output is the state for the whole system.
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Figure 7. Diagram of the model for the supervisory

control

3.2 Evaluation Setting

To evaluate the performance of the proposed heat
recovery system, we simulated the system for one year
period using a typical weather data. In addition, we
studied the system for a typical cooling day and a
special day.

For the annual simulation, there are three input
variables: the weather data, the cooling load and the
DHW demand. The weather data we used is the TMY
(Typical Meteorological Year) file for the nearby
Miami International Airport (U.S. Department of
Energy). The cooling load is the heat that needs to be
removed from the building. A negative sign of the
cooling load means the heat is added into the building
for the space heating (heating load). We used an
empirical equation to calculate the cooling load
according to the outdoor temperature:

T-21 1 T—-21 1
4100(—+—)>—145 4100( +—)

0= T£121 % v (1

G +y) <145 ~145

where Q is the cooling load (kW) and T is the outdoor
air dry bulb temperature.

Furthermore, based on the engineering knowledge, we
created a profile for the typical daily DHW demand in
the hotel. The peak of DHW usage by the guestroom
appears in the morning when guests get up and in late
afternoon when guests come back from the beach. The
DHW usage by the kitchen is mainly for preparing the
lunch and dinner. The generated load and DHW profile
is shown in Figure 8.
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Figure 8. Cooling \ heating load and hot water usage
profile for the annual simulation

For the typical cooling day, there would solely be
cooling demand in the building. We used the same
hourly DHW demand profile described in Figure 8 and

a new hourly cooling load profile shown in Figure 9.
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Figure 9. Cooling load for the typical cooling day
simulation

For the special day (Feb 13), the heating and cooling
was both needed as the day passed. We choose this day
to evaluate the robustness of the supervisory control.
We used the same hot water demand profile and use
equation (1) to generate the load profile for cooling \
heating load data that is shown in Figure 10. According
to the load, the operation mode of the space
conditioning system should change from space cooling
to space heating in the middle night. It then should turn
back to space cooling in the morning.
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Figure 10. Cooling \ heating load for the special day
simulation

3.3 Result

The result for the annual simulation is showed in Table
1 and Figure 11. The annual saving amount and saving
ratio for Bolier-1 energy use is 411GJ and 19%,
respectively.

Table 1. Annual simulation result

Without With
heat heat
recovery | recovery
Boiler-1 annual
energy consumption (GJ) 2,196 1,785
Boiler-1 an-nual - A o
energy saving ratio

As expected, the system largely operated at State 5 to 7
and there was energy saving potential for Boiler-1
throughout the whole year (Figure 11). Most of the
energy savings ranged from 20% to 30%. There were
some days in the winter that the space heating was
needed and the system ran at Sate 1 to 3. There are
only a few hours that the system ran at State 1 when
the cold weather and extreme large DHW demand

happened at the same time.
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Figure 11. Annual simulation results
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As shown in Figure 12 is the simulation result for the
typical cooling day, the system mainly operated at
States 6 and 7 depending on the DHW usage. If the
DHW usage is sufficiently large, the heat recovery
system ran at State 6 and saved about 25% energy for
Boiler-1. Otherwise, the system ran at State 7 and there
was no energy saving.
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Figure 12. Simulation results for the typical cooling
day

As shown in Figure 13, the system state in the special
day changed from State 7 to State 2 in the early
morning to switch from the space cooling to the space
heating. It then switched back to the space cooling in
the late morning. When the cooling load was below
200kW or there was only a little DHW demand, there
was no energy savings taking place. However, when
the cooling load rose above 200kW and there was
DHW demand, Boiler-1 energy savings ratio spiked to
just fewer than 25%. Then when the guestroom DHW
demand was high between four to eight o’clock in the
afternoon the boiler energy saving ratio stayed between
20% and 25%. The fall to 20% at the end of the time
period could be attributed to additional DHW need for
the kitchen and the lack of waste heat being transferred
to warm up the 2.7kg/s of city water during the winter.
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Figure 13. Simulation results for the special day

4 Conclusion

Based on the above analysis, we can find that,

1) the proposed heat recovery system can bring up to
around 30% energy savings by the DHW boiler;

2) the special day simulation result showed that the
proposed control system was able to regulate the
relatively complicated system operation.

As we mentioned in the introduce section, the heat
recovery system would affect not only the energy use
of the boilers but also that of pumps and the cooling
towers. However, due to the lack of the performance
data, we couldn’t make a quantitative analysis
regarding the impact of heat recovery system on the
pumps and the cooling towers energy use. Besides the
energy saving, the reduction in the water usage by the
cooling towers was also not considered since the water
system was excluded from current simulation scope. At
the next stage of this study, we will perform a more
comprehensive evaluation after identifying the missing
performance data for other equipment and including
the water system in the system modeling. Based on
those results, we may make recommendations for the
design and control of heat recovery systems of hotels
in tropical climate.

This study shows that there are advantages to using

Modelica in the modeling of the building system. On

the other hand, it still is challenging in debugging the

Modelica models for the building systems using

current Modelica environment, e.g. Dymola, since only

limited information is provided during the simulation.
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Abstract

District heating systems are a relevant solution for
reducing CO2 emissions, especially in dense areas with
older buildings. However, due to the heavy investment
costs, there is a great interest in simulation and
software solutions to reduce distribution losses, limit
the overuse of peak generators and optimize the use of
storage capacities. In this paper, we describe how we
designed, validated and used a library of fast, precise
and robust components for district heating systems.
Among other results, we could reduce the number of
equations in some components by a factor of 40 and
demonstrate more than 10% reduction in heat losses on
a sample application.

Keywords:  district heating, physical modeling,
dynamic simulation, supply temperature optimization

1 Introduction

In French urban area, residential buildings currently
account for 60% of the total energy consumption. This
sector is also responsible for a large amount of carbon
dioxide emissions. Most of this consumption is due to
space heating and domestic hot water production.
Following the recommendations of the “Grenelle
Environment Round Table”, France is tied up to divide
by four all emissions of greenhouse gases by 2050.
New energy solutions must therefore be searched for
the building sector. Generalizing standards of low
consumption in new housings (e.g. RT2012 building
code) as well as setting up incentives for building
retrofitting can only be considered as long term
measures since the renewal rate of existing buildings is
limited to 1 %. On the other hand, district heating
systems may already play a role since they are
generally well established in dense urban area. Such
system may massively increase the share of renewable
and recovery energies, especially in urban areas where
the use of decentralized systems is problematic or
impossible. These context elements explain why
France is currently experiencing a new age of
development for district heating networks.

In France, large well-established district heating
systems are continuing their extension while many

small networks are being built. However, due to the
heavy investment costs of such systems, there is a great
interest in simulation and energy planning software
solutions leading to the reduction of distribution losses,
limiting the overuse of peak generators and optimizing
the use of centralized and decentralized storage
capacities. In the Modelica community, previous work
have been investigating issues related to short-term
production planning in district heating networks (Velut
et al, 2014). Our research group is currently involved
in several research programs devoted to the definition
of optimal operation of district heating systems. In this
context we have been working on the development of
computationally efficient and accurate dynamic
simulation capabilities in order to propose and evaluate
advanced control strategies.

The beginning of the present research program in
January 2014 was devoted to the selection of an
appropriate simulation platform, for instance able to
host flexible model development. We have carried
comparative studies of various candidates and the
details of this analysis can be found in (Giraud et al,
2014). This work has led us to the conclusion that the
equation-based object-oriented language Modelica
along with the simulation platform Dymola was the
most adapted tool for our application. This has led us
to develop a Modelica component model library that
we named DistrictHeating.

The purpose of this paper is to present the
DistrictHeating library and to show how accurate
modelling of a district heating network can be used as a
basis to develop efficient control strategies. Section 2
first describes the structure and some of the models
contained in the DistrictHeating library. Since the
experimental validation of such models is an important
issue, the validation process applied for the pipe model
is entirely described in section 3. In section 4, we
describe the optimization of a temperature control
strategy in a virtual district heating network, designed
to reproduce the behavior of a small part of the district
heating network in Grenoble, France. Consumers are
simulated using actual heat load profiles observed in
the Grenoble main district heating system. Two supply
temperature control strategies, a standard and an
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optimized strategy, are compared in order to show the
potential of energy savings.

2 Library for district heating system
modelling and simulation

The current version of the DistrictHeating library
contains several models intended to provide solutions
for dynamic simulation of district heating and cooling
systems. The modelling scope of the library is limited
to systems using liquid water as the heat carrier fluid.
As a consequence, the applicability of the developed
models is restricted to cases where the fluid can be
considered slightly- or in-compressible and poorly- or
non-expandable.

2.1 Compatibility

Our DistrictHeating library relies on many modelling
solutions provided by the version 3.2.1 of the Modelica
Standard Library. For instance the FluidPort
connectors defined in the Modelica.Fluid library
(Franke et al, 2009) and relying on stream variables are
used. The DistrictHeating library can thus handle the
flow-reversals which can occur for instance in meshed
networks or networks with multiple supply points. The
HeatPort connectors of the Modelica. Thermal library
are also used. The modelling of one-dimensional
thermo-fluid flows in piping network within the
DistrictHeating library is compliant with the
Modelica.Media package. We have also chosen to base
our work on the Modelica.Fluid library since it allows
modeling fluids with multiple trace substances. This
feature can for instance be used to dynamically track
the influence area of various production plants on the
same heat grid. The compatibility of our model
developments with other already existing, well
documented and open-source modelica libraries such
as Buildings (Wetter et al, 2014) was also an important
design criterion.

Although the DistrictHeating library is limited to
our internal use for now, we can envision a wider
diffusion of some components under an open-source
license in the future.

2.2 Structure of the DistrictHeating library

The DistrictHeating library is composed of several
packages containing model solutions for various
components of a district heating system such as pre-
insulated pipe, pump, substation, heat generator... The
most important packages of our library are described in
the following sections.

2.3 Package Fluid

The Fluid package provides components to model one-
dimensional fluid flow in networks (see Figure 1).

The models representing one-dimensional pipes are
gathered in the Pipes sub-package. The piping network
of a district heating system is generally composed of

two identical parts namely the supply and the return
networks. The twin-pipe configuration1 apart, each
piping element is composed of a pipe and a
surrounding cylindrical thermal insulation. In some
cases, it is necessary to account for the internal heat
exchange between the supply and the return networks.
In all cases, heat losses towards the surrounding
environment should be accounted for. To ease the data
collection burden for end-users we have developed a
model representing a pair of pre-insulated pipes (see
Figure 2) relying on geometrical parameters and solid
properties available from vendors. We have collected
such models in the PipeShopCatalogue sub-package.

Package Browser @

Packages -
- [ |Fluid
-i--F‘ipes

: : Figure 1.

+- — PipeShopCatalogue

P ? ? Structure of the
T'E‘T’J’F‘ES Fluid package.

+ . Interfa-:es
+ . Uessels
4 Cu:umpu:unents i

MEARAEILY

A model of tank with variable level is not useful for
our application. We also found that head losses
experienced by the fluid at inlet/outlet connections of a
tank were generally negligible for our application.
Following these two considerations, we have decided
to introduce a Vessels sub-package in our library. This
sub-package can be considered as a simplified version
of the Modelica.Fluid.Vessels package.

Figure 2. Icon representing

> oo
a pair of pre-insulated
pipes.
E=TTER

Some systems are built from n (€N, n > 1)
identical components (eg tube, pump ...) in parallel.
For clarity reasons, let us only consider here the case of
n tubes in parallel. When the operating conditions are
similar for each tube, it is tempting to model the
system relying on one elementary pipe affected with a
weight of n. The weight feature is for instance
available in the DynamicPipe model of the
Modelica.Fluid library through the use of the
nParallel parameter. However, implementing this

1 ) . . Lo .
Configuration with two pipes in the same casing.

80 Proceedings of the 11" International Modelica Conference DOI

September 21-23, 2015, Versailles, France

10.3384/ecp1511879



Session 2B: Building Energy Applications 1

feature has led to the modification of 11 files within the
Modelica.Fluid.Pipes sub-package. To ease the
maintenance of our code, we have searched for a less
intrusive mean of programming this feature. A
FlowDivider and a HeatDivider model were developed
for this purpose. These models are intended to be
positioned at the interfaces of the system built from n
identical components. Both models consist of a pair of
ports introducing a division (respectively a
multiplication) of the flow variables (mass flow-rate
and heat flow-rate) in the positive (respectively
negative) flow direction. Of course, the pressure drop
and the accumulation terms for mass and energy are set
to zero. These models are part of the Components sub-
package.

2.3.1 Focus on the pipe model

Heat is convected at a velocity typically ranging from
0.05 m/s to approximately 2 m/s and over distances of
a few to several tens of kilometers in a district heating
network. As a consequence, a temperature change
initiated at a production plant reaches far end-
consumers with a delay that can exceed several hours.
In order to limit heat losses throughout the distribution
network, this delay must be correctly evaluated in
order to overheat the network only when the thermal
demand is high. Defining an optimal operation strategy
for a district heating system therefore requires the use
of a reliable pipe model correctly accounting for the
temperature propagation dynamics. In order to define
the best possible combination between accuracy and
numerical performance we have developed two
different numerical models to represent a district
heating distribution pipe. Both models share common
equations to express the momentum and mass balances
across the pipe.

Several friction models ranging from linear relations
to detailed laws accounting for the laminar-turbulent
transition and the effect of roughness are available for
end-users. However, a quadratic law fitted to data
corresponding to nominal conditions and linearized in
the laminar regime generally represents the best
comprise  between accuracy and  numerical
performance for district heating applications.

The following simplified equation derived from the
first law of thermodynamics for open systems is used
to express the 1-D fluid’s energy conservation:

aT aT AOZT . M

A-p Cp(at+”ax)‘A oxz T ¢

where A stands for the cross-sectional pipe area, p, ¢,
and A respectively stand for the fluid density, specific
heat capacity and thermal conductivity, T, v and Q
stand for the fluid temperature, velocity and the wall to
fluid heat transfer-rate. As shown, in the validation
section, the first term of the right hand side of Equation
(1) can generally be ignored.

Equation (1) is a partial derivative equation (PDE)
that requires the use of a numerical method to convert
it in a form solvable by a computer program. We
developed two pipe models based on two different
numerical methods. These methods are respectively
referred as the “element-” and the “node-“ method in
the Danish scientific literature devoted to the
modelling of temperature propagation within a district
heating network (Benonysson, 1991; Gabrielaitiene et
al, 2008).

The ElementPipe model

In the first model, Equation (1) is spatially discretized
using a finite volume method (Patankar, 1980).
Relying on a collection of axially distributed non
overlapping control volumes, Equation (1) is
transformed into a system of ordinary differential
equations that can be solved by a MODELICA tool.
Each equation results from an integration of Equation
(1) over an elementary control volume where the fluid
temperature is assumed to be uniform.

The finite volume method is implemented using the
DynamicPipe from the Modelica.Fluid library as a
basis. The following modifications applied to the
original DynamicPipe model are worth noting. Firstly,
only one balance equation per pipe is considered for
mass and momentum regardless of the number of
control volumes used for the energy equation.
Secondly, the discretization scheme for the convection
term in the energy balance equation has been upgraded
from an Upwind-Difference Scheme to the higher-
order Quadratic Upstream Interpolation for Convective
Kinematics (QUICK) scheme (Leonard, 1979). The
QUICK scheme intends to limit artificial (also called
numerical) diffusion. Thus, for a given accuracy level,
larger mesh sizes can be used thereby improving the
numerical efficiency of the model.

The NodeMethodPipe model

In the second model, Equation (1) is integrated along a
fluid’s particle path line following the method of
characteristics (Wylie et al, 1978). Along the path line,
namely a characteristic curve, the PDE becomes an
ordinary differential equation which can be natively
integrated within a Modelica based computer program.

Following this method, it can be shown that the
outlet temperature of a pipe can be inferred from a past
inlet value according to the following equations (see
(Giraud, 2015) for details):

T
out(®) = (Tin(t = 7) — Texp)e T+ Toxt @)
where T, (t — T) represents the pipe inlet temperature
at the past instant t - 7, T is the transportation time,
T..: is the external temperature, T, is a heat loss
characteristic time and T, (t) is the pipe outlet
temperature obtained by neglecting the heat capacity of
the tube.
T is determined using (3) where L is the length of
the pipe and v is the mean fluid velocity:
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t

j v(s)ds =L 3)

t-t
T (t) is then modified to account for the heat
stored in the steel tube by assuming that the heat
capacity of the whole tube is gathered at the outlet of
the pipe and that the fluid and tube temperatures are

equal:
dT t . «

mg dz;u = mcpf(Tout — Tout) “)
where T, is the fluid outlet temperature, m, is the
mass of the steel tube and m and ¢, f respectively

stand for the fluid mass flow-rate and the fluid
specific heat capacity.

Equations (2), (3) and (4) have been implemented
using a combination of the delay(...) and the
spatialDistribution(...) operators (Modelica
Association, 2014).

Table 1. Relative number of equations of the DAE system
for a model composed of a pre-insulated district heating
pipe and two boundary conditions

Model Library Rel. Nb. Eq.
DynamicPipe Modelica.Fluid 100 %
ElementPipe DistrictHeating 32.7 %
NodeMethodPipe | DistrictHeating 2.56 %

Table 1 compares the size of the system of
Differential Algebraic Equations (DAE) for different
pipe models. The number of meshes for the finite
volume models (namely  DynamicPipe  and
ElementPipe) is chosen such that the obtained
numerical results are close to the results yielded by the
model based on the method of characteristics (namely
NodeMethodPipe) for a typical district heating
transient. As can be seen from Table 1 the number of
DAE:s for the ElementPipe model is smaller by a factor
of 3 to that of the Modelica.Fluid DynamicPipe. More
importantly a reduction by a factor of 40 is observed
for the NodeMethodPipe. Accordingly, significant
computational costs savings are observed with this
model when compared to the DynamicPipe or even to
the ElementPipe models. In district heating system
simulations, these numerical optimizations do not have
any accuracy impact, as shown in the validation section
(Figure 5). The NodeMethodPipe is thus used for the
application shown in section 4.

A substation is generally composed of a heat
exchanger a control valve positioned on the primary
side and a PI controller used to control the secondary
outlet temperature (see Figure 3). Two distinct regimes
must be considered to cover the operational conditions
encountered in a district heating system. Firstly, in the
thermal regime, the heat demand is satisfied and the
primary mass flow-rate is entirely governed by the
consumers’ needs. On the other hand, in the hydraulic
regime, the requested heat cannot be provided by the
network. As a consequence, the control valve is fully
opened and the primary mass flow-rate depends on the
local pressure difference between the primary supply
and return lines.

setpoint

controller

control valve

>
primary /

\ secondary
/ side

side \

Figure 3. Schematic representation of a substation. Tin,
/ Touty, (resp. Ting/ Touty) are the primary (resp.
secondary) inlet / outlet temperatures.

We have developed several substation models in our
library consisting of a control valve, a heat exchanger
and a simplified controller. Details on this
development work and on the validation procedure can
be found in (Giraud et al, 2015). In the present paper,
only the model representing the best compromise
between accuracy and computational costs for our
application will be described.

The purpose of a substation model is to cover
simulation periods ranging from days to months.
Consequently, the detailed dynamics of the PI
controller can be ignored and the model may consider
that the secondary outlet temperature always matches
the set point value in the thermal regime. Correctly
accounting for the heat exchanger behavior is a crucial
part of the model. This part is based on the classical

LMTD (Log Mean Temperature Difference)
2.4 Package Substation formulation (Shah et al, 2003):
P =UA-LMTD 5
The heat transported throughout a district heating ower )
network is delivered to consumers by the mean of a where UA stands for the global heat exchanger thermal
substation. The purpose of the Substation package is to conductivity.
provide generic model solutions to represent the The LMTD term reads:
thermalhydraulic behavior of a district heating
substation.
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wmrp = AT A 6
"~ In(AT, /AT,) ©)

where AT, =Tin, —Tout, and AT, = Tout, —
Ting are the temperature differences at the two ends of
the heat exchanger.

By considering that the solid/fluid heat transfers are
similar for both sides of the heat exchanger and that the
conduction in the solid part is negligible, UA can
conveniently be expressed as:

_ Udnom * [(MProm) ™ + (MSpom) ™91
va= (rip)= + (is) @ 7

where nip and mis respectively stand for the primary
and the secondary mass flow-rates. The nom
subscript indicates nominal conditions values and q is

a user-defined parameter generally of the order of 0.7.
100

Tin_p

Tin_s

__@— Tout_p (exact)

—— Tout_p (approx.)

Tout_s (exact & approx.)

80|

[degC]

60|

0.6 o Valve position (exact)
» —— Valve position (approx.)

T T T T T T T T
0.0 0.4 0.8 12 1.6 2.0

Time [h]

Figure 4. Evolutions of the temperatures (top) and valve
position (bottom) for the exact and approximate
substation models — for a decreasing network temperature.

Equations (5), (6) and (7) have been programmed in
a Modelica model. When translated and solved by the
DYMOLA FDOI1 2015 software, these equations lead
to convergence and numerical stability issues,
especially in the region where |AT; — AT,|/AT; < 1.
As a workaround, the regularization method proposed
in (Mattsson, 1997) was tested but the resulting model
still suffered from numerical difficulties in the
conditions of our application. Finally an alternative
formulation, also linearized in the aforementioned
region was implemented. In parallel, to improve
numerical efficiency, we have searched for an
approximate method relying on an explicit formulation
that could be programmed in an algorithm section.

For the thermal regime, the heat exchanger behavior
has been inferred from an explicit correlation between
nip and the inputs of the model, see (Giraud et al,
2015) for details. In the hydraulic regime mip can be
determined prior to the heat exchanger calculation.
Equations (5), (6) and (7) can thus be solved explicitly
is this regime.

Figure 4 compares the evolutions obtained with the
“exact” and explicit (i.e. approximate) developed
substation models. In the simulation scenario, the
network temperature is progressively decreased while
all other quantities are kept constant (power demand,
network pressure difference, ...). Up to time 1.1 h, the
heat demand is satisfied and the substation model runs
in the thermal regime. In this regime, both models
predict an increase in Tout, when Tin, decreases.
This is a coherent behavior for a heat exchanger with a
UA coefficient that is only slightly sensitive to mass
flow-rates variations. However, since this Toutp
increase is limited, decreasing the supply temperature
in a district heating network will generally lead to an
overall heat losses improvement. In the hydraulic
regime, Toutg decreases and the consumers’ heat
demand cannot be fulfilled anymore. In summary,
Figure 4 demonstrates a good qualitative behavior for
our explicit substation model. We have also performed
experimental validation relying on the analysis of
temperature data recorded from instrumented district
heating substations. Details of this validation results
and procedures can be found in (Giraud et al, 2015).

2.5 Other Packages

The DistrictHeating Modelica library is also composed
of many other packages providing solutions to model
pumps, heat generator, stratified heat storage,
conduction in multi-layers planar or cylindrical walls
etc ... The thermophysical properties of the solid
materials traditionally encountered in district heating
and cooling systems are gathered in the SolidMaterials
package.

3 Validation

In this section, we detail some of the experimental
validation work that we have conducted for the pipe
models described in section 2.3.1.

The accuracy of the different pipe models is
assessed using the experimental data reported in
(Ciuprinskas et al, 1999). The same experimental data
have already been used in a similar validation work
performed by (Gabrielaitiene et al, 2008). The
measurements reported in (Ciuprinskas et al, 1999)
have been obtained by triggering a temperature wave at
a production plant of the Vilnius district heating
network. The experiment has been conducted at the
end of the heating season, when heat demand is low
and network mass flow-rate is almost constant.
Temperature measurements have been positioned at
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both ends of an horizontal 470m in length pre-insulated
pipe. Details on this case study and on the parameters
that have been considered to build the corresponding
model can be found in (Ciuprinskas et al, 1999;
Gabrielaitiene et al, 2008).

74

........ Inlet (exp)

734 P kN I I N PPN Outlet (exp)
s Outlet (num - DynamicPipe2)
72 : __@— Outlet (num - NodeMethodPipe),

7

70

[degC]

69

68 |

67|

661X

65

Time [h]

Figure 5. Numerical vs. experimental comparison of the
temperature evolutions at both ends of an horizontal
district heating pre-insulated pipe, 470m in length.

Figure 5 plots the experimental and the numerical
results for two pipe models of our library, namely the
ElementPipe and the NodeMethodPipe (see section
2.3.1 for details). This figure firstly shows that heat
losses are correctly evaluated by the models since the
temperature evolutions at the outlet are all equivalent.
However, the numerical predictions slightly differ from
the experimental evolutions concerning the peak
temperature and the time at which the outlet
temperature starts to rise. These errors exceed the
experimental uncertainties (not shown here) reported in
(Ciuprinskas et al, 1999). The same findings were also
reported for comparable pipe models developed in a
non-modelica environment (Gabrielaitiene et al, 2008).

In (Gabrielaitiene et al, 2008) it is postulated that
the aforementioned numerical errors could originate
from the fact that turbulent axial dispersion is
significant in the conditions of the study yet this

phenomenon it is not accounted for by the models.
Consequently, we have implemented a simplified
version of the thermal diffusion and dispersion models
proposed by (Drouin, 2010) in our ElementPipe model.
This did not significantly improve our numerical
predictions. We have also analyzed the potential
impact of bends and other singularities on the
temperature propagation dynamics by following the
models proposed in (Park er al, 1971). Again, this did
not improve our numerical predictions. We have also
carried a sensitivity analysis on several uncertain
experimental parameters (e.g. wall capacity, fluid/solid
heat transfer coefficient, thermal dispersion coefficient
...). Within the considered variation ranges, it was not
possible to significantly reduce the numerical errors.
Water tests on thermal stratification in a long
horizontal pipe subject to transient inlet conditions
were reported in (Tenchine er al, 2014). The purpose
was to validate criteria for the prediction of occurrence
and amplitude of thermal stratification in a simple
horizontal pipe. The variation ranges regarding the
experimental conditions explored in (Tenchine et al,
2014) are compatible with the experimental conditions
of the present validation work in terms of pipe
diameter, fluid mean velocity, amplitude of the inlet
temperature transient but also Reynolds, Peclet, and
Richardson dimensionless numbers. When applied to
the district heating experimental conditions analyzed
here, the criteria proposed in (Tenchine et al, 2014)
suggest that the maximum cross-sectional temperature
difference could reach 50 % of the inlet temperature
wave amplitude. In other words, thermal stratification
has probably occurred in the experiments reported in
(Ciuprinskas et al, 1999). This would explain why the
time at which the outlet temperature starts to rise is
significantly under-predicted by the pipe models of our
library which all rely on the assumption of flat velocity
and temperature profiles. Since, the operational
conditions leading to potential occurrence of thermal
stratification in a district heating network (very low
mass flow-rates and steep temperature changes) are

EHeating pflAa*Ant; -

Figure 6. Layout of the sample district heating network, with 26 consumers and one heating plant.
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very rare, we have decided to not include such a
phenomenon in our pipe models. However, to
complement the validation procedure exposed in the
present paper, a dedicated experiment will be
conducted in the Grenoble district heating network.
More realistic experimental conditions will be targeted
in order to exclude the potential occurrence of thermal
stratification.

In summary, the numerical predictions produced by
the available pipe models of the DistrictHeating library
for a typical district heating transient are comparable to
those obtained by other research group relying on non-
Modelica tools (Gabrielaitiene et al, 2008). However,
when compared to the experimental data reported in
(Ciuprinskas et al, 1999), a slight numerical error is
observed. By analysing the possible origins for this
error, we have found that thermal stratification might
have biased the temperature transport measurements
performed in (Ciuprinskas et al, 1999). Further
experimental work would be required to firmly
conclude on this issue.

4 Application: optimized supply
temperature

After presenting the library and its validation, we now
present a concrete application of the library on a
sample district heating network. In this section, we first
give an overview of the realistic virtual district heating
network we consider. We then describe the issue of
choosing the supply temperature and the standard
control law generally used in industry. We then show
how the precise, fast and robust simulation obtained
with the DistrictHeating library makes it possible to
quickly obtain optimized supply temperatures results.

4.1 Overview of the virtual district heating
network

Figure 6 depicts the virtual district heating network we
use for this study. The mesh-free network layout
considered in the virtual network originates from an
extension project of the main district heating network
in Grenoble, France. However, since the characteristics
of the buildings in this new district are not yet
available, we reconstructed heat load profiles based on
historical data from other existing buildings in
Grenoble.

In order to make this simulation as realistic as
possible, we dimensioned the various virtual
components carefully, taking into account the
following constraints. Firstly, the buildings’ profiles
are chosen in order to respect the usual distribution of
district heating clients in France, composed of 58 %
households, 36% services and 6 % industries.
Secondly, the substation models are dimensioned
according to the local rules stating that the
dimensioning load must be deliverable to consumers at
a pressure difference of 1 bar and a heat exchanger

temperature difference of 110 K (i.e. Tin, — Ting =
110 K). Finally, the pipes internal diameters are
chosen within the range DN65 to DN350 in order to
limit the maximal fluid velocity to 1.5 m/s. This leads
to a maximum heat transportation time between the
boiler and the far end consumer of 3 hours in the
operating conditions investigated in the present
work.The various piping elements of the virtual district
network are modelled using the NodeMethodPipe
Table 1.

External temperature
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Figure 7. Evolution of the main variables over the
simulation period (08/12/2013-13/12/2013).

The global heat losses coefficient of the network is
adjusted to limit the relative losses to 10 % of the
distributed energy during typical winter days.

The simulation period covers five consecutive days
of December 2013 characterized by a cold yet sunny
anticyclonic weather with daily temperature variations
ranging between — 4.1 °C and + 8.1 °C. During this
period, heat load patterns are regular, allowing for a
particularly clear analysis.

4.2 Standard control of the supply temperature

In such a district heating network, correctly choosing
the supply temperature at the heating plant is a good
way of improving the efficiency of the whole system.
On the one hand, the supply temperature must be high
enough for substations to deliver the required power to
customers. One the other hand, choosing higher supply
temperatures increase heat losses during the transport,
especially as transport times also tend to increase with
higher temperatures. Perfectly optimizing the choice of
the supply temperature would require taking into
account the interdependencies between temperatures
and transportation times for all consumers, as well as
predicting the power requirements of all consumers
over a few hours. In practice, even for a small network
with a few dozen consumers, such a direct control
proves impractical, both in terms of computation and in
terms of investment costs for measurements.
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As a consequence, the standard supply temperature
control strategy uses an indirect solution, based on a
static heating curve. With this strategy, the supply
temperature is chosen as a linear function of the
external temperature. The linear dependency between
the supply and external temperatures can be adapted so
that the maximal opening of the control valves never
exceeds a given threshold, leaving a security margin
for extreme cases.

_ DSTk _____ DS.Tkerit _____ Tsupply

160"~ -

[degC]

120 ---ee

_________

Time [h]

Figure 8. Supply temperature, network temperatures T,
and critical temperatures T§™™ for consumer DS.

Using the virtual district heating network described
above, we applied a standard supply control strategy,
adapted so that the maximal opening of the control
valves is limited to 85 % during the simulation period.

Figure 7 depicts the evolution of the main variables
over the simulation period: the external temperature;
the supply and return temperatures as well as the mass
flow rate at the heating plant; and the maximal opening
of control valves.

Since the choice of the supply temperature is only
indirectly related to the heat loads at the consumer, and
especially does not take into account transport times,
we can observe that this standard control strategy leads
to large variations of the opening of the control valves.
This behavior is consistent with the observations in a
real DH system.

Looking at the consumer side, we can use the
substation models for a finer analysis. Figure 8 depicts
the network temperatures at a consumer, named DS
(red), together with the supply temperature (red
dashed). One indicator we can compute thanks to the
detailed substation model is the critical temperature
(black), i.e., the minimal temperature required to be
able to satisfy consumer demand. On these figures, we
can see the actual network temperature is much higher
than the critical temperature. For instance it can be
about 150°C when only 120°C would be sufficient.

4.3 Optimizing the supply temperature

For each substation, we can compute the critical
temperature, hereafter noted T,c(“'t, which corresponds
to the minimal network temperature allowing to serve
the power required by consumer n° k. By taking into
account transport times and heat losses, we can further
compute the critical temperature at the heating plant
according to the following equation:

TS = rE?,x(T,fm(t’) + losses(z(t"))),

Vt'such thatt =t' — 1(t")

®)

Choosing a supply temperature close to Tg{l‘;f(t)
ensures that demand at consumer side will be satisfied
at all time, while minimizing heat losses. For a given
set of heat load predictions, we can obtain all the data
to compute Tg;‘;,f (t) directly from the simulation
results. However, since modifying the supply
temperature also modifies mass flow rates, transport
time, and thus network temperature, the selection of an
optimized supply temperature is actually an iterative
process.

Extract
Estimate Simulate ;
Toup(to--t24) the network T (to-- t4)
s i (to. - t24)
Compute

Tscﬂ;t (to--t24)

yes

Propose new
Tsup(to- 0 t24)

Apply supply no

temperature Modif. T,,,?

Figure 9. Computation of an optimized supply
temperature, over a 24h prediction horizon(ty. . to4).

Figure 9 depicts the iterative process computing an
optimized supply temperature:

Estimate an initial
schedule

2. Simulate the network using the Modelica
DistrictHeating library

3. Extract critical temperatures and transport
time for each consumers

4. Compute the aggregated critical temperature at
the heating plant, taking into account
individual critical temperatures and time
delays (see Equation (8))

5. Choose a new supply temperature based on the
aggregated critical temperature

6. Check if the supply temperature changed, and
iterate to step 2 if necessary.

7. Once a solution is found, apply the supply
temperature.

For our application, we implemented this algorithm
in the Scilab scientific computing software (Scilab
Enterprises, 2015), which communicates with Dymola
for executing the Modelica simulation. This setting is
close to the one adopted in previous work (Du et al,
2014), for optimizing dynamic hybrid energy systems.

supply temperature

86 Proceedings of the 11" International Modelica Conference DOI

September 21-23, 2015, Versailles, France

10.3384/ecp1511879



Session 2B: Building Energy Applications 1

Tsupply (reference) Tsupply (optimized) ____ TRet

[degC]

120_%

80

— MFR (reference)

GOEW
40:/\/\/\_

20

MFR (optimized)

[kg/s]

T T T T T T T T T T
30 40 50

_ max POS (reference) max POS (optimized)

O‘S_M NS
0 M_,W\

0.4

T T T T T T T T T T
30 40 50

Time [h]

Figure 10. Main variables at the heating plant and
maximal control valve opening, in the reference (red) and
optimized (blue) cases. Return temperature at the heating
plant (green) is similar in both cases.

4.4 Comparison between standard and
optimized supply temperature

Figure 10 depicts the evolution of the main variables at
the heating plant and the maximal control valve
opening, both using the standard supply temperature
(in red), and using the optimized supply temperature
(in blue). In the upper figure we can see that the supply
temperature can be reduced by up to 30°C, without
reducing the ability to meet the consumers demand. In
Figure 11, we can see that the produced thermal power
is slightly reduced, because of a reduction of heat
losses. Over the period we consider, the total energy
savings amount to about 18% of the total heat losses.

__ Produced Power (reference) __ Produced Power (optimized) - Aggregated Power at consumers
16

40
Time [h]

Figure 11. Produced thermal power in the reference (red)
and optimized (blue) cases, and aggregated thermal power
transferred to consumers (green).

Looking at the consumer side, Figure 12 clearly
shows that the optimized network temperature (blue) is
lower than using the standard supply temperature (red),
and is closer to the critical temperatures (black

dashed). We can also observe that the control valves
operate between 70% and 95% opening, and with more
dynamic variations, indicating a finer control.

_____ CK3.Tk_crit CK3.Tk (reference) CK3.Tk (optimized)

CK3.POS (reference)

0.4
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Figure 12. Results for consumer CK3 in the reference
(red) and optimized (blue) cases: network temperatures
(top), control valve position (bottom).

4.5 Discussion about heat load prediction

We can notice that heat load prediction for consumers
plays an important role in the optimization of the
supply temperature. In the work presented above,
incorrect predictions could lead to lower network
temperatures at the substations, and prevent from
meeting the heat demand at some points in time. To
mitigate this constraint, we can note the following
points:

1. Since critical temperatures at consumers T§ ™ are
close to linearly related to the heat load at each
consumer, Wwe can propagate prediction
uncertainties to the choice of a supply temperature.
For instance, if there is 10% uncertainty on the
heat load prediction, increasing the optimized
supply temperature by 10% of the typical
temperature difference (approx. 1°C in most cases)
would provide a good confidence to the network
operator.

2. Even in case the network temperature is too low
for meeting the heat demand during short periods
of time, previous studies have shown that the
thermal inertia of buildings ensure the inhabitants’
comfort for at least a few hours (Kensby et al,
2015). In typical buildings, it is only after a few
dozen hours that a reduction of heat power by 10%
will lead to a reduction of internal temperature by
2°C.

3. To minimize prediction uncertainty, we can adopt
a model-predictive control approach, in which the
optimized supply temperature is updated on a
regular basis with new predictions. Thanks to the
rather slow dynamics of a district heating network,
computing a new optimized supply temperature
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every 15 minutes is enough to guarantee a fine-
grained control.

5 Conclusion

In this paper, we describe how we designed, validated
and used DistrictHeating, a library of fast, precise and
robust Modelica components for district heating
systems. In this library, we designed the components
by iteratively improving standard components in order
to reach a good balance between the precision and
execution time of the simulation. We then validated the
components by comparing their behavior with
experiments on real district heating networks.

Based on the DistrictHeating library, we could
design an application for optimizing the supply
temperature of a sample district heating network. Using
an optimized supply temperature allows reducing heat
losses by 18% compared to a standard strategy. This
optimized strategy relies on accurate prediction of the
heat load for consumers.

As a further step, we will develop a model-
predictive control approach for supply temperature
optimization. In this approach, we can update heat load
predictions regularly, and compute an optimized
supply temperature for the next time slot accordingly.
The improved simulation times of our library make it
possible to adopt an update rate of a few minutes even
for medium size systems (dozens of consumers), which
is perfectly compatible with the slow dynamics of a
district heating network. Using this approach, we plan
to extend our study to a one-year simulation in order to
estimate possible yearly savings on our test case.
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Abstract

This paper discusses an approach to handle multi-mode
Differential Algebraic Equation (DAE) systems
described by continuous-time state machines where
mode-dependent state constraints are present. The goal
is to perform static symbolic analysis and to generate
efficient run-time code. This technique extends the
class of multi-mode systems that can be handled by
Modelica tools.

Keywords: Multi-mode, DAE, varying index,
continuous-time state machine, variable structure
system, symbolic transformation.

1 Introduction

1.1 Multi-Mode Systems

In (Elmgvist et al., 2014) a proposal was presented to
extend the synchronous Modelica 3.3 state machines
(Elmgqvist etal, 2012) to continuous-time state
machines having continuous-time models as “states”.
Every model can be a “state” of a state machine and in
particular acausal models. These new types of models
are called “multi-mode systems”. An example of such
kind of system is shown in Figure 1.

time|> 0.9

bfcken I:-iu:d':-
N

time > §.3-and time < (0.5

(7). [z 1
| .

ground

£y
BN
abfeyosauls
peo|

Figure 1. Circuit with two acausal state machines, from
(Elmgvist et al., 2014).

Additionally, a method was developed to map
connections to connectors of states in a particular way.
The resulting equations can be processed basically by
the standard symbolic algorithms supported by
Modelica 3.2 tools. This approach already allowed
handling a large class of useful variable structure
systems with dynamically changing number of
continuous-time states.

However, models could not be handled with this
new method if connections between state and non-state
components lead to constraints on continuous-time
state variables that vary for the different state machine
states. For example, the model in Figure 2 could not be
handled. This circuit describes a capacitor C1 that is
destroyed when the voltage becomes too large. The
destroyed capacitor is modelled with a small resistor
R1.

R2
R=100 ’

= s

= I 5 C1v>8 o i

0 —— i o a

[} [u}

-

= =]

: I

& =]
ground

Figure 2. Circuit that could not be handled previously due

to different state constraints in the different state machine

states; slightly adapted from (Elmqvist et al., 2014).

The goal of this work is to extend the class of multi-
mode DAE systems that can be simulated by Modelica
tools and prototype the technique in Dymola (Dassault
Systemes, 2015).

In the EU research project RealSim, algorithms had
been developed to symbolically process variable
structure DAE systems and simulate the generated
code (Mattsson etal., 2001). In particular, also a
certain class of DAEs could be treated where Dirac
impulses occur when switching the structure. These
developments had not been incorporated into the
release version of Dymola, because they had not been
mature enough for a production software. Some ideas
from the developments in the RealSim project are now
being transferred to multi-mode systems.
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1.2 Other Approaches

There are also other approaches to handle variable
structure, varying index systems. For example
(Zimmer, 2010) uses a run-time interpreter that
processes the DAE equations at run-time, when the
structure and/or the index is changing. The benefit is
that a very large class of DAEs with varying index can
be handled, at least in principal. The drawback is that
the run-time efficiency is one or more orders of
magnitude reduced with respect to an approach
advocated by this article. Dynamically changing the
structural analysis at run-time is also performed by
(Hoger, 2014). Describing variable structure systems
with causal state machines is discussed by (Pepper et
al, 2011).

(Benveniste et al., 2014) is tackling the problem
from a fundamental point of view: The underlying,
precise mathematical description is based on non-
standard analysis for discrete-time and hybrid
continuous-time/discrete-time multi-mode  systems.
This approach looks promising. However, it is not yet
clear how to utilize this theory practically in a
Modelica simulation environment.

2 Prerequisites

In this section several equations and properties are
collected together that are prerequisites of the
developed methodology, which is introduced in
sections 3 and 4.

2.1 Connection equations

In (Elmgqvist et al., 2014) it was shown how to map
physical, acausal connections from components outside
of a state machine to components on a state machine.
An example is shown in Figure 2 where the
components R2 and C2 are connected to the
components R1 and C1 that form a continuous-time
state machine.

Assume a connector c¢; present on a state i is defined
by one potential variable p; and one flow variable f;
and that n of these connectors from the same state
machine are connected to m connectors ¢, ; outside of
(that is external to) this state machine. Therefore, the
following connect statements will be present (for
simplicity it is assumed that exactly one of the
external connectors, c, 1, is connected to all the state
machine connectors; if this would not be the case,
one could always automatically re-arrange the
connect statements):

connect(Ce1,C1)

connect(Ce 1, Cp)

connect(Ce 1, Ce2)

connect(Ce 1, Cem)

These connect statements are replaced by the
following equations, where i characterizes the active
state of the state machine:

Connection equations

P =1{PuP2 " Pnki  Pe= {pe,l' Pe2, s pe,m}}
f=Ufo il fe={orfor fomk

i = activeState();

Pe1 = DPis // potential equations

Pe,1 = Pe,2:m ¢y

0 =fi+ X1 /e,
forrinlin—1
k=mod(i+r—1,n)+1
0=h,(pr,fi) // dummy equations
end for

// flow equation

Note, the for-loop generates n — 1 dummy equations,
0 = h,(...). These dummy equations are only present
in order that the equations of the non-active states form
a regular system. The exact form of these equations is
irrelevant because they are only used during symbolic
analysis and are not present in the generated code. For
more explanations, see (Elmqvist et al., 2014).

For connections of two external connectors to two
states of a state machine, the connector equations of
(1) simplify to:

Connection equations for the connection of

two external connectors cel, ce2 with
two state machine connectors cl, ¢2:

/I Equations for potential variables
cel.p =if activeState(state1) then c1.p else c2.p;
cel.p=ce2.p

// Equation for flow variables
0=cel.f+ce2.f+ (2)
(if activeState(state1) then c1.f else c2.f);

// Dummy equation for not connected state
0 = if activeState(state1) then
h1(c2.p, c2.f) else h2(cl.p, c1.);

The function activeState(name) is the Modelica 3.3 built-
in function to inquire whether the instance name is the
current active state of a state machine or not. Equations
(2) are used in all following examples to map
connections to state machines in to equations.
Input/output connections to states of a state machine
can also be handled. Due to the known causality, this
results in a much simpler approach as with acausal,
physical connectors, and is not discussed in this paper.

2.2 Sinks and sources

The dummy equations (see last equation of (2)) have
the drawback that they introduce algebraic loops
between the states of a state machine and therefore
make the analysis more difficult and the generated
code less efficient (due to larger algebraic systems of

90 Proceedings of the 11" International Modelica Conference DOI

September 21-23, 2015, Versailles, France

10.3384/ecp1511889



Session 2C: Simulation Techniques

equations). These equations can be removed if either
one external potential variable or all external flow
variables are constants or known functions of time, in
other words if the state machine states are connected to
sink or source components. In such cases, equations (2)
can be rewritten to:

Connection equations if one external potential variable
cel.p is a constant or a known time function:

// Equations for potential variables

ce2.p :=cel.p

cl.p :=if activeState(state1) then cel.p else last(c1.p)
c2.p = if activeState(state2) then cel.p else last(c2.p) 3)

// Equation for flow variables
0=cel.f+ce2.f+
(if activeState(state1) then c1.f else c2.f);

or to

Connection equations if all external flow variables
cel.f, ce2.f are constants or known time functions:

// Equations for potential variables
cel.p =if activeState(state1) then c1.p else c2.p;
cel.p=ce2.p

// Equation for flow variables (4)
cl.f:=if activeState(statel) then cel.f + ce2.f

else last(cl.f)
c2.f:= if activeState(state2) then cel.f + ce2.f

else last(c2.f)

Here last(v) is a conceptual function (only used during
symbolic analysis) to indicate the value of variable v
from the last time instant where the corresponding state
was active. For the symbolic analysis, last(v) is a
known value. The “:=” operator in the equations
indicates the computational causality (= the left hand
side is computed from the right hand side).

The proof of equations (3) is straightforward (a
proof of equations (4) can be performed in a similar
way): Start from (2) and recognize that the dummy
equations of the not connected states, hl(..) and h2(..),
can be arbitrarily selected, as long as the equations of
the not connected states together with these dummy
equations are structurally consistent'. In (3) it is
implicitly assumed that state i together with the rest of
the system is structurally consistent if the state is
active. If state i is not active, one can assume that
keeping the causality of the connector (= identical to
the case where the state is active) will still keep this
non-active state together with its other dummy
equations structurally consistent. In other words, under
the assumption that cel.p is a constant or a known
function of time, the last equation of (2) can be
replaced by:

' A DAE is “structurally inconsistent”, if a unique solution
cannot exist, or stated differently, if the Pantelides algorithm
does not converge. (Pantelides, 1988) provides an algorithm to
test for this property.

// Dummy equation for not connected state
0 = if activeState(state1) then (5
c2.p - last(c2.p) else cl.p - last(c1.p);

Rearranging the other equations of (2) together with
(5) results in (3).

As a concrete example, lets analyze the circuit of
Figure 2: At node 2 the state machine connectors Cl.n,
Rl.n and the external connectors C2.n, voltage.n, and
ground.p are connected together:

connect(ground.p, R1.n)

connect(ground.p, C1.n) (6)
connect(ground.p, C2.n)

connect(ground.p, voltage.n)

Since the potential of the ground component is given,
ground.p = 0, one external potential variable of the
connection set is a constant and therefore equations (3)
can be utilized resulting in the following equations that
are equivalent to (6):

Connection equations at node 2 of Figure 2:

// Equations for potential variables

Rlnv=0
Clnv=0
C2nv=0
voltage.n.v=0 (7)

/I Equation for flow variables
0 = ground.p.i + voltage.n.i + C2.i +
(if activeState(R1) then R1.n.i else C1.n.1);

2.3 Differentiating dummy equations

When equations must be differentiated using a
generalized form of the Pantelides algorithm
(Pantelides, 1988), see section 3 and 4, dummy
equations of non-connected states might need to be
differentiated as well. For example assume that the
equation for flow wvariables in (2) needs to be
differentiated. When this equation is differentiated, the
time derivatives of cel.f, ce2.f, cl1.f, c2.f are introduced.
This in turn means that also the dummy equation in (2)
needs to be differentiated. Differentiating this dummy
equation would utilize the newly introduced
derivatives of the flow wvariables, but would also
introduce new derivatives of the potential variables cl.p
and c2.p. This in turn might trigger other (unnecessary)
differentiations.

We are rather free to select the dummy equations.
They are only used to keep the equation sets of non-
connected states structurally consistent. To avoid
unnecessary state constraints of the dummy equations,
and in turn unnecessary differentiations of equations,
the dummy equations are actually defined in such a
way that they provide a relationship between the
actually occurring highest derivatives of the potential
and flow variables.

For example, when the flow equation in (2) needs to
be differentiated and the time derivatives of cel.f, ce2.f,
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cl.f, c2.f are introduced, then the dummy equation is
changed to:

// Dummy equation for not connected state
0 = if activeState(state1) then (8)
h1(c2.p, der(c2.1)) else h2(c1.p, der(cl.f));

Therefore, they provide a relationship between the
differentiated flow variables and the non-differentiated
potential variables.

2.4 Standard Pantelides and BLT algorithms

The Pantelides algorithm (Pantelides, 1988) is the key
algorithm in this paper and will be generalized for
multi-mode systems”. It is summarized here for
Modelica 3.2 DAEs, that is hybrid DAEs but without
(discrete or continuous-time) state machines:

The flattened equations of a Modelica 3.2 model are
described by the following equations:

Flattened equations of a Modelica 3.2 model

(@ w={&xy,t,mm}
(b) 0 = f(w, relation(w)) 9)
(c) m = g(w, relation(w))

where
t The independent (real) variable
x(t) Variables of type Real, appearing

differentiated

y(t) Variables of type Real, appearing not
differentiated (= algebraic variables)

m(t,,) Variables of type discrete Real, Boolean,
Integer. They change their values only at
event instants t,,,. At an event instant, m~
is the value of m at the previous event
iteration at this time instant. During
continuous integration, that is between
events, m is fixed (does not change) and
m =m

relation(w) All the relations in the model, for
example x, > ys. During continuous
integration all relations are fixed (do not
change).

If (directly or indirectly) constraints between variables
X are present, the Jacobian of (9b) with respect to the
unknowns of type Real is singular:

ofi  Ofi
% ayj])zo

det( (10)

This means that (9b) cannot be algebraically solved for
the unknowns x and y. When using an explicit
integration method to solve (9b) between events, these
unknowns must be computed. Consequently, if (10)

% Most likely, the alternative formulation from (Pryce, 2001) can
be used instead of the Pantelides algorithm as well.

holds, explicit integration methods cannot be used and
initialization is problematic’.

The Pantelides algorithm solves this problem by
differentiating singular subsets of equations. Since only
equations are under consideration that are integrated,
the starting point of the algorithm is equation (9b)
where the discrete variables m, m~, relation(w) are
kept constant (because they do not change during
continuous  integration) and  therefore their
dependencies are ignored:

0=f(%xy,t) (11)

In particular this means that all when-clauses are

removed and the dependency of the equations from

conditions of if-clauses is ignored. The variable and
equation structure of (11) is described in the following
way:

e All variables appearing in (11) are collected in
vector v={XXx,y}, VER™ and (11) are
Mo = Ny + n, equations: 0 = f(v,t)

e The variable association list V is an Integer vector

that defines if a variable v is the derivative of a
) . ... dvj ..
variable i: V; =i, if % = v;. If no derivative of

variable v; is present, then V; =0 (i.e., these
variables have the highest occurring derivatives).
e The equation association list F is an Integer vector
that defines if equation f; is the derivative of an
d_fj =
dt
equation f; is present, then F; =0 (i.e., these
equations have the highest occurring derivatives).
After termination of the Pantelides algorithm the
following two sets of equations are present:

equation i: F; =i, if f;. If no derivative of

af
0=fi(vt), F;=0, 6_1/:; structurally regular (12)

for V; =0,
and
0 = fi(v, 1),

In other words, (12) are ns, equations (the highest
derivative equations) in ng, unknowns (the highest
derivative variables), and the highest derivative
variables can be computed from the highest derivative
equations (provided the Jacobian is mnot only
structurally regular but also regular).

F,>0, V>0 (13)

(13) are ny —nsy equations describing the constraint
equations between the potential states x. They are also
called invariants. The highest derivatives of the
variables, v; with V; =0, do not appear in these
equations. These constraint equations can either be
used to compute appropriate dummy derivatives with
the Dummy Derivative method of (Mattsson and

3 see (Pantelides, 1988)
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Soderlind, 1993), or these equations can be used to
project the solution of (12) to the invariants (13) when
the drift becomes too large.

For the new algorithm, the highest derivative
equations (12) must be sorted to determine the
execution order to compute the highest derivative
unknowns. This includes determining the algebraic
loops of this equation system. This is a standard
algorithm for Modelica models and will be abbreviated
as BLT (Block Lower Triangular) as it is usually done.

3 Basic Idea

In this section the basic idea to symbolically process
multi-mode systems with varying state constraints (and
therefore varying DAE index) is sketched at hand of
the circuit of Figure 2. In the follow-up section 4 this
idea is generalized and described in more detail.

Intuitively, when activeState(C1) is true, there are two
capacitors in parallel, C1 and C2, and this results in a
state constraint between the potential states C1.v and
C2.v. The constraint equation must be differentiated,
which means that the potential variables of the node 1
connection set, such as C2.p.v, must be differentiated
as well.

When activeState(R1) is true, there is a capacitor C2
and a resistor R1 in parallel, and no state constraint is
present. Therefore, the potential variables of the node 1
connection set, such as C2.p.v, need not to be
differentiated. Since variables of external connectors to
a state variable must be differentiated in one mode, and
need not to be differentiated in the other mode, it is
unlikely that it is possible to build one common
equation system for all modes.

Such types of systems can be handled by an obvious
brute force method: For every possible mode the
equations of the complete system are generated for this
particular mode and during simulation the model is
switched between these equation sets. In the case of the
circuit in Figure 2 there would be two equation sets.
For small systems with only a few possible modes, this
approach might be feasible. However, for large
systems with many state machines and several states
per state machine, the number of equation sets would
be growing exponentially and the generated code
would quickly become unmanageable. So this brute
force method is not practical for the general case.

For this reason another approach is used that is
inspired by (Mattsson et al., 2001). 1t is based on the
property that differentiated equations contain the
solution set of the non-differentiated equations. In the
circuit of Figure 2 the potential variables of node 1
need to be differentiated when in state C1. We can
accept this fact and use these differentiated potential
variables also when in state R1. As a consequence, the
potential equation Rl.p.v = C2.p.v is an invariant that
must hold during simulation of its differentiated form.
The benefit is that only one equation set can be

constructed for all modes. Lets’ analyze this approach
in more detail for the circuit in Figure 2:

The connection equations at node 2 are given by (7).
The connection equations at node 1 are:

Connection equations at node 1 of Figure 2:

// Equations for potential variables
C2.p.v =if activeState(R1) then R1.p.v else Cl.p.v
R2nv=C2p.v

// Equation for flow variables
0=C2pi+R2ni+ (14)
(if activeState(R1) then R1.p.i else C1.p.i)

// Dummy equation for not connected state
0 = if activeState(R1) then
h1(Cl.p.v, Cl.p.i) else h2(R1.p.v, Rl.p.i);

Collecting all equations together and applying the
Pantelides algorithm shows that no equation must be
differentiated. The reason is that the if-clauses in (14)
hide the state constraint between the two capacitors
from the structural algorithm. BLT partitioning of the
equations, taking into account the zeros in (7) and alias
elimination, results in:

Sorted equations of Figure 2:

inputs = {Cl.v, C2.v} // continuous-time states

R2.v = voltage.V-C2.v
R2.v = R2.R*voltage.i

algebraicLoop
unknowns = {R1.p.v, R1.p.i, Cl.i}

// Local equations of R1
if activeState(R1) then

Rl.p.v=R1.R*R1.p.i
end if;

// Potential connections to the state machine
C2.v =if activeState(R1) then R1.p.v else Cl.v

// Dummy equations for inactive states (15)
0 = if activeState(R1) then
h1(ClL.v, CL.i) else h2(R1.p.v, R1.p.i)
end algebraicLoop

// Flow connection to the state machine
C2.i+voltage.i =

-(if activeState(R1) then R1.p.i else Cl1.1)
C2.i=C2.C*der(C2.v)

if activeState(C1) then
Cl.i=Cl.C*der(C1.v)
end if;

// Flow connection to the state machine
ground.p.i-C2.i-voltage.i =
(if activeState(R1) then R1.p.i else -C1.1)
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For BLT blocks with one variable and one equation,
the equation with the variable to solve for is type-set in
bold. In this example there is first a sequence of two
such equations. After them there is an algebraic loop
with 3 unknowns. The equations to use include local
equations from the two states and external connection
equations to them.

Every algebraic loop that contains connection
equations to a state of a state machine must be
analyzed whether it is (structurally) non-singular in all
modes. For this, it is tried to make an assignment for
every particular mode that can occur in the algebraic
loop at hand. The algebraic loop in (15) gives rise to
two modes: activeState(R1) is true or false. In both cases
the relevant equations need to be extracted and the
unknowns not present in this mode need to be
removed:

Algebraic loop of (15) for activeState(R1) == true:

inputs = {C2.v} // continuous-time states

algebraicLoop
unknowns = {R1.p.v, R1.p.i}

Rl.p.v=R1.R*Rl.p.i (16)

// Potential connections to the state machine
C2.v=Rl.pv
end algebraicLoop

The algebraic loop in this mode consists of two
equations in two unknowns. An assignment is possible,
because R1.p.v can be assigned in the second equation
and R1.p.i in the first equation. Therefore this set of
equations is structurally regular.

Algebraic loop of (15) for activeState(R1) == false:

inputs = {Cl.v, C2.v} // continuous-time states

algebraicLoop
unknowns = {Cl.i}

(17)
// Potential connections to the state machine

C2.v=Clwv
end algebraicLoop

The algebraic loop in this mode consist of one equation
in one unknown. Since the unknown Cl.i does not
appear in this equation, the algebraic loop is
structurally singular.

The approach of Pantelides is to differentiate
equations if the smallest possible set of equations has
more equations as unknowns. In the new method we
differentiate additionally the potential or flow
connector equations from external connectors to
connectors on a state of a continuous-time state
machine if

these connector equations belong to an algebraic
loop and in one mode this algebraic loops is (a)

singular and (b) the connector equation is present in
this singular case.

In the above example, only equation

C2.v =if activeState(R1) then R1.p.velse Cl.v. (18)

fulfills these requirements (it is a potential connector
equation present in an algebraic loop, in mode
activeState(R1) == false this loop is singular, and the
equation is part of this singular loop). We differentiate
this equation and adapt the corresponding dummy
equation:

der(C2.v) = if activeState(R1) then
der(R1.p.v) else der(C1.v)
0 = if activeState(R1) then (19)
hl(der(Cl1.v), Cl.i) else
h2(der(R1.p.v), Rl.p.i)

We take the original equations (15), remove (18) and
its corresponding dummy equation and add (19). The
(standard) Pandelides algorithm is performed on the
resulting system. In this case the algorithm
differentiates  equations and  variables.  After
termination, the highest derivative equations are
structurally regular. Performing BLT partitioning on
this structurally regular subset results in the following
equations:

Sorted equations of highest derivative equations

inputs = {Cl.v, C2.v, R1.p.v}
// continuous-time states + dummy states

R2.v = voltage.V-C2.v
R2.v = R2.R*voltage.i
R1.p.v=RI1.R*Rl.p.i

algebraicLoop
unknowns = { der(C1.v), der(C2.v), der(R1.p.v),
Cli, C2.i}

Cl.i=Cl.C*der(Cl.v)
C2.i = C2.C*der(C2.v)
der(C2.v) = if activeState(R1) then der(R1.p.v)
else der(Cl1.v)
C2.i — R2.i = -if activeState(R1) then R1.p.i
else Cl.i

(20)

0 =if activeState(R1) then
hl(der(Cl.v), Cl.i) else
h2(der(R1.p.v), Rl.p.i)

end algebraicLoop

ground.p.i = C2.i-R2.i+ (if activeState(R1) then
Rl.p.ielse Cl.i)

Analyzing the newly occurring algebraic loop reveals
that this loop is structurally regular in all modes (if this
would not be the case, again potential or flow
equations in the loop would be differentiated).
Therefore, the overall algorithm can be terminated. The
final equations have the property that the highest
derivative equations are structurally regular in all

94 Proceedings of the 11" International Modelica Conference DOI

September 21-23, 2015, Versailles, France

10.3384/ecp1511889



Session 2C: Simulation Techniques

modes. The further processing and code generation is
performed nearly in the same way as for Modelica 3.2
models. Especially, the dummy derivative method is
applied (Mattsson and Séderlind, 1993) and a BLT of
all highest derivative equations together with all
discrete equations (9c¢) is performed as function of all
unknowns. During code generation one has to add-
itionally take into account that equations need to be de-
activated when their corresponding state is not active.

Simulation results with the Dymola prototype are
shown in the next figure:

Clw R1.wv

10

I T T T I T
023 0.32 0.36 0.40

Figure 3. Simulation results of the circuit of Figure 2.

Since variable values of non-active states can have non
meaningful values, Dymola only displays them in the
time period, where the corresponding state is active.
Therefore, C1.v is displayed only in the time range [0s,
0.33s] and R1.v is displayed only in the time range
[0.33s, 0.6s].

4 Multi-Mode Pantelides Algorithm

The approach sketched in the previous section is more
formally defined:

Starting point is a Modelica 3.2 model with one or
more continuous-time state machines. As in section 2.4
all discrete equations and discrete variables are ignored
during the following analysis. This also means that all
transition conditions, such as C1.v > § in Figure 2, are
ignored in this phase and the symbolic analysis is
performed on equation (11). This equation is seen as a
function of all (continuous-time) variables of type Real
that appear in all states of all state machines and in all
equations outside of all state machines.

active in the particular mode).

4. Stop, if all algebraic loops in 3. are structurally
regular for all modes. Otherwise, if an algebraic
loop is structurally singular for at least one mode,
stop the analysis of this loop after this first singular
mode was found and goto 5.

5. For every loop in 4. that was found to be singular,
the potential or flow connection equations that are
(a) present in the respective loop and (b) give a
structural singularity in the analyzed mode, need
(conceptually) to be differentiated. This is indirectly
achieved by introducing the differentiated variables
of the respective connection equations in the
variable association list.

6. Continue with the standard Pantelides algorithm by
analyzing the highest derivative equations (without
taking modes into consideration). After convergence
is reached, goto 2.

Multi-Mode Pantelides Algorithm

1. Perform the standard Pantelides algorithm on (11)
until convergence.

2. Perform BLT partitioning on the highest derivative
equations (12) with respect to the highest derivative
unknowns.

3. Analyze the algebraic loops detected in 2., that have
at least one potential or flow connection equation
(2) in the loop. For every such loop perform an
assignment for every mode present in this loop (for
the assignment ignore all variables and equations not

The standard Pantelides algorithm differentiates the
smallest possible set of equations that has more
equations as unknowns. The generalization above
additionally differentiates connection equations that are
the result of connections to states of state machines, if
algebraic loops become structurally singular when the
corresponding state is active. After termination of the
multi-mode Pantelides algorithm, (12) and (13) hold
again. The new property is that (12) is structurally
regular with respect to the highest derivative variables
in all modes!

After step 2. it may happen that a connection
equation is present outside of all algebraic loops and
that this equation shall be solved for a potential or flow
variable defined on one of the states. This is, for
example, the case in the example of section 5.2:

// Flow connection to the state machine
L2.i = if activeState(diode.open) then (21)
diode.open.p.i clse diode.closed.p.i;

This equation is structurally singular when state
diode.open is active. Therefore, such an equation must
also be differentiated in step 5.

The multi-mode Pantelides algorithm has a worst
case complexity that grows exponentially with the
number of possible modes which might be
troublesome. However, in practice one can hope that
this worst case complexity is usually not reached:
Whenever state machines are present that influence
each other not dynamically (say ideal diodes in an
electrical circuit and friction components in the
mechanical part of the model), then different algebraic
loops will occur for the different state machines, the
possible mode values in the loops will be different, and
the analysis of the loops is decoupled.

One question is under which conditions the multi-
mode Pantelides algorithm is converging (so stops
after a finite number of iterations). For the standard
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Pantelides algorithm this can be determined by
replacing x with x in (11):

0="f(x,xy,t) (22)

and performing an assignment for x and y. If this is
possible, the algorithm converges. If not, the DAE (11)
is structurally inconsistent and the algorithm does not
converge. It is not yet clear how to generalize this
property for the multi-mode Pantelides algorithm.

5 Examples

In this section further examples are shown that shall
demonstrate the multi-mode Pantelides algorithm in
different situations.

5.1 Varying index with inductors

The circuit in the next figure consists of two inductors
in series, L1 and L2, where an over-current destroys L1
(the destroyed case is modeled with a large resistor).

R2

R=51

1

ko=
Z

abeyon
}_-'-.
»—1

C b=

=
-
v
=
Pt

0oo b=+

ground

Figure 4. Inductors in series, where one of the inductors
is destroyed when the current becomes too large.

When in state L1 the two inductors are in series and
there is a constraint between the potential states L1.i
and L2.i. When in state R1, this constraint is no longer
present. The multi-mode Pantelides algorithm operates
in a similar way as for the circuit in Figure 2.
Simulation results are shown in the next figure:

S G —
0.3
0.2
= 014
0.0
0.1 | ! T . |
0.006 0.007 0.008

Figure 5. Simulation results of the circuit in Figure 4.

5.2 Varying index with inductor and diode

With continuous-time state machines it is possible to
model ideal electrical switches, and in particular ideal
diodes:

closed.i<0

)

pasoja
uado

open.v>0

={to

P T [:]

diagram layer

icon layer

Figure 6. Ideal diode modelled with a continuous-time
state machine.

The diode is modeled as a state machine where the first
state is modeling a broken or open line and the second
state is modeling an ideal line without resistance. For
most situations there is no difference in using this
diode model or the one from package Modelica
(Modelica.Electrical. Analog.Ideal.IdealDiode) and setting
Ron = Goff = 0. However, if varying state constraints
occur this is different. Let us consider for example an
inductor in series with a diode:
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11

-y _ k\_-/l +
aBeyjoa

apolp

é
gé;Fd

Figure 7. Inductor in series to an ideal diode model.

The current through the inductor, L1.i, is a state when
the diode is in state “closed”. When the diode is in
state “open”, the current through the diode is zero,
which poses a state constraint forcing also the current
though the diode, L1.i, to be zero, which means L1.i
cannot be a state in that mode. Such circuits can now
be handled with the multi-mode Pantelides algorithm,
whereas using the ideal diode model from package
Modelica would give a singular system during
simulation.

Application of the standard Pantelides algorithm on
the version with the ideal diode model of Figure 7 does
not lead to differentiated equations. BLT does not lead
to algebraic loops (provided the zero potential at the
ground object is utilized). However, the sorted
equations contain equation (21), as already discussed
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in section 4. Since this equation is structurally singular
when state diode.open is active, the differentiated
connector variables, der(diode.open.p.i) and
der(diode.closed.p.i) are newly introduced in the variable
association list (der(L1.i) is already present). In the next
iteration of the algorithm an algebraic loop occurs
which is structurally regular in both modes and the
algorithm terminates.

5.3 Varying index with capacitor and diode

It is also possible to simulate the case of an ideal diode
that is in parallel to a capacitor:

ground

Figure 8. Capacitor in parallel to an ideal diode model.

When the diode is open, Cl.v is a state, when it is
closed, it is no state. The multi-mode Pantelides
algorithm handles this system as well. It is
interesting to compare simulations of this ideal diode
model with the approximate ideal diode model of
package Modelica:

—— C1l.ifideal diode) C1.i (approx. diode, Ron="1e-8, tol=18-8)

[4]

1

2 — 7
0.000 0.025 0.050

Figure 9. Simulation results of Figure 8.

step

Even for small values Ron = Goff = 10* and strict
relative error tolerances of 10® unphysical vibrations
occur that are not present with the ideal diode model
of Figure 6 giving the correct mathematical solution.

5.4 Varying index with breaking shaft

In Figure 10 a breaking shaft model is shown that
could not be handled in (Elmgvist et al., 2014): In the
beginning two inertias are rigidly connected together.
When the absolute value of the cut-torque tau =
inertia2.flange b.tau becomes too large, the shaft breaks
and two not-connected inertias remain. This is a case
where three iterations of the multi-mode Pantelides
algorithm are needed: In the first iteration the potential
equations of the inertias (= flange angles) are
differentiated, in a second iteration these differentiated
equations are differentiated again, and in the third
iteration it is recognized that the highest derivative
equations are structurally regular for all modes. The
Dymola prototype selects variables inertial.phi and
inertial.w statically as states and then there are two
conditional state selections for inertia2.phi and
inertia2.w.

6 Limitations

The central result of this paper, the multi-mode
Pantelides algorithm, was tested with several simple
examples. However, much more tests especially with
large models are needed. It might still be the case that
improvements of the algorithm are needed. The
following limitations are already known:

When using continuous-time state machines it is
easy to model systems where Dirac impulses occur.
For example, replacing the diode in Figure 8 by an
electrical switch and closing this switch when the
voltage drop is not zero, will result in a Dirac impulse.
Simulation is usually successful. However, the
“propagation” of impulses is not taken into account
and therefore in many cases the simulation results will
not be correct.

Another issue are the transition conditions: When
they are functions of the state connector variables and
these variables are differentiated, then the transition
conditions might need to be differentiated as well. For
example, friction can be modeled with the state
machine of Figure 11 (the orange lines are mechanical
connections that have angular velocity and not angle as
potential variables).

torque inertial (" statel ) inertia? springDamper
1 1
> ® .
tau ¥ITN 1 I Figure 10.
stanTime=0 /Z =9 .~ Shaft that breaks due to
tau > tMax or tau < -tMax an overload toque
tau > tMax or

1
oo tau < -tMax

2 g
s R A

(N
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The transition conditions from sliding to Stuck mode
are the critical part: w rel > 0 or w_rel < 0. When in
Stuck mode, the constraint variable, w_rel, will be zero
or close to zero and when switching from Stuck to
Forward or Backward mode then small numerical
errors will give different results, especially if
dynamically coupled friction elements are present. It is
well-known that for this switching direction the
derivative of w_rel has also to be taken into account. It
is not yet clear how to deduce this with an algorithm.

F o

2: tau = taul max

w_rel =0

tau = taul_max

N,

Figure 11. Model of a Coulomb friction element that
cannot be handled with the approach of this paper.

7 Conclusions and outlook

In (Elmgvist et al., 2014) a new approach was
developed to define variable structure systems with
varying number of continuous-time states in a
convenient way with acausal continuous-time state
machines. With a rather simple technique it was
possible to symbolically analyze and simulate such
systems. In the current paper the limitations of the
previous approach have been reduced by generalizing
the Pantelides algorithm for multi-mode systems. It is
then possible to handle continuous-time state machines
where state constraints can vary when switching to a
new state. There are still unresolved issues and further
development is needed before a robust and reliable
solution becomes available for the user.
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Abstract

In modeling and simulation of dynamical processes
frequently higher index differential-algebraic equations
(DAEs) arise. Since an attempt to solve higher-index
DAE:s directly yields several numerical problems, a reg-
ularization in combination with a robust and efficient in-
tegration is required. QUALIDAES is a DAE solver de-
signed to make explicit use of such a regularization. It
allows for the solution of over-determined quasi-linear
DAEs of the form M(x,t)x = f(x,t), 0 = g(x,t). Such
DAEs arise naturally if a quasi-linear DAE is regularized
by augmentation with the set of its (hidden) constraints.
General DAEs can be brought into the quasi-linear form.
To this end, equations can be transformed into the spe-
cific input format expected by QUALIDAES. This trans-
formation can be implemented in a functional style and
yields a non-trivial result. Additionally it provides an on-
the-fly solution for the occurrence of higher-order deriva-
tives.

Keywords:  Differential-Algebraic Equations, Quasi-
Linear, Modelica, Translation, Regularization, Solver,
QUALIDAES

1 Introduction

MODELICA is a language for modeling of dynamical pro-
cesses. In general, the model equations that describe
the dynamical process consist of differential equations
in combination with algebraic constraints, i.e., we have
to deal with so-called differential-algebraic equations
(DAE?5).

The solutions of such systems have to satisfy the al-
gebraic constraints, but, in general, not all constraints
are stated in an explicit way. In particular, if the re-
sulting system of DAEs is of higher index there exist
so-called hidden constraints and the numerical treatment
leads to instabilities, inconsistencies and possibly non-
convergence of the numerical methods, see Brenan et al.
(1996); Griepentrog and Mirz (1986); Hairer and Wan-
ner (1996); Kunkel and Mehrmann (2006). On the other

hand, if a DAE does not contain any hidden constraint
then its numerical treatment by use of implicit ordinary
differential equation methods is not affected by instabili-
ties. Furthermore, all constraints are preserved such that
no drift-off effects arise in the numerical treatment.

Thus, a regularization or remodeling of the model
equations resulting in an equivalent formulation with no
hidden constraints is required to guarantee stable and
robust numerical computations, see also Gear (1988);
Hairer and Wanner (1996); Kunkel and Mehrmann
(2006); Steinbrecher (2006).

The current state of the art in many modeling and
simulation tools to deal with high index DAE:s is to use
some kind of analysis of the system to identify the con-
straints, to determine the index of the system, and to com-
pute an index-reduced system model. Hereby, a crucial
step is the so-called state selection that is required in or-
der to introduce new algebraic variables (the so-called
dummy derivatives) for the selected differential compo-
nents of the DAE system in order to obtain a regular
index-reduced formulation.

In this paper, we present in Section 2 a different reg-
ularization approach for the remodeling of dynamical
systems that uses the hidden constraints to construct an
over-determined system regularization that can be solved
using a specially adapted numerical integrator imple-
mented in the software package QUALIDAES (QUASI
LInear DAE Solver), see Section 3. This approach is
developed for the numerical treatment of quasi-linear
DAE: of the form

E(x,1)% = k(x,1) (1)
and has the great advantage that the problem of state se-
lection can be moved into the numerical integrator such
that it can be performed during the run-time of the simu-
lation.

The software package QUALIDAES requires and ex-
ploits the quasi-linear structure of the model equations.
If QUALIDAES is used in the MODELICA-framework
then this requires a representation of the MODELICA
model equation in quasi-linear form, as illustrated in Sec-
tion 4.
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2 Regularization Using Over-

determined Formulations

In the following, we consider quasi-linear DAEs of the
form (1) on the domain I = [tg,7;] with initial values
x(t9) = xo € R", where E € €' (R" xI,R"") is called the
leading matrix of the quasi-linear DAE and k € %' (R" x
I,R") its right-hand side. Furthermore, x : T — R” rep-
resent the unknown variables. The DAE system (1) is
assumed to be uniquely solvable and non-redundant. Fur-
thermore, we assume that the rank of the leading matrix
E is constant for all (x,7) € R" xI and that the rank of
the partial derivatives of the (hidden) constraints with re-
spect to x is constant for all consistent (x,7) € R" x1I.
Regularization approaches for high index DAEs like the
Dummy Derivatives Approach from Mattsson and Soder-
lind (1993) or index reduction by Minimal Extension
from Kunkel and Mehrmann (2004) consists of adding
the hidden constraints to the model equations and the se-
lection of certain differential components of the state x
that can then be replaced by new algebraic variables in
order to lower the index of the system and to obtain a
new regular index-reduced system formulation. Hereby,
a problem is that the selection of differential components
can change during the numerical integration. Thus, if
this state selection is performed outside the numerical in-
tegrator this often takes too long and is computational
inefficient.

In the following, we will present a regularization of
quasi-linear DAEs (1) of higher index, i.e., that con-
tain hidden constraints. This regularization is based on
an over-determined system formulation in order to over-
come the difficulties in the numerical simulation.
Certain analysis tools, like Pantelides’ algorithm (Pan-
telides (1988)), the structural analysis by Pryce (Pryce
(2001)), the analysis via the strangeness-index concept
(Kunkel and Mehrmann (2006)), the algebraic procedure
proposed in Steinbrecher (2006), a combined structural-
algebraic approach proposed in Scholz and Steinbrecher
(2013), or other, gives us the required information about
the hidden constraints in the system.

These information consists mainly of the order of dif-
ferentiation of (parts of) the DAE to determine the hidden
constraints by algebraic manipulations of the equations
and their derivatives. The minimal order of differenti-
ation of (parts of) the DAE required for the determina-
tion of a certain (hidden) constraint is called the level of
the (hidden) constraint. Furthermore, the maximal level
V. of existing hidden constraints is called maximal con-
straint level of the DAE. See Steinbrecher (2006). Let
us denote the set of all constraints including the hidden
constraints by

0= h(x,1). (2)

Adding the hidden constraints to the quasi-linear DAE

(1) leads to an over-determined DAE
E(x,t)x = k(x,1),
0 = hx1)

(3a)
(3b)

consisting of a differential part (3a) and an algebraic part
(3b). This over-determined formulation (3) then is equiv-
alent to the original DAE (1) in the sense that both have
the same solution set, i.e., for a given consistent initial
value, the corresponding initial value problems have the
same solution. Note that the leading matrix £ not nec-
essarily has to have full rank and the unknowns x are un-
changed, i.e., a transformation of the state variables is not
necessary and the number of unknowns is not increased
(in contrast to the dummy derivative approach).

The over-determined formulation (3) has the advan-

tage that all constraints explicitly are stated, Therefore,
for (3) no hidden constraints exist. A further advantage
of the over-determined formulation (3) is the fact that it
is not necessary to apply analytic manipulations for the
determination of a square, regular system of DAE:s.
The proposed remodeling can be seen as regularization
of the model equations. For more details on the regu-
larization of quasi-linear DAEs we refer to Steinbrecher
(2006).

Example 2.1 The Cartesian Pendulum: Let us con-

_m

! (p(H.9(0)

Figure 1. Topology of the Cartesian pendulum

sider the Cartesian pendulum, see Figure 1. We choose
absolute coordinates p and g denoting the position of the
mass m in the two dimensional space R? for the descrip-
tion of the configuration of the pendulum. The equations
of motion have the form

p =V (4a)
qg = w, (4b)
my = =2pA, (4¢)
mw = —mg—2qA, (4d)
0 = pP+q*-1% (4e)

where v and w denote the velocities of the mass point in
X- and Y-direction while A corresponds to the Lagrange
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multiplier. The constraint (4e) is of level O since no dif-
ferentiation of the DAE is necessary to determine this
constraint. The hidden constraint of level 1 obtained af-
ter only one total differentiation of (4e) with respect to ¢
and replacing X and y using (4a), (4b) is given by

0 = 2pv+2gw. (4f)

Furthermore, from the second total derivative of (4e)
with respect to ¢ and replacing X, y using the the first total
derivative of (4a), (4b), and subsequent replacing of x, y,
v, and w using (4a)-(4d) we get the hidden constraint of
level 2 as

0 = 2742w +2p(—2pA)/m
+2q(—mg —2gA)/m.

A further differentiation of the DAE does not lead
to further constraints. Consequently the minimal or-
der of differentiation of (parts of) the DAE to deter-
mine all (hidden) constraints is two. Therefore, the
model equations for the Cartesian pendulum is a set
of DAEs of maximal constraint level v, = 2. With
all hidden constraints the regularized DAE via over-
determined formulation is given by equations (4a)-(4g).
This regularized DAE consists of 7 equations for 5 un-
knowns x = [ p g v w A ]T and, due to its over-
determinedness, is not solvable within the MODELICA-
framework, e.g., OpenModelica, Dymola, MapleSim. <

(4g)

3 TheSoftware Package QUAL.IDAES

In the following, we consider over-determined quasi-
linear DAEs of the form

M(x,t)x =
O =

fx,1),
g(x,1)

on the domain I = [tg, ;] with initial values x(fp) = xo €
R”, where M € € (R" xI,R™P") is called the leading ma-
trix of the quasi-linear DAE and f € €' (R" xI,R"") as
well as g € € (R" xI,R™¢) form its right-hand side.
Such over-determined formulations of the form (5) have
currently the disadvantage that within the common
MODELICA-frameworks it is impossible to model and
integrate over-determined systems. Therefore, a direct
numerical integrator for possibly over-determined formu-
lations in form (5) has been implemented in the software
package QUALIDAES which requires and exploits the
quasi-linear structure of the model equations.

The software package QUALIDAES is suited for general
over-determined quasi-linear DAEs of the form (5) with
the assumption that the constraints (5b) are neither con-
tradictory nor redundant, i.e.,

dJ
rank ((ﬁ(x,t)) =mc

for all consistent (x,7) € R" x I. For a successful inte-
gration with QUALIDAES DAEs (5) with no hidden con-
straints are preferable. But often an integration of DAEs

(5a)
(5b)

(6)

(5) containing hidden constraints of level 1 at most is suc-
cessful. In case of no hidden constraints it holds

M(x,t) D .

rank | o

for all consistent (x,7) € R” x . Such over-determined
formulations with no hidden constraints are obtained e.g.
by application of the regularization approach described
in the previous section.

The software package QUALIDAES is implemented in
FORTRAN.

Certain features of QUALIDAES are to be emphasized
which distinguish QUALIDAES from other solvers. Im-
portant is the fact that QUALIDAES respects all provided
constraints. In particular, if no hidden constraints exist
in (5), i.e., (7) holds, drift or instabilities are avoided
during the numerical integration.

)

Interface for the model equations: The information of
the model equations needed for the integration algorithm
has to be provided in residual form, as following. The
user or the calling subroutine has to provide the residual
of the right hand side f for the differential part, the
residual of the right hand side g for the constraint part,
as well as the leading matrix M. All evaluated at a point
(x,t). Furthermore, there exists a rough graphical user
interface in MATLAB (Higham and Higham (2005))
suited for model equations provided in MODELICA, see
Altmeyer and Steinbrecher (2013).

Integration method: In QUALIDAES the 3-stage im-
plicit Runge-Kutta Method Radau Ila of fixed order 5,
see Hairer and Wanner (1996), as discretization of the
overdetermined formulation is implemented.

As mentioned above, the code QUALIDAES offers the
possibility to combine the discretization method with
the regularization technique presented in the previous
section. Therefore, the algorithm may use the over-
determined regularization in form (5) as basis for the dis-
cretization. For more details on the discretization we re-
fer to Steinbrecher (2006).

The discretization of the over-determined system (5)
using the 3-stage Radau Ila method leads to an over-
determined nonlinear stage equation of the form

[P T] i e |
0= |: C(ték) :| with ék— §ii (8)

for the determination of the three stages X;; € R”, i =
1,2,3 on the current integration interval [f;,f;41] with
trr1 =t + 8. Here 8 denotes the current step size. The
stages X;; € R", i = 1,2,3 approximate the solution at
the points f;; =t + ¢;6. In (8) D represents the dis-
cretization of the differential part and C represents the
discretization of the constraints to determine the next it-
erate x;1 from &;. Unfortunately, the nonlinear system
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(8) is no longer solvable because of discretization and
rounding errors. Therefore, it is only possible to find an

approximation &, which minimizes the residual r of size
3(mp +mc) of the discretized over-determined DAE in

a certain sense with
)12

In general, such an approximation yields a residual r¢ £
0, which in turn leads to unfulfilled constraints, i.e.,
C(&) # 0 and, therefore, also g(x,#) # 0, not even
within machine precision. This would lead to the typical
difficulties in the numerical integration of higher index
DAEzs, i.e., instabilities, convergence problems, inconsis-
tencies, or the solution drifts away from the original so-
lution manifold.

In order to avoid these problems it is necessary to make
sure that the constraints are always satisfied during nu-
merical integration. This can be achieved if the nonlinear

D
rc

system (8) is treated separately such that &, satisfies the
lower part, i.e., the constraints, exactly or within a pre-
scribed precision, while &, yields a minimal residual in
the upper patrt, i.e., in the differential part.

For solving (8) as described above, an adaption of a sim-
plified Newton method is implemented in QUALIDAES.
For more details on Newton methods we refer to Deufl-
hard (2004). In particular, a constant Newton iteration
matrix is used for a certain number of Newton iteration
steps inside the current integration step [tx,f41]. The us-
age of the simplified Newton method saves evaluation of
Jacobians and decomposition of the Newton iteration ma-
trix in every except the first Newton iteration step. There-
fore, during the Newton iteration a linear system of the

d(&/) }

form
[ % ]Aj_ { (&)

has to be solved in each Newton iteration step j =0, 1, ...
to obtain the next iteration &/ = &+ A in the Newton
iteration. The upper part in (9) represents the differential
part while the lower part represents the constraint part.
The solving of the linear algebraic system (9) has to be
done in an efficient but stable way. For that the code
QUALIDAES decomposes the differential part and the
algebraic part via different decomposition methods. The
LU decomposition with full pivoting is used for the
constraint part and the LU decomposition with partial
pivoting is used for the differential part. While the first
full pivoting detects the set of locally constrained state
variables the second decomposition is faster and detects
a minimal set of differential equations for the locally

€))

dynamic state variables. For a J € N we accept ékj as the
numerical solution of (8) if a certain stopping criteria of
the Newton iteration is satisfied. Furthermore, from this
ﬁkj we determine the next iterate x;, | as approximation
of the solution at 74 .

In particular, this strategy leads to a (numerically)
precise fulfillment of the constraints while solving the
differential part in an "approximate sense". For more
details see also Scholz and Steinbrecher (2014).

Further features of QUALIDAES: The numerical inte-
gration implemented in QUALIDAES uses a variable step
size strategy. For that an adaptation of the error estima-
tion and the step size control implemented in the code
RADAUS5 is used in QUALIDAES.

Furthermore, QUALIDAES offers the possibility to
check and (if necessary) to correct initial values. For that
the user or the calling subroutine has to provide further
initial conditions in addition to the provided constraints
(5b).

If the model equations have solution invariants, e.g., en-
ergy conservation or mass conservation, then it is of-
ten desirable to preserve these solution invariants ex-
plicitly because in general the numerical solution of the
model equations does not satisfy the solution invariants.
QUALIDAES is able to preserve solution invariants if
they are provided by the user as additional equations in
the constraints (5b).

Furthermore, QUALIDAES offers the possibility to deter-
mine a continuous output. This is helpful for example for
an event detection or a visualization in the post process-
ing.

If QUALIDAES is used in the MODELICA-framework
then this requires a representation of the MODELICA
model equation in quasi-linear form. For the most
real applications, the model equations arise naturally in
quasi-linear form. But unfortunately, in the MODELICA-
framework this quasi-linear structure is not obviously re-
flected. Therefore, it is necessary to develop strategies
to represent MODELICA model equations in quasi-linear
form or to reformulate, e.g., by extension into this struc-
ture, as illustrated in the next section.

4 Quasi-Linear Model Equations

As already mentioned, MODELICA does not support
quasi-linear equations directly, but allows the user to
write arbitrary expressions to describe the dynamic be-
havior of the model. It is the responsibility of the un-
derlying interpreter to transform the expressions into an
equivalent suitable form (or, arguably, report an error if
no such transformation can be found). Therefore, to use
MODELICA as the model language for QUALIDAES, we
have to provide said transformation.

In the following section we will resort to the following
style of notation:

A language will be defined in a simple BNF-form:
Nonterminals are expressed with the same small letters
as meta-variables of the corresponding syntactic sort (e.g.
we will use e to denote both the set of terms and a vari-
able from that set). Productions are defined by ::= and
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alternatives are distinguished via |. The context will al-
low for easy distinction between both uses. Multiple
variables of the same syntactic sort are introduced before
they are used.

We will introduce the signature of functions in a black-
board style using x for Cartesian products and — to dis-
tinguish domain and co-domain. Partial functions will be
introduced using the same style but with a <. Addition-
ally, we consider partial functions as sets of tuples that
can be augmented using the — operator (i.e. pU{l — 2}
is the partial function p augmented by mapping 1 to 2.
The domain of a partial function p is written dom(p).

Functions over elements of a language will be defined
using a freely adapted denotational style: [e]x denotes
the function X applied to e. All these (recursive) func-
tions are defined using pattern matching on their argu-
ments: [e; + e]x means the application of X to terms
formed by the addition of two (possible distinct) terms.
Meta-variables are bound in the patterns or correspond-
ing where-clauses.

4.1 Input Language

As input we consider a small excerpt from the MODEL-
ICA abstract syntax of terms:

e = e+e | exe
| u | DER(w;)
A B

Terms e (alternative variables are d, c) consist of addition,
multiplication, numbered unknowns (#;) a MODELICA-
style derivative-operator DER(), the simulation time 7
and constants ¢ C R.

4.2 Quasi-Linear Language

A quasi-linear equation ¢/ (or cfl ,ql) forms one row of the
aforementioned E(x,z). Without loss of generality, we
assume that all ¢l are of the form e;(x,)x + k;(x,7) = 0.
We also assume that all our system consists of n un-
knowns u; ...u, = x. Then, a quasi-linear equation can
be represented as a tuple of a constant term e and a par-
tial function v (alternatively f3, &), mapping derivatives
to their respective coefficients:

glCyxe

where Y:u<—e

An ordered set OL = {ql, ...ql,} (OL when an alterna-
tive is needed) of n quasi-linear equations forms a system.
Such a system is equivalent to the leading matrix E aug-
mented with its right-hand-side k in the sense that each

quasi-linear equation defines a row of E|k:

oL = {ql,...q,,} = Elk
eij(¥,x,0) = cijx
where
ql; = (%, e:)
o {[[}/i(uj),x,t]]e when u; € dom(¥y;)
Y 0 otherwise

ki(x,t) = [ei, x,t]e

In this definition, the helper function [...], is a
straightforward interpretation of terms:

e

[er x e2,x,t].

exR'xR—=R

é [[elvxat]]e[[e%xvt]]e

[er +er,x,t]e = [er,x,t]e + [ea, x,1].
[t,x]. = ¢t
[uix,t]le = xi
[e,x,t]e = ¢

Note, that the interpretation function is undefined for
derivative-terms. However, this does not cause any prob-
lems in our application, as any derivatives will be re-
moved by our transformation (the matrix E does not con-
tain any derivatives).

4.3 Transformation

With the above definitions, the remaining problem is how
to transform a general MODELICA-style equation into a
quasi-linear form. Naturally, there is a trivial transfor-
mation that replaces all derivative with simple identities
of the form DER(u;) = u;. Since these identities are triv-
ially quasi-linear, this does not violate the requirements
for the output of the transformation. However, the result-
ing system would be unnecessary large and not leverage
the structure of the system for efficient simulation. In
fact, QUALIDAES would have to solve the whole nonlin-
ear system as hidden constraints. While the result (if it
can be computed) might be (numerically) exact, this is
certainly not the best or even an acceptable strategy.

Instead, we are going to keep the amount of additional
identities to a minimum. We capture the identities in a
partial function 1 (also: k,A):

Liuj— uj
The transformation [...]J, itself is again defined in a
denotational style using pattern-matching:

Mg :exNx1— gl xNx1

The simplest cases are the simulation time, constants
and unknowns. In these cases, the result is the quasi-
linear equation with an empty set of coefficients, while

DOI
10.3384/ecp1511899

Proceedings of the 11** International Modelica Conference
September 21-23, 2015, Versailles, France

103



Internalized State-Selection: Generation and Integration of Quasi-Linear Differential-Algebraic Equations

the size of the system and the identities remain un-
changed:

[z, n,1] gt £ ((0,7),n,1)
le,n, 1] g L ((0,c),n,1)
[[uian7l]]qlt = <<07ui>7n7l>

For the summation of quasi-linear equations, we need
a way to sum their coefficients in a way that maintains
the interpretation of the coefficients as products of deriva-
tives with terms. Hence, the sum of two coefficients is
either undefined for a given unknown (when both sum-
mands are undefined for the unknown), the result of look-
ing up that unknown in one of the coefficients (when it
is only defined in one of them, mimicking addition with
zero) or the sum of both right-hand sides (when it is de-
fined in both coefficients):

(ywB)(u)
+ B (u:)

y(u;) when u; € dom(y) Ndom(f3)
¥(ui) when u; € dom(y) \ dom(f3)
B (ui) when u; € dom(f) \ dom(y)

undefined otherwise

With this definition, the transformation of the addition-
term is the simple in-order transformation of both sum-
mands, followed by the construction of the quasi-linear
sum:

[[€1+€2,Vl,l]]qlt = <’Y&JB,d+C,>,l,l>

where

<<Y>d>7m7 K> =
<<,B’C>)l>2'> =

In order to transform a derivative, we have to check,
whether said derivative is already identified with an (arti-
ficial) variable. In such a case, the derivative is replaced
with the corresponding unknown and put into the right-
hand-side term. If the derivative is not yet identified with
another unknown, it yields a new coefficient:

[[elvnv l]]qlt
[[62,771, K]]qlt

[DER(w;),n, 1] =
<<®>”l(i)>an?l>
(({u; — 1},0),n,1)

The transformation of multiplication-terms requires
another auxiliary function, [...]«:

when i € dom(1)
when i ¢ dom(1)

[[61 X627nvl]]qll‘ é [[qlt7627m7 K]]X

where

<qlt7 ey, m, K> - [[elanal]]qlt

[...]x allows to multiply a quasi-linear equation di-
rectly with a term. Again, it is defined in a denotational
style using pattern-matching:

[I«:qlxexNxt—glxNxt1

Multiplication with non-derivative terms is again
straight-forward (with ® being the multiplicative equiva-
lent to W defined above).

[(v.e),mn1] = ((y@T1,ex7),n,1)
[(v,e),emi]x =
[[<77€>,Mi,n,l]]x é

An addition-term can be multiplied with a quasi-linear
equation by multiplying its summands and summing up
the result:

{{y®c,ex 1),n,1)
{y@uj,e x T),n,1)

lgl,e1 +e2,n,1]« L ((ywB,e+d),l,A)

where
[[qlvel 1, lﬂ X
[[qlve2am7 K]]X

((v.e),m.x) =
((B.e),l,A) =
Multiplication with a derivative is uncomplicated,

when there is no coefficient mapped to a derivative in
the quasi-linear equation:

[(0,e), DER(u;),n,1] « L (({u; — €},0),n,1)

If the derivative is identified with another unknown,
multiplication is defined recursively by multiplication
with that unknown. In the general case, however, the
multiplication with a derivative requires the addition of a
new identification:

[ql,DER (;),n,1] =
[[qlvl(ui)7nal]]><
[[ql, U, M, LU {ui — um}]]x

where m=n+1

when u; € dom(1)
otherwise

The final case is the multiplication of multiplication-
terms. In that case, we can simply resort to the distribu-
tive property of multiplication:

lql,e1 x e2,n,1]x = (gl 1,A)

where
(gl,m,x) = [ql,er,n,1]x
(gl,,A)y = [ql,er,m, k]«

This transformation obviously deals just with a tiny
fraction of the syntactically valid MODELICA equations
and it is also quite obvious (at least to the experienced
developer), that a lot of work needs to be put into a
full coverage. However, adding more operators or syn-
tactic variants does not add anything more insight into
the discussed principles. On the contrary, if we would
add an operation like MODELICA’s power-operator A,
we would have to expand our transformation with a cor-
responding [], routine. It should be quite clear that
just a few such additions would make the transforma-
tion process unreadable. Hence, we conjecture (but do
not prove for practical reasons) that all MODELICA equa-
tions can, in principle, be transformed into an equivalent
quasi-linear form.
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4.4 Derivatives and Hidden Constraints

The regularization (or index-reduction) of a DAE re-
quires the (arbitrary-order) differentiation of equations
with respect to the independent variable. For a quasi-
linear representation however, the coefficients may only
be multiplied with first-order derivatives of the system’s
unknowns. To maintain that invariant, it is necessary to
break down an arbitrary-order differentiation into several
steps of first-order differentiation and transformation into
quasi-linear form.

The (first-order) derivative of a quasi-linear equation
is computed by [.. .]]vql. It takes a quasi-linear equation,
system size and identities and yields a term (which may
contain applications of the DER()-operator) and a new
system size m and identities Kk:

[H]Vql
[[<y’ €>7n7lﬂVql é

where

glxNx1—exNxt1

(d+ [e]ve,m, x)

<d>m7 K> = [[Y7nvl]]vy

The total derivative of the set of coefficients [...]v,
is the sum of the total derivative of every coefficient. A
coefficient can be differentiated by interpreting it as the
product of the derivative with a term. To avoid generat-
ing a higher-order derivative, the coefficient’s derivative
has to be identified with a new or existing variable:

vy

YxNx1—=exNx1

[0.n,1]v, = (0,n,1)
[{ui |—>e}uy,n,lﬂwé (e;m+ 1, kU{u; — upi1})
where
c = [e]lve X tm+1+ e X DER(uy41) +d
(dmx) = [y,n1]vy

Calculating the total derivative of a (derivative-free)
term is a straightforward implementation of calculus:

Mve e—e
[er+ex]ve = [e1]ve + [e2]ve
[er x ex]ve = le1]ve x e2 +e1 x [ea]ve

[c]ve = 0
[[T]]Ve = 1
[ulve = DER(1;)

Again, it comes in handy that our term language is so
small. However, the above function can be generalized
for more complicated input languages using techniques
like automatic differentiation (Hoger (2013)). Hence we
conjecture that differentiation is possible for all quasi-
linear equations derived from all MODELICA equations.

In order to calculate the constraints of a regularized
DAE we consider the output of the regularization as a

function ¢ : g/ = N from quasi-linear equations to the
amount of desired differentiations. Given such a func-
tion, a system of quasi-linear equations QL can be ex-
panded by regularization [. . .[reg:

[Dree (gl > N) X QLxNx1— QLxNx1

[e,0,n,1]reg L (0,n,1)

[e,{ql} U OL;n, l]]reg = Haly---qli} U OL,m, K)

where
k = c(ql)
(qly,n0,10) = (ql,n,1)
(@licysniv i) = [lalni ulval g
(QL,m,x) = [e,OL,ng, t]lree

After this process, the resulting augmented matrix E~|k
(including rows from identities) is probably non-squared.
To reconcile this property and gather all hidden con-
straints, we attempt to eliminate superfluous rows from
the matrix e.g. by symbolic Gaussian elimination.This
reconcilation depends on the symbolic equivalence of
equation terms. While this is possible (e.g. by us-
ing a suitable computer algebra system) for our small
term-language, equivalence is of course undecidable for
Turing-complete terms (as they are used in MODELICA).
Hence, the process is not practically applicable to every
model. We conjecture however, that such a limitation
exists for every symbolic processing of models.

If this process succeeds, all the removed rows have no
coefficients and are thus hidden constraints.

4.5 Example

To support our claim that [ is not a trivial and hence
useless transformation, we resort to example 2.1. After
setting m = L = 1 for simplification, it can be expressed
in our simple term language (extended with subtraction
for brevity) as:

DER(u]) — u3

DER (up) — uy

Uy Xup+uy Xup—1

DER(u3) +2 X uj X us

DER(u4)+2 X up X us+g
The first and second equation are obvious identities in
the sense of 1. Hence, our transformation can be jump-
started (if we omit this jump-start, the identities would be

copied later on) using these identities and yields 3 quasi-
linear equations and said identities:

qly =(0,u; X up +up Xup — 1)

qly ={{usz — 1},2 X uy X us)

qls =({us — 1},2 X up X us + g)
l:{u1 +—>u3,u2r—>u4}
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The output of a regularization step will ask us to add the
first and second derivative of equation g/, to the system
(it will also ask us to add the first derivative of the iden-
tities, but this can be ignored since identities and their
derivatives are inlined implicitly). Doing so yields:

qly :<®,M1 X Uz +uy X u4>
gls =({uz — ur,us — ur},uz X uz +ug X ug)

No additional identities are required for this simple ex-
ample. Equations ¢/, and ¢gl, are arguably constraints
(although g/; is not hidden). The resulting augmented
coefficient matrix can be seen below:

us3 0
Us 0
1 2><u1><u5
1 2XuyXus+g
Ul Uy | Uz XUz +uq XUy

The last row can be eliminated by subtracting the third
and fourth rows (multiplied with the corresponding coef-
ficient), which yields the third hidden constraint:

U3 XUz +ug Xug—2Xup Xy Xus —2 X up Xtp X Us+g

This is precisely the term we would expect from trans-
lating equation (4g). The resulting system E,k and &
can be fed into QUALIDAES and (given a consistent ini-
tial point) integrated over time without any further state-
selection.

5 Conclusions

In this article we have discussed the efficient and robust
numerical simulation of dynamical systems that are mod-
eled with MODELICA. We have presented a regulariza-
tion method for quasi-linear DAEs that is based on an
over-determined system formulation that is obtained by
adding all hidden constraints explicitly to the original
model equation. The over-determined system formula-
tion can then directly be integrated using the software
package QUALIDAES. The great advantage of the direct
discretization of the over-determined formulation is the
fact that it is not necessary to determine a dynamic (state)
selector outside of the solver QUALIDAES since this is
achieved automatically within the separated treatment of
(8) by its numerical solution, described above. Perform-
ing the state selection within the numerical integrator
also allows us to switch between different state selections
and also opens the door to handle structure varying sys-
tem models Pepper et al. (2011). Furthermore, the num-
ber of unknowns in the DAE is not increased. A further
advantage of an over-determined regularization with re-
spect to the numerical integration is the possibility to add

solution invariants, e.g., mass, impulse or energy conser-
vation laws, to the constraints, which often stabilizes nu-
merical integration.

Nevertheless, QUALIDAES requires a quasi-linear repre-
sentation of the model equations. As we have shown,
MODELICA-style equations can be transformed into
quasi-linear form in a non-trivial way. This transforma-
tion preserves enough symbolic information about the
equations to allow for the description of the hidden con-
straints. On the other hand, non-symbolic (i.e. algorith-
mic) parts can still be dealt with due to the introduction
of identities with new variables.

5.1 Future Work

Although clearly necessary, the expansion of the input
language of the quasi-linear transformation seems to be
merely technically challenging. There are however some
areas of future research that should be considered:

First, the search for a consistent initial point is a well-
known challenging problem. It remains an open ques-
tion, whether the quasi-linear transformation could pro-
vide any help in that area.

Furthermore, the transformations are currently imple-
mented in a straightforward manner. Hence, the outcome
might be non-optimal for practical applications (e.g. the
size of the derived expressions might harm the simula-
tion performance). It could be interesting to search for
variants of the transformation that maintains practically
useful properties (e.g. minimal tree size, minimal identi-
ties added).

Finally, we have already shown that the regularization of
a structurally varying DAE can be implemented in an effi-
cient, dynamic algorithm (see Hoger (2014)). This is, ob-
viously, of little value when the application of its results
remains a non-dynamic monolithic algorithm. Hence
any representation, but especially the quasi-linear form
(since it is well-suited for structurally varying systems)
should be enhanced with a dynamic regularization that
preserves as much information from earlier modes as pos-
sible.
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Abstract

Most dynamic systems with a basis in nature can be de-
scribed using Differential-Algebraic Equations (DAE),
and hence be modelled using the modelling language
Modelica. However, the concept of DAEs can still be
generalised, when differential operators of non-integer
order are considered. These so called fractional or-
der systems have counterparts in naturally occuring sys-
tems, for instance in electrochemistry and viscoelastic-
ity. This paper presents an implementation of approxi-
mate fractional-order differential operators in Modelica,
increasing the scope of systems that can be described in
a meaningful way. Properties of fractional-order systems
are discussed and some approximation methods are pre-
sented. An implementation in Modelica is proposed for
the first time. Several testing procedures and their re-
sults are displayed. The work is then illustrated by the
application of the model to several physically motivated
examples. A possible usability-enhancement using the
concept of "Calling Blocks as functions" is suggested.
Keywords: Fractional Order Systems, fractional calcu-
lus, Integer-Order Approximations

1 Introduction

In Modelica, models are represented as Differential-
Algebraic Equations, i.e., equations of the form
F(x(t),x(t),r) = 0. This formulation is adequate for
most physical systems that can be described (or at least
approximated) with a finite number of states. There are,
however, some systems, where a more general but ulti-
mately similar framework is needed: If fractional deriva-
tives occur, the traditional DAE formulation is inade-
quate.

Fractional calculus, a misnomer-, is a branch of math-
ematics that deals with non-integer powers of differenti-
ation operators. The introduction to this concept is much
simpler in the Laplace-domain. Normally, the Laplace

1

Ithis generalisation of differentiation operators is not restricted to
fractions

variable is restricted to integer values. In fractional cal-
culus, this restriction is lifted. Let us imagine the bode
diagrams of the derivative operator (s = s!), the unity
operator (1 = s9) and the half-derivator (s°°). The am-
plitude plot of the half-derivator has a slope of 10dB per
decade, while the phase angle is constant at 45 degrees.
This is illustrated in Figure 1. A detailed discussion of
fractional calculus is given by Sabatier et al. (2007).
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Figure 1. Illustration of fractional derivatives

Going back to time-domain, fractional differential op-
erators can be defined in various ways, with the Ca-
puto definition (Caputo, 1967) being applied in this pa-
per. Contrary to the often preferred Riemann-Liouville
definition, the Caputo definition allows for a physically
meaningful initialisation of the operator. The Caputo
Fractional Derivative of order « is defined as

1 ! ™t
I(m—a) /0 (t— r)““—de

with f : R — R being a continuous, differentiable func-
tion, the gamma function I, ¢ € R,0 < & and m €
7t ,m = ceil|al.

Fractional-order systems occur naturally in various
fields, like electrochemistry (Debnath, 2003), viscoelas-
ticity (Koeller, 1984), heat diffusion (Povstenko, 2004)
and biology (Magin, 2004). For example, exact solutions

L7 (s%) = DOf(1) ==
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for local temperature and heat flux at the boundary of a
semi-infinite body, using fractional calculus, are given
by Kulish and Lage (2000) (for a Modelica Standard Li-
brary (MSL)-friendly implementation of this findings see
Subsection 3.1). Another application is shaping noise
frequency content according to given spectra (Klockner
et al., 2015). The usefulness is not limited to the mod-
elling of PDE’s though, fractional order modelling can
be used to describe the dynamics of scale-free networks,
for instance(Goodwine and Leyden, 2015).

The goal of this paper is to show how fractional-order
systems can be modelled using Modelica. The deriva-
tion, implementation and testing of suitable approxima-
tions in Modelica is illustrated in Section 2. Applica-
tions of this implementations are shown in Section 3. At
last, the contents of the paper are discussed and possible
ramifications to the Modelica languages are adressed in
Section 4.

2 Fractional Order Modelling

2.1 Implementation

In Modelica, only the der()-operator has to be general-
ized to model arbitrary fractional order systems. Unfor-
tunately, defining a new operator fracder(state, order) is
not possible based on the Modelica Language Specifica-
tion 3.3. Therefore, the proposed implementation uses a
Single-Input Single-Output block instead.

Fractional order systems have infinite dimensional
transfer functions, and therefore have infinite memory
(Vinagre et al., 2000). It is, however, possible to find
reasonable approximations if the frequency range of in-
terest is bounded (for a detailed error analysis refer to
Pan and Das (2012)). Accordingly, as long as the mod-
eller is not interested in extremely stiff systems, these
approximations are adequate.

For implementations based on equation-based mod-
elling languages, integer-order continuous approxima-
tions are the most useful. For examples, see Carlson
and Halijak (1964), Xue et al. (2006) or Oustaloup et al.
(2000). Some other methods are described in Vinagre
et al. (2000), but not mentioned here, as their implemen-
tation in Modelica proved difficult due to a lack of user-
level symbolic manipulation capabilities.

For Carlson’s method, Oustaloup’s method and Xue’s
method, we found general symbolic expressions for
the approximating transfer-functions, and implemented
them in Modelica. Preliminary analysis showed that
Oustaloup’s method was superior regarding flexibility
and accuracy. For this reason, in the following only
Oustaloup’s method and its implementation details are
presented.

The integer-order approximation of a fractional oper-
ator by Oustaloup’s method is given in the Laplace do-

main by
N !
A A S+ o
S ~Gls)=of- ] (1)
k=N S5+ O
k+N-+0.5(147) k+N-+0.5(1-7)
o, o\
W =W | — ,(J.)k =y | —
wy wp
(2)

with the fitting range (@j, @), the fraction of differen-
tiation A and the order of approximation N.

An important thing to notice is that A is not bounded,
so it is possible to simulate the second integral using
A = =2, for example. However, more accurate results
can be obtained if abs(A) is kept low and surplus dif-
ferential operations are simulated directly using the stan-
dard Modelica-notation.

We recreated the construction rule for the Oustaloup-
Approximator in Modelica using linked first-order ele-
ments. The corresponding code can be seen in Listings
1,2 and 3.

2.2 Testing

To test the validity and accuracy of the derived models,
we applied three different testing scenarios: bode dia-
gram, step response, and harmonic displacement. These
tests are described in the following.

2.2.1 Bode Diagram

A Bode diagram of the unity operator (1 in the Laplace
domain) is a straight line with amplitude 1 and phase an-
gle zero degrees over the complete frequency range. The
differentiator (s in the Laplace domain) has an positive
slope of 20dB per decade and +90 degrees phase angle.
Other operators like s> or s~ behave analogous. From
this, we require the half-differentiator s* to feature an
ascending amplitude of 10dB per decade and +45 de-
grees phase angle.

In Figure 2 and Figure 3, bode plots of the imple-
mented model with approximation orders 2 and 4 and
fitting range (0.001Hz,1000Hz) are presented.

It can be seen that slope of the amplitude shows a close
fit to the required 10dB per decade. The phase angle
shows pronounced ripple effects in the case of the 2™
order approximation, but no visible ripples in the case of
the 4™ order approximation.

The required amplitude values are matched in the
complete fitting range. For the phase angle the accept-
able range is somewhat smaller.

If the fitting interval is increased to cover a broader
range of frequencies (not shown here), noticable ripples
in the phase plot appear even for the 4" order approxi-
mation.
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Listing 1. Excerpt of Modelica code for a fractional derivative operator

block OustaloupOperator

import Modelica.Blocks.Types.Init;

parameter Integer order(min=1, max=4) = 4 "order of approximation (1,2.,3.,4)";
parameter Real lambda = 0.5 "exponent of operator (—l=integrator , l=derivative)
parameter Real w_lower(max=1) = 0.001 "lower fitting frequency [1/s]";
parameter Real w_upper(min=1) = 1000 "higher fitting frequency [1/s]";

parameter Modelica.Blocks.Types.Init initType=Init.InitialState

"Type of initialization (l: no init, 2: steady state, 3: initial state,

4: initial output)" annotation(Evaluate=true, Dialog(group= "Initialization"));
parameter Real x_start[number]=zeros(number) "Initial or guess values states "
annotation (Dialog(group="Initialization"));
parameter Real y_start=0 "Initial value of output”
annotation (Dialog(enable=initType == Init.InitialOutput, group= "Initialization"
final parameter Real wb = w_lowerxModelica.Constants.pi;
final parameter Real wh = w_upperxModelica.Constants.pi;
final parameter Integer number = 1 + orderx2;
final parameter Real K = wh”(lambda);
final parameter Real wk[number] =
{FractionalOrder.Approximations.Internal.wk (i ,wb,wh, order ,lambda)
for i in —order:order};
final parameter Real wks[number] =
{FractionalOrder.Approximations.Internal.wks (i ,wb,wh, order ,lambda)
for i in —order:order};
Real y_internal [number];
Real x_internal [number];
Modelica.Blocks.Interfaces.Reallnput u
annotation (Placement(transformation(extent={{—120,—-10},{—100,10}})));
Modelica.Blocks.Interfaces.RealOutput y
annotation (Placement(transformation(extent={{100,—10},{120,10}})));
equation
der(x_internal[1]) = —wk[1]xx_internal[1] + (wks[1]—wk[1]) * uxK;
y_internal[1] = x_internal[1] + uxK;
for i in 2:number loop
der(x_internal[i]) = —wk[i]*x_internal[i] + (wks[i]-wk[i]) % y_internal[i—1];
y_internal[i] = x_internal[i] + y_internal[i—1];
end for;
y = y_internal [number];

initial equation

if initType == Init.SteadyState then
der(x_internal) = zeros(number);

elseif initType == Init.InitialState then
X_internal = x_start;

elseif initType == Init.InitialOutput then
y = y_start;

end if;

end OustaloupOperator;

"o,
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Listing 2. First internal function for the generation of coefficients

function wks
extends Modelica.lIcons.Function;
input Integer k;
input Real wb;
input Real wh;
input Real N;
input Real lambda;
output Real wks;
algorithm

wks :=wbx (wh/wb)* ( (k+N+(1—-lambda)/2)/(2xN+1));

end wks;

Listing 3. Second internal function for the generation of coefficients

function wk
extends Modelica.Icons.Function ;
input Integer k;
input Real wb;
input Real wh;
input Real N;
input Real lambda;
output Real wk;
algorithm

wk:=wbx (wh/wb)”* ( (k+N+(1+lambda)/2)/ (2*N+1)) ;

end wk;

Bode-Diagram u -» y
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Figure 2. Bode diagram of 2" order approximation of the
half-derivative s* with fitting interval (0.001Hz,1000Hz)

2.2.2 Step Response

The step responses of the unity operator y(¢) = u(¢) and
the integrator y(z) = u(¢) are known to be y(t) = 1 and
y(t) =t respectively, neglecting the initial conditions. Si-
multaneously, the unity operator and the integrator are
identified in the Laplace Domain by s° and s~!. The step
responses of the fractional derivatives defined by s* with
—1 < A <0 have to constitute the continuous transition

Bode-Diagram u->y
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Figure 3. Bode diagram of the 4™ order approximation of the
half-derivative s’ with fitting interval (0.001Hz,1000Hz)

between those known step responses (Oldham, 1974).

The implemented model was instantiated 6 times and
assigned A-values in 0.2 intervals between -1 and 0. All
models were subjected to a unit step (implemented by
setting the input to 1 and the initial states of the models
to 0). The results of this test can be seen in Figure 4.

It can be seen that the 6 step-responses form a smooth
transition, and the outer ones correspond to the known
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Figure 4. Step responses of §00 02 04 06 08

approximated with the 3™ order Oustaloup’s Method

and s719,

step-responses mentioned earlier. All curves also match
the curves given in Oldham (1974).

2.2.3 Harmonic Displacement

If a harmonic function is derived or integrated, the re-
sulting function is a new harmonic function with a phase
offset. For the second test, it is required that the result
of fractionally integrated or derived harmonic functions
behaves analogous.

The implemented model was instantiated 8 times and
assigned A-values in intervals of size 0.5 between -1 and
2.5. All models were subjected to a cosine input. Initial-
isation was done in such a way as to avoid unnecessary
large initial transients: The models with derivative char-
acter would see the onset of the cosine input as a step and
correspondingly respond with an impulse. For this rea-
son, their initial states were set to a steady state solution.
Models with integrative character were set to zero initial
conditions, to set their integration constants to zero as
well. The results of this test can be seen in Figure 5.

s-1.0 505 —s00 —s05 —s10 —s15 —s20 —s25

0 1 2 3 4 5 6 7

Figure 5. Cosine response of s10, s03 §90 03 (zero state
initialisation) and s'0, s!-3, s20, s23 (steady state initialisation)

approximated with the 3™ order Oustaloup’s Method

It can be seen that all model outputs form harmonic
functions. Also, the offsets between the functions are
uniform. The initialisations of s”> and s> are obviously
not optimal, but after a few seconds those deviations van-
ish.

3 Examples

3.1 Heat Conduction

In Kulish and Lage (2000), relationships between tem-
perature and heat flow rate at arbitrary locations in semi-
infinite domains are developed. The temperature at a
given time at the boundary is in this way given by

571201
3t*1/2

with the thermal conductivity k, the thermal diffusiv-
ity o, the Area A, the heat flow rate Q, and the starting
temperature 7.

As can be seen in Listing 4, the corresponding imple-
mentation in Modelica is straightforward and compact.

1/2
T(t) = =

_ . T
2 Ak tho

3)

Listing 4. Modelica implementation of a semi-infinite thermal
domain

Approximations.OustaloupOperator

halfInt(order=3, lambda=—0.5);
equation
halfInt.u = heatPort.Q_flow;
heatPort. T =

(alpha”~(1/2)/(k*Ax2)*halflnt.y) + T_O;

In Figure 6, the result of a simulation can be seen,
where a semi-infinite block was subjected to a periodic
rectangular heat flow rate at the boundary. The temper-
ature at the boundary exhibits strong memory-effects, as
would be expected from such a system.

—— prescribedHeatflow.Q_flow —— semilnfiniteSlab1.heatPort. T
1200 36
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2077777717726
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Figure 6. Temperature response of a semi-infinite domain sub-
jected to periodic rectangular heat flow

3.2 Viscoelasticity

The dynamic behaviour of viscous fluids is commonly
described with the Navier-Stokes equations. For the dy-
namic behavior of linear elastic materials, the Lame-
Navier equations are used. Both equations have some
similarities. As an example, let us take a look at
the respective relationships between stress/velocity and
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stress/strain for incompressible fluids and linear-elastic
solids:

T=p (Vv+Vv')

1 r “4)
o= EC (Vu+Vu')

with the stress tensors T and o, the viscosity u, the
tensor of elasticity C, and the velocity and displacement
tensors v and u. The structure of both equations essen-
tially differs only by one differential operation, as the
velocity is the derivative of the displacement w.r.t. time.

Likewise, a relationship between the stress and strain
in one-dimensional viscoelastic materials was found in
Stiassnie (1979).

6%
c=k 54 0<a
with the stress 7, the material properties k and «, and
the strain €. For a-values of 0 and 1, the behaviour of
pure solids and fluids is obtained.

As with the other example, the implementation of this
model in Modelica only takes two lines of code (not
shown here).

The response of a viscoelastic block (@ = 0.45) un-
der constant tension can be seen in Figure 7. The result
is similar to the results presented by Stiassnie (1979),
where the model is validated against real-world measure-
ments.

<1) )

—— slab1flange _b.s

1.04
1.03+
E 1.02-
1.014
1.00 —— 77—
0 5 10
Figure 7. tension-response of a viscoelastic block with a

length of 1m under constant tension

4 Discussion

The last sections showed that DAE systems containing
time-derivatives of fractional order can be successfully
implemented by the given means of the Modelica lan-
guage. The provided solution offers an approximation
that is good enough for at least a large set of technical
applications. However, the given examples indicate that
the typical application of fractional order derivatives is
on the textual modelling level and that the applied formu-
lation is, although practically feasible, still more clumsy

than actually necessary. The reason for this is the im-
plementation in block-form. This leads to a declaration
that has a dummy character since it is only being used to
textually connect its input and output. Because any im-
plementation of a fractional-order operator requires an
internal state, an implementation as function is not pos-
sible. Yet, it would be very helpful for the modeller if
he could call the block like it would be a function. In
concrete terms, this means that an anonymous declara-
tion of a block in the equation section is enabled whose
inputs and outputs are connected within the declaration
statement. To illustrate this mechanism, let us revisit the
example of Listing 4:

Listing 5. Modelica implementation of a semi-infinite thermal
domain using the "calling blocks as function"-approach

block halflnt =
Approximations.OustaloupOperator
(order=3,lambda=0.5);
equation
heatPort.T = (alpha”~(1/2)/k)
*halflnt (u=heatPort.Q_flow).y/A + T_O;

Listing 5 presents a reformulation of Listing 3 based
on the concept "Calling blocks as function". First, a local
declaration of a half-integrater is created from the gen-
eral Operator-block. Then the expression
halfInt (u=heatPort.Q_flow) .y is represented
as an anonymous declaration of the halfInt block. Within
the parantheses, the input is connected and the .y states
that the expression as a whole represents the output sig-
nal of the block. The presented concept "Calling Blocks
as Function" is not a new idea. Different syntactical vari-
ants are currently in discussion within the Modelica As-
sociation based on contributions by Martin Otter, Hans
Olsson, Peter Fritzson, Michael Sasena, Martin Sjolund
and others. An implementation variant in an experimen-
tal equation-based language can be found for instance in
Sol (Zimmer, 2010). Should this feature become part of
a future Modelica language version, modelling with frac-
tional order time-derivatives will be almost as convenient
as with standard time derivatives.

5 Conclusion

By design, the Modelica language is limited to the use
of integer-order differential operators. This excludes the
modelling of certain physical systems. We present an
implementation of Oustaloup’s approximation method in
Modelica. The resulting model approximates fractional-
order differential operators. Parameters for approxima-
tion order and frequency fitting range can be used to
tailor the model to a specific application. In this way,
the mentioned limitation of the Modelica language can
be conveniently bypassed, thus increasing the scope of
physical systems that can be described in a meaningful
manner.
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Reproducible research

The results of this paper can be reproduced using the
code which is made available on:
github.com/DLR-SR/FractionalOrder
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Abstract

As a part of machine tools and production machines,
the primary task of feed drives is to create the contour
of a workpiece by moving it and/or the tool along one
or more axes according to the control input. This paper
presents a Modelica library for feed drive systems
consisting of electrical, electro-mechanical and me-
chanical components. The aim of the library is to pro-
vide engineers means to design feed drive models that
can be parametrized with available data from compo-
nent suppliers. The models are augmented with metrics
and requirements to facilitate simulation analysis.

Keywords: Feed drives, servo motors, machine tools

1 Introduction

The design of feed drives systems is a complex tech-
nical problem due to the numerous requirements, de-
sign variables and interactions. Therefore, many com-
puter-aided methods have been developed and simula-
tion techniques are employed since the 1980s, e.g.
(Simon 1986). These approaches mostly rely on signal-
oriented models that are well suited to describe control
structures (Brecher 2002; Zirn 2008). However, using
the signal-oriented approach for physical systems such
as multi-mass oscillators yields complicated structures
that are difficult to understand even for experts. An
alternative is to couple control-simulation with multi-
body simulation or finite element software (Altintas et
al. 2011). In industrial practice, however, these simula-
tion approaches have hardly been applied as a recent
survey shows (Brecher et al. 2014). While many ma-
chine suppliers see great potential in virtual prototypes,
qualified personal and the costs of software are main
obstacles.

In contrast to these simulation approaches motor siz-
ing software such as Sizer by Siemens or Motion Ana-
lyzer by Rockwell Automation are widely used. These
tools allow a quick selection of an adequate motor for a
specified application, but the mechanical part of the
system is assumed to be given and dynamic properties
of the feed drive system as a whole are not taken into
account.

The Modelica library for feed drive systems aims to
close the gap between the elaborated simulation tech-

C.Brecher}@wzl.rwth-aachen.de

niques on the one hand and the sizing software on the
other hand. This means the library provides models
that can be used with limited expert knowledge by
leveraging the concept of component-orientation in
Modelica. Such an approach implies models that can
be parametrized from available supplier data. In addi-
tion to the behavioral equations, metrics and require-
ments are included in the components to highlight
critical behavioral aspects.

The Modelica library for feed drive systems is part
of a planned design environment for feed drive systems
where an optimizer is used to find those parameters
and components from a database that optimally fulfill
the requirements. The concept of the design environ-
ment and its potential implementation in the design
process of machine tools is presented in an additional
paper (Ozdemir et al. 2015). In a preceding paper parts
of an earlier version of the library have been presented
briefly (Herfs et al. 2015). This paper therefore focuses
on the newly developed aspects.

The contents of this paper fall into three main parts.
In Chapter 2 models of feed drives motors are de-
scribed. Chapter 3 addresses mechanical components
and Chapter 4 presents results from the simulation of
the system as a whole. Finally, Chapter 5 summarizes
the results and explains how these models are embed-
ded into the feed drive design environment.

2 Models for Feed Drive Motors

Feed drive motors of modern machine tools are primar-
ily permanent-magnet synchronous motors (PSM),
which are therefore the focus of this paper (s. Chap.
2.1). The models for permanent-magnet synchronous
motors with field weakening option (s. Chap. 2.2) as
well as for linear motors (s. Chap. 2.3) can be easily
developed based on the model of the PSM. Hereby, the
object-oriented approach has the advantage that many
components can be reused.

2.1 Model for Permanently Excited Synchro-
nous Motors (PSM)

The Modelica Standard Library contains two models of
the PSM in the Electrical. Machines and Magnet-
ic.FundamentalWave sublibraries. The core of these
PSM models is a model of the air gap, which describes
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the electromechanical torque as the cross product of
current and magnetic flux in the dq-coordinate system
that is fixed to the rotor (Kral, Haumer 2005; Kral
2011). While the PSM model in the Machines library
uses space vectors for current, voltage and flux linkage
the FundamentalWave model follows an even more
physically rigorous approach with complex vectors. In
the Machine library heat losses are considered with
regards to the resistance of the stator windings and the
damper cage. In addition eddy current losses in the
stator core and mechanical losses depending on the
speed are taken into account.

However, this rigorous physical approach requires a
variety of physical parameters, e.g. the inductances in
d- and g-direction, the leakage inductance of the stator
and parameters for eddy current losses. Because these
parameters are generally not available during drive
selection, the PSM models of the Modelica Standard
Library have to be simplified. Moreover, the standard
PSM models do not include the design requirements
that have to be considered during feed drive design.

2.1.1 Behavior Model

Typically available supplier data regarding the physical
behavior is displayed in Table 1. Based on this data a
standard model for the PSM (Schrdder 2009, p. 394)
can be implemented:

U, =-p-ao, L, 1, 2)

dl 3
U, :LD'd_:"'R'Iq"'p'wM"//PM’ ®)
M, =3-py,, I, )

Here, U,, U . and [ , are the RMS values of the motor
voltage and torque building current in the dg-
coordinate system and ®,, denotes the angular veloci-
ty of the rotor, see Figure 1. The number of pole pairs
p, the effective inductivity L, and the winding re-
sistance R can be taken from the supplier data. The
magnetic flux of the permanent-magnet y,,, relates
motor torque M, and torque-building current /, and

0

can be calculated from the given torque constant K,
by

Viw =K M)
3-p
The temperature of the motor 7,, is dependent on
the power dissipation P, , the heat transfer resistance
R,, , the thermal time constant 7, and the environ-
mental temperature Ty, i.e.

dT,
RT/1'I)\/:tTh'd_;4+(TM _Tu)- 5)

While ¢,, is mostly listed in the supplier specification,
there is usually no value for R,, given. But R, can be
calculated from the stall current at 100 K overtempera-
ture 1, g0

100 K

T3 R Uy o) ©)

th

In addition to the winding resistance heat is dissipated
due to iron losses and bearing friction at a rate approx-
imately proportional to @);’ . Overall the resulting mo-
tor losses are therefore

F, =3'R5n- 'IA2 +kR '|a)M

1,5
7, (7)
where I, denotes the effective value of the armature
current that is equal to [, if no field weakening is ap-
plied. The proportionality factor k, for the iron and
bearing friction losses can be estimated by the manu-
facturer’s specifications of the motor current 1, 4
for the rated torque M, and the rated speed o, ,
ie.

K

T 'IN.IOOK _MN.IOOK

k, = \/E . (8)

Table 1. Typically available physical data for a PSM

Variable Unit Physical parameter

IIJ = R p - Number of pole pairs
- :l’” K, Nm/A  Torque constant
K, Vs/rad Voltage constant at 20° C
U U 7l R Q Winding resistance at 20° C
d* > q M
Rot. L, H Effective inductivity
: toreeh s Mechanical time constant
Figure 1: Equivalent circuit of the PSM Iy S Thermal time constant
Jy kg m?> Rotor inertia
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The manufacturer specifications contain nominal
values. However, some parameters can be determined
more accurately when the actual state of the motor is
taken into account. For example the resistance of the
windings changes with temperature according to

R =R-(1+a-(T,, —293,15 K)) 9)

with « as the temperature coefficient of copper at
20 °C. The torque constant K, is usually given for an
overtemperature of 100 K, ie. K, =M /1y 100k -
Since the manufacturer data usually contains the stall
torque and current also for 60 K overtemperature, a
factor for the temperature dependence can be estimated
by

KT _MO,GOK /1

=l S5 (T, -393K).  (10)
T

Cer,r

Due to saturation effects at high currents, the torque
constant decreases at torques M, >2-M ,, (Bosch
Rexroth AG 2009; Siemens AG 2010). With the in-
formation on maximum torque and current the reduc-
tion factor ¢, can be obtained by linear interpola-
tion, so that

K;" =Cr.r " Crrm K. (11)

2.1.2 Requirement Model

The requirement model of the PSM consists of the
limit values and an adequate metric, see Table 2. For
example, the line-to-line armature voltage U,, is lim-
ited by the maximum output voltage of the converter
U ie.

U,max *

\/g-UAn,max SIJU,max " (12)

Substituting (2) and (3) into (12) yields for steady state

Table 2. Maximum permissible values for a PSM

2 « £ \2 Uz
[””MLfMMJ +(MM*R +“’MKT] <Chme (13
K, K, 3 3

which allows to calculate the voltage limiting charac-
teristic. These can then be compared to the torque-
speed diagrams that are usually given by the motor
supplier. Figure 2 shows a good correspondence be-
tween model and catalogue data regarding the voltage
limiting characteristic; while Figure 3 shows the corre-
spondence between the model and the manufacturers

30 ‘ ‘
My a) b) = Model
N\,
[Nm] ! \\ S *+=+ Catalogue |
10T Rexroth MSK 060C-0300 ]
2) Ug =400 V
\,
[P Vo =480V N\
0 1000 2000 3000 4000 5000

ny [rpm]

Figure 2: Comparison between calculated voltage limit-
ing characteristics and supplier data sheet (Bosch
Rexroth AG 2009)

[ Siemens 1FT7086-AC7

a) SI-100 K o)
b) S1-60 K \\
% 500 1000 1500 2000 2500 3000 3500

ny [rpm]

Figure 3: Comparison between calculated thermal lim-
iting characteristics and supplier data sheet (Siemens
AG 2010)

Limit Metric Requirement

DC link voltage o ,‘J}f},’j](\/(U A0+, ) VBU, i Uy

Temperature limit ALl s = z?ﬁ?& 1(TM O-T,) ATy m ATy e

Current limit Ly = max ([7,0)) Ly S Dot

Torque limit My o = max (1M, 1)) My s <My

Speed limit Mot max = ,E[,§§](|"M ®)) Mot max < T perm
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sizing tool. However, for other motors larger devia-
tions are observed, see Figure 4. The deviations can be
explained by parametric uncertainties and nonlineari-
ties in the interpolation.

To validate compliance with the temperature limit,
the actual motor temperature is obtained by combining
(5) and (7). Here, the manufacturer usually indicates
the so-called S1-Curve in the torque-speed diagram.
Operation points below the S1-curve allow steady-state
operation without violating the temperature limit.

Siemens 1FT7108-AB7 (425 V)

2.1.3 Modelica Model

The behavioral equations and the requirements of
the PSM are included in a Modelica model that can be
parameterized with typical manufacturer data, see Fig-
ure 5. Equations (2)-(4) are modeled with the electrical
equivalent circuit consisting of inverter, resistance,
inductance, air gap, zero potential and sensors for volt-
age and current. Note, that not the connectors from the
Modelica Standard Library are used since both effec-
tive values in the dq-coordinate system have to be con-

/"1 Y%-dev. breakpoint speed

%-dev. voltage limiting

September 21-23, 2015, Versailles, France

Siemens 1FT7086-AC7 (425 V) | speed at M =0
Siemens 1FT7067-7TWF7 (425 V) — ; ‘
Siemens 1FT6105-8SF70 (380 V) !
Siemens 1FT6086-8AF71 (380 V) !
Siemens 1FT6031-4AK71 (380 V)
Lenze MCS19J29 (400V) —:I
Lenze MCS12L17 (400 V) —
Lenze MCS12D20 (400 V)
Rexroth MSK100A-0200 (440 V)
Rexroth MSKO075D-0450 (440 V)
Rexroth MSK060C-0300 (440 V) ™ | - | N 1 |
-10 -5 0 5 10 15 20
Speed deviation [%]
Figure 4: Percentage deviations of breakpoint speed and no-load voltage limiting speed for different motors
heatCapacitor
tempSensor
[o] C yz heatPort
currentSensor fixed thermConductor
resistance
wSensor_rpm
oS .
- @
friction
converter ) S
[~ A 5 orquesensor motorinertia flange
e [N H ] v
supply | s ¢ T—:}—QI
[\/ Tﬁ % airgap vL
= tau J=J
e Ug 2 ud
— inductance
motorGround
Figure 5: Permanently Excited Synchronous Motor in Modelica
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sidered. This means the connector contains voltage and
current in d- and g-direction. In addition, the electrical
connector includes a fifth variable for the electrical
angular velocity. In contrast to the motor models from
the Standard Library the three phase current and the
harmonic oscillations are not explicitly simulated,
since these are not required to describe the control
behavior in the context of machine tools so that the
simulation time can be shortened.

With the model of the converter the effective motor
voltage in d- and g-coordinate direction can be im-
pressed. The flux-generating current 7, in the inverter
is set to zero for the PSM without field weakening. The
airgap model contains the relationship between torque-
building current and torque (4) as well as between
rotational speed and induced motor voltage (3). More-
over, the airgap includes the dependence of the torque
constant on temperature and torque (11). The heat from
the winding current and the iron and bearing friction
losses yield the total heat loss that increases the tem-
perature of the heat capacitor.

The metrics and requirements from Table 1 are in-
cluded in the sensor models. For example, the current
sensor contains the equations for maximum and RMS.

Power

[
Supply Converter | — |

Ug : =005
step PI_I
\ 4 %
> -

|_feedback

2}
startTime=0.001 T=0.002 T=283.15

2.1.4 Validation of the Current Control Loop Model

According to (3), the relationship between torque-
building current I, and effective motor voltage in g-
coordinate direction U, can be described with a first
order time lag. I, is controlled with a PI controller and
the electrical time constant is compensated by tuning
the PI controller with the magnitude optimum criterion,
see Figure 6 (left). The step response is measured for a
servomotor of type Siemens 1FT6108 and compared to
simulation, see Figure 6 (right). The settling time of
simulation and measurement is similar, but the meas-
ured trajectory of I oscillates at a lower frequency.
The frequency response — that has been obtained with
Modelica Linear Systems Library — underlines this
difference in the dynamic behavior since the maximum
elevation of the simulation occurs at just under 200 Hz
while the measured maximum lies at 600 Hz, see Fig-
ure 7. The amplitude response reflects the delays of the
electrical system and the measurement system with a
drop of 40 dB per decade. The differences between
measurement and simulation are probably due to the
simplified control structure in the model. Regarding
the outer control loops in the cascaded feed drive struc-
ture, the difference can be neglected.

2.5
2r A TT—
1.5
1 i Reference current
— Measured step response
0.5¢ . .
= Simulation
0

0 1 2 3 4 5 6 7
t [ms]

Figure 6: Model of the current control loop (left) and step response (right)

[Fyl 10

[dB] 0
-10 |
20 |
=30 |
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|

40

0
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-270
-360
-450

100

200 500 1000 2000
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Figure 7: Reference frequency response of the current control loop
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2.2 Model for Permanently Excited Synchro-
nous Motor with Field Weakening Option
(PSM-FW)

The aim of field weakening is to expand the possible
operating range of the motor by eliminating the re-
striction of the voltage limiting curve. For this purpose
a counter voltage is induced that weakens the magnetic
field. For the PSM, field weakening can only be
achieved by a current component in the d-coordinate
axis that compensates the magnetic field of the perma-
nent-magnet. Given the possibility of field weakening,
but neglecting reluctance, (3) is extended to (Schroder
2009, p. 391):

dr,
Uq=L1)7:+R A, +p-ay, (Wpy +L,-1,), (14)
which illustrates that a negative current [, reduces
voltage component U, . On the one hand, the new lim-
iting curve results from the condition /7 + Ij <Ly e -
On the other hand, there is a new voltage limit at the
point of maximum field weakening at 1, = -y, /L, .
In this case the product of rotational speed and torque
is constant, i.e. the points on the voltage characteristic
with field weakening correspond approximately to the
same power.

From a modelling point of view, field weakening
can be described as follows. If the converter output
voltage without field weakening U, _,, is below the
permissible value, no field weakening is required.
Once the converter output voltage without field weak-
ening would exceed the permissible value, a negative
current in d-coordinate direction is induced that main-
tains the voltage U, = NE) N +Uj below the per-
missible value. Therefore, there are two alternative
system equations:

MM 150 r
[Nm] Field
weakening
100 .
Simulated
Voltage limit load
5ol without FW AN
Siemens 1FT7086-AC7 [SIEM10]

0

ny [rpm]

0 500 1000 1500 2000 2500 3000

{Id :0, lf UA,ﬁFS 'SU < UU,mzlx (15)

UA : SU = UU,mux k4 lf UA,ﬁFS : SU > UU,max

where S, denotes a safety factor that determines how
far the voltage is kept below the limit. In an exemplary
case a motor is operated at a point just below the limit-
ing curve of field weakening, see Figure 8 (left). The
armature voltage increases with the speed up to the
specified limit of U, .. /S, =400V, see Figure 8
(right). Once the limit is reached, I, keeps the voltage
constant. The peak of 7, is just below the limit value
of -1,=vy,,/L, =20 A which corresponds to the
operating point just below the field-weakening curve. It
should be noted that an implementation according to
(15) has the advantage that no controller tuning is re-
quired. However, reaching the maximum of the field
weakening current leads to termination of the simula-
tion since the algebraic equation system can no longer
be resolved.

2.3  Model for Linear Motors

The percentage of linear induction machines as drive
systems in machine tools is generally estimated below
10 %. Nevertheless it has its advantages in high dy-
namics and the lack of transmission elements. A disad-
vantage is the small accessible feed force in relation to
the costs. The model of the linear motor follows from
the PSM model by transferring rotational to transla-
tional dimensions, i.e. instead of @,, we have transla-
tional velocity v,, , instead of p the pole pitch z,, and
instead of K, the force constant K, . This yields:

V., T
U,=- M .LD.]q, (16)
T
P
dl . K
Uq:LD.j—FR 'Iq+TF'VM, (17)
F,=K;I,. (18)
400} U, [V] I, [A] B
T~ 20
3001
115
2001
110
100 f I
00 0.2 0.4 .6 0.8 10

0
t [s]

Figure 8: Operation points in the torque-speed-characteristic of the supplier (1), simulated trajectories for armature volt-

age and field-weakening current (r)

122 Proceedings of the 11*" International Modelica Conference DOI
September 21-23, 2015, Versailles, France 10.3384/ecp15118117



Session 2C: Simulation Techniques

In terms of the thermal behavior, modeling of the
linear motor varies from the PSM. Due to its structure
a cooling system is deployed. The cooling cycle is

described by
1
Rth . V -p- Cp ’

where T, is the recirculation temperature, 7, the for-
ward flow temperature, R, the thermal resistance, V

T, =T, +(T, —TM)-exp[— (19)

cific heat capacity of the fluid. The pressure drop is
obtained from the formula of Blasius

Ap=K, VY (20)
where the factor K, can be calculated from nominal
flow rate and pressure drop as given in the manufactur-
er data. Figure 9 shows the linear induction motor
model. The similarity to the rotational induction ma-
chine is obvious. The rotational parts such as rotor,

the volume flow the fluid density and ¢ the spe- . .
P y P P rotational sensor and electromagnetic force have been
coolingPort_a coolingPort_b
heatCapacitor coolmgChanne\s
currentSensor ﬂow
AU resistance
A FA
A  p tempSensor
-
converter .4
E (\J\\ " transSensor fmass i
o A0 \ s
D (e (o 0 ]
E T it | emf_linear —.F—'r.:w mEm
{ ]

motorGround

Figure 9: Modelica model for linear motors in Modelica

N

inductance

Table 3. Maximum permissible values for ball screw drives based on (Gross et al. 2006)

Limit Metric Requirement
1 l/mref
i Ji=5= ; Ji2 fomin
Eigenfrequency Ay b /CM 1) / (e} ks 1)
; o = max (|F, (0)]) F, . <2"°.F
Strain to preload sp.max = TRAX, Sp, max avm
dg’
= P
Strain to collapse load Sp.max ™ é{?f‘?j J(|F 5 (t)|) Skn Fypomax <Ky i
Sp
Strain to static rating Sp,max ,g}ft)fgj (|FSP (t)|) SOam ’ FSp,max = COam
dg,
Critical bending speed Phsp, max = ,Lﬁ?ff]“”&? (t )|) S Mgy max < Kgpn" 77
Sp
DN-Value Msp, max = fE[fo I3 (|n51' (t)|) Mg max = DNpeﬂn / dSp
L, 2-(c,/F,) -10°
. . h _ am ma L 2 .
Lifetime h n, /IIllIl .60 h 'h, min
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replaced by translational components. The electrical
parts e.g. inverter and stator remain the same.

3 Mechanical Transmission Elements

Beside the servomotor, feed drives require transmis-
sion elements to transfer forces and moments from
drive to tool. These elements also need a proper model
to determine their influence on the drive system. Real-
istic component models can help predicting lifetime
and strain limits of components. Taking inherent or
geometric restrictions into account during simulation,
the search for optimal system components is facilitated.

In the following the approach will be demonstrated
by the example of a ball screw drive. Ball screw drives
are the most frequently used feed elements for machine
tools up to 4 m traveling distance to realize the trans-
mission from rotational to translational motion. The
translational motion is characterized by the spindle
pitch hg, and the relation between translational and
rotation velocity is given by

h

V_sp

PR 21

Spindle torque Mg, and force F, are described by
a regular mechanical equation of motion

(22)

h
M, =T, -a, +F, .2i+ZMF ,
T
where ZM » sums up the losses of the ball screw nut
and the force dependent friction of the spindle bear-
ings. The model contains the components spindle shaft,
spindle bearing, spindle inertia and ball screw nut. The
model for the screw nut defines the restrictions accord-
ing to eigenfrequency, maximum strain, revolution

to_mmPerMin

m/s

¥ y e

) mm/min ‘—\;—@ =

limit, lifetime and the lossy transmission from rota-
tional to translational movement. The corresponding
requirements in Table 3 are formulated similarly to
those of the PSM.

4 Feed Drive System Simulation

A major advantage of using object-orientated mod-
els for feed drives is that modelling and simulation is
possible with limited expert knowledge if an adequate
component library is available. Once the system topol-
ogy is known, the component models from the library
can be connected and parametrized by the user from
available data of catalogues. As an example for linked
models one axis of a machine tool feed drive is shown
in Figure 10. The design is parametrized by character-
istic values that are available at an early design stage
like stiffness of motor, clutch, spindle, spindle nut or
bearings. Another advantage of the objective oriented
approach is the intuitive connection of components.
While signal oriented modeling demands mathematical
knowledge regarding transfer from the user, the object-
oriented approach allows to maintain the physical to-
pology. In addition to the motor and the mechanical
components Figure 10 shows the control loops. Using
the Linear Systems Library one is able to determine the
frequency response functions of the system, see Figure
11. As expected the correspondence between simula-
tion and experiment shows differences in the dynamic
behavior. This circumstance is owed to the simple
model neglecting several compliances of the complex
mechanical system. Nevertheless the dominant reso-
nance at approximately 350 Hz is reproduced well by
the model that only contains a-priori data. The simula-
tion results show that with small modeling effort and a-
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Figure 10: Drive topology for on axis of a machining center
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priori available component data a prediction of the
dynamic behavior and critical operation states is possi-
ble to some extent. For a detailed structural analysis,
however, a FEM-simulation is necessary. Linked to a
component database a sensitivity analysis can be de-
ployed to find more suitable components in terms of
the desired system properties like efficiency or other
performance defining quantities.

40 T T T 1 T
(e9] (1% 2)
20
|FSn|
[dB]
0 Experiment
= Simulation
20 I I
90
®
[deg] ©
-90 | [ |

10 20 30 40 50 100 200 300 400500

f [He]
Figure 11: Correspondence between experimental and
simulated frequency response

5 Conclusion and Outlook

This paper presented the Modelica library for feed
drives. The behavior equations are based on well-
known equations. It has been shown, how these equa-
tions can be incorporated in a model that can be para-
metrized with a-priori available data. Moreover, the
paper outlines, how design requirements can be includ-
ed in the component models. The library will be sub-
mitted to the Modelica Association as a free library by
the end of 2015.

The final goal is to parametrize the object-oriented
model so that it complies with the system specific re-
strictions such as limited dc voltage supply, tempera-
ture or energy consumption. The variables of the model
serve as input for the linked optimization tool. Then the
parameters of existing products, obtained from supplier
catalogues for instance, are implemented in a database
that is directly connected to the model library of the
simulation tool. During an optimization run the opti-
mizer has access to the database and is able to vary the
model parameters at every iteration step. The optimiza-
tion algorithm is therefore responsible for the systemat-
ic search for the best solution, without simulating the
whole solution space that is containing all possible
combinations of components. Beside the optimization
of component parameters, it is also possible to analyze
the system dynamics and to optimize the control sys-
tem. By defining characteristic parameters for the dy-
namic behavior such as step response or frequency

response as target functions, the controllers are pre-
designed directly during the engineering stage of the
development process.
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Abstract

Within the Fraunhofer innovation cluster “Regional
Eco Mobility 2030” (REM2030) concept developments
to improve the energy efficiency of regional eco
mobility of the future are investigated. An AUDI Al
Sportback is used as a technology demonstrator with an
entirely electric powertrain, completed to a serial
hybrid by a fuel cell range extender. A methanol
reformer provides hydrogen for the high temperature
fuel cell. The main focus of this paper is the thermal
management system of the car, which has to deal with
different temperature levels and must be designed for
zero emissions and energy efficiency. The model-based
development of such a system using Modelica is
described, comprising a conception, simulation and
testing phase.

Keywords: ~ REM2030; Thermal  Management;
Modelica; Electric Vehicle; Serial Hybrid; Heat Pump

1 Introduction and State of the Art

In conventional automobiles with combustion engines,
waste heat is used to heat the passenger cabin. Electric
cars do not dispose of sufficient waste heat to cover all
caloric demands. Furthermore, additional components
have a more sensitive operating temperature and
require thermal conditioning. The thermal management
system of the vehicle must therefore provide sufficient
cooling and heating power. The range of an electric car
is already limited due to the low energy density of the
traction battery compared to conventional combustion
fuels, and these thermal restrictions can cause a further
range reduction. Using Modelica, a holistic thermal
management system for an electric car, equipped with
a high temperature fuel cell range extender, is
developed. The goal is to minimize the electric energy
demand of the thermal management system by using
all heat sources and sinks in a holistic approach. In a
further step the concept and the simulation will be
validated on the basis of hardware testing. Once the
functionality of the system is proven, additional

research will be dedicated to the operational strategy of
the vehicle.

Thermal management systems for electrified
powertrains can generally be classified according to the
type of the battery cooling method and the heating
technology applied. Battery electric vehicles often have
a high-voltage PTC (positive temperature coefficient)
heater to generate the demanded amount of heat (for
example Tesla Model S, Smart Electric Drive and VW
e-up). However, there are a number of vehicles which
are optionally equipped with heat pumps instead of
PTC heaters, like the VW e-Golf and the BMW I3. In
the case of the Nissan Leaf II and Renault Zoe the heat
pump is already integrated in series-production
vehicles. The cooling media used to cool the battey are
air, liquid and refrigerants, with refrigerants providing
the highest efficiency but also showing the highest
complexity. To the best of our knowledge, heat pumps
as part of a holistic thermal management system are
not yet commercially available, and are still the subject
of research, for example in Germany within the
projects GATE (“Ganzheitliches Thermomanagement
im E-Fahrzeug”) and EFA 2014/2 (“Energieeffizientes
Fahren 2014 Phase 2”).

2 Conception Phase

To develop a thermal management system, the system
and its components must first be analyzed in terms of
their nominal heat in- and output and their optimal
thermal operating ranges.

2.1 System Description

In contrast to a conventional vehicle, the powertrain of
an electric car includes the following components:

e Traction battery
e Power electronics
o FElectric traction motor
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The demonstrator vehicle of REM2030 is equipped
with a 13 kWh Li-ion battery, assembled with 84 serial
and two parallel cells. The traction motor is a
permanently excited synchronous motor (PSM) and has
a peak power of 80 kW, while the continuous power is
at 50 kW.

The electrical range without accessory devices is
projected to be about 80km, which can be increased by
a range extender. The range extender is realized by a
high temperature fuel cell with a methanol reformer
(RMFC) providing an electrical power output of 5 kW
(cf. Berg, 2015). With a tank volume of 11 liters, the
range can be approximately doubled. The power
electronics includes three DC/DC converters: a buck
converter, which converts the intermediate circuit
voltage (400V) to the onboard power supply (12V) and
two boost converters, which convert the fuel cell
voltage (150V) to the intermediate circuit voltage or
the battery voltage (250V-350V) to the intermediate
circuit voltage (400V). Finally, an inverter is installed
to deliver AC voltage to the PSM depending on the
requested torque and speed. This inverter can also be
used to convert the AC charging current.

2.2 Heat Sources and Sinks

The operation temperatures of the components vary
significantly, so they can act both as a heat source and
a heat sink, depending on the ambient conditions.
Additionally, the passenger cabin plays a major role in
the thermal management system. Table 1 shows the
identified heat sources and sinks within the system
borders.

Component Operating Peak Heat
P Temperature Flow Rate

Battery 20-40°C 6 kW
Fuel Cell 140-180°C 5kW
Cabin 20-25°C -3..6 kW
Power o
Electronics Up to 150°C > kW
Electric Mot to 130°

ectric Motor | Up to 130°C 3 KW
Sun . 1.5 kW

Table 1. Heat sources and sinks in an electrical vehicle

2.3 Efficient Heating and Cooling Concept

To achieve the defined goal it is necessary to use all
heat sources to cover the heat demands. The residual
heat demand must be covered at the expense of range,
because the electrical energy of the traction battery is
used. One promising approach to minimize electrical
consumption for heat generation is to integrate ambient
heat by using a heat pump. Cooling demands must also
be covered using all the heat sinks. Usually, the

ambient air acts as a heat sink, but the temperature
range of the battery and the cabin can be below the
ambient temperature in some scenarios. An active
cooling method must therefore be implemented.
Conventionally, an AC-system is used, which can be
achieved by a flow reversal in the heat pump. This is
the state-of-the-art in reversible split air-conditioning
units (Hundy et al., 2008).

Figure 1 shows the concept consisting of a heat pump
with flow reversal, which is called a “thermal module”,
and the connected periphery. The blue part on the right
is the inner coolant circuit connected to the cabin heat
exchanger, and the blue part on the left is the outer
coolant circuit connected to the ambient heat
exchanger. There are multiple operating possibilities of
the thermal management system, which can be
classified depending on the season. In the winter
scenario the ambient temperature drops below the set
temperature of the passenger cabin. If the range
extender is running, the entire heat demand should be
covered by the waste heat of the fuel cell. In extreme
scenarios, the remaining heat demand can be covered
by the heat pump. Waste heat from electric
components will be released into the environment. In
cases where the range extender is not running, the heat
pump is turned on, while the waste heat of electric
components is used as an additional heat source for the
heat pump.

Power Electronics
Electric Motor

Ambient HX Thermal
Module

Fuel Cell

Battery
HX

Fuel Cel
Cooler

.
Battery '

Figure 1. Thermal Management System

The summer scenario represents ambient temperatures
above the passenger cabin set temperature. Waste heat
from the electric components will be released to the
environment, together with excessive heat from the
cabin. The fuel cell has its own heat exchanger
allowing the waste heat to be transferred into the
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environment. The refrigeration process provides
cooling energy to cool both the cabin and the battery.

In the transition phase the ambient temperature is
considered to be slightly below the set temperature.
This leads to two cases: Either there is too much waste
heat from the fuel cell, which has to be partially
released into the environment, or the range extender is
not active, so that the heat pump has to overcome the
remaining temperature difference.

The battery is air-cooled and can be connected to the
coolant circuits via the battery heat exchanger. Since
the battery needs to be heated and cooled, three-way-
valves are installed, which allow the battery to be
connected to the respective coolant circuit. The battery
conditioning is therefore independent from the cabin
air conditioning. This function could be necessary for
example during a high demand phase on a cold winter
day, when the battery has to be cooled while the cabin
has to be heated.

3 Simulation Phase

To verify the function of the concept, a simulation
model of the system was developed. Further potential
for optimization might also be identified by running
simulations, notably by carrying out a sensitivity
analysis to identify the most significant parameters.

The models were built up in Modelica using the
Dymola environment, based on the TIL Suite Library
(Richter, 2008) by TLK Thermo GmbH and the
Powertrain Library (Schweiger, 2005) by DLR.
Thermodynamic fluid data are drawn from TILMedia
and Refprop.

3.1 Thermal Module Model

The thermal module consists of two plate heat
exchangers, two fixed orifice valves, a compressor, a
four-way-valve and an accumulator. The heat
exchangers change their function depending on the
flow direction.

The plate heat exchanger model is based on a finite-
volume-method and discretizes the flow path into three
cells which each fulfill the energy and mass balance
equations. Pressure drops within the heat exchangers
are not taken into account. Heat transfer coefficients
for the coolant side are based on the correlation for
plate heat exchangers by the VDI (Martin, 2010), while
the heat transfer coefficients for the refrigerant side are
estimated on the basis of the Shah and Chen
correlations (Shah, 1979 and Chen, 1966). The circuit
runs on the refrigerant R1234yf, whose thermodynamic
data are drawn from Refprop.

The 4-way-valve allows the flow direction to be
adjusted, which is relevant for the initialization of the
pressure states. The control of the valve is driven by
the sign of the difference between ambient temperature
and set temperature in the passenger cabin. The

initialization of the refrigeration system therefore
depends directly on the ambient temperature. The
receiver is placed on the low pressure side before the
compressor, which is fixed in the flow reversal system.
An inner heat exchanger, which is modeled by two
tubes with a heat transport, ensures the best possible
energy use.

3.2 Thermal Management Model

The thermal module is extended by two secondary
coolant circuits, which release or receive heat from the
connected components. The coolant flows through the
converters and the electric motor, and they are modeled
as tubes whose thermal input is calculated by the
appropriate models in the complete vehicle system (see
3.4). The battery, fuel cell and passenger cabin are
connected to the coolant circuits via fin and tube heat
exchangers with a discretization of three cells. This is
mainly due to a change in the heat transport medium
from liquid to gas. The passenger cabin is modeled as a
simple homogenous volume with a heat transfer to the
surround environment. An air recirculation is
implemented to quantify potential energy savings.

3.3 Battery Model

The battery is an important part of the thermal
management system, as its temperature increases
depending on the inner resistance and the current. The
inner resistance, in turn, depends mainly on the
temperature and the state of charge. The battery model
therefore needs to include a feedback between electric
output and thermal output, which influence each other.

P
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Figure 2. Equivalent circuit model with two RC elements

To develop a realistic, fast-running model, which
should be wused within a system simulation, an
equivalent circuit diagram with an inner resistance and
two RC elements was modeled. This method is widely
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known and can be also found in the literature (Andre et
al, 2010).

Battery cycling tests deliver parameter values for the
inner resistance, and R1/C1 or R2/C2 for the RC-
elements at an open circuit voltage. These tests are
performed within a climate chamber and cells are (dis-)
charged with a given current, varying frequency,
varying temperature and varying state of charge.
Electrical impedance spectroscopy is applied to
determine the Dbattery parameters. A caloric
measurement of the cell in a waterbath determines the
specific heat capacity, which is needed to calculate the
temperature of the battery.

The complete parametrized model has an electric-
thermal feedback, in which the battery is modeled as a
thermal mass and one cell is scaled to a whole battery
pack.

Using the object-oriented capacities of Modelica, it is
possible to instantiate one battery cell several times to
build up a battery pack consisting of individual cells.
This provides a good possibility to investigate cooling
concepts on a component level, since the individual
temperature of each cell can be calculated. However,
this significantly increases the computation time, and is
therefore not taken into account.

3.4 Complete Vehicle Model

The results from the thermal management system
simulation show the total energy consumption of the
compressor and the pumps. To evaluate the effect on
the range, a complete vehicle simulation with
longitudinal dynamics must be performed. The
complete vehicle model is based on the Powertrain
Library calibrated with our vehicle and component
parameters, complemented by the battery and motor
models developed.

An interface between the thermal management model
and the vehicle model has been created, which
encompasses the following considerations:

e Effects of the thermal management system on
the battery temperature

e Influence of the electrical power input of the
compressor on the state of charge (SOC) of the
traction battery

e Heat dissipation of converters and motor

The map-based model of the electric motor provides a
torque depending on the position of the accelerator
pedal and the actual speed. The supplied torque is
needed to overcome the driving resistance at constant
speed. A surplus of torque results in increasing speed
and thus in the higher velocity of the car. The motor
model also delivers the efficiency rate at the actual
operating point, which is used to calculate the amount
of heat transferred into the coolant system.

To quantify the benefit of the thermal management
system in terms of range and consumption, the WLTP

cycle (Worldwide harmonized Light vehicles Test
Procedures) is chosen as a reference driving cycle.

Tank Fuel Cell

A8 | .o

Gear Box
Battery E-Motor

Thermal Management

Figure 3. Complete vehicle system with electrical,
mechanical or hydraulic connections

3.5 Simulation Setup

All simulations are carried out with the base vehicle
outlined in the system description 2.1. The cabin
volume is assumed to be 2.5m3, the overall heat
coefficient of the cabin to the surrounding environment
is defined to 40W/K according to measurements. The
total window area is 2.8m? and the frontal area is 2.04
m? with a drag coefficient of 0.33. The mass of the
vehicle is defined to be 1200kg with a rolling
resistance coefficient of 0.014.

4 Control System
4.1 Classic Control Approach

The thermal management system consists of several
components, which must be maintained within their
thermal operating range. This is either for comfort
reasons, as in the case of the passenger cabin, or for
life time and performance reasons, in the case of the
battery and the fuel cell.

Relating to our system there are three set temperatures
for different components:

e Passenger cabin (~22°C)
e Fuel cell (~160°C)
e Traction battery (~20-40°C)

In this multiple-input and multiple-output system
(MIMO) every input influences more than one output.
To apply a classic control approach it is therefore
necessary to decouple the systems and to treat each
partial system as a system with a single input and a
single output (SISO). As stated in (Levine, 1999) it can
be difficult or impossible to find a controller for a
MIMO system, such that every input affects only one
output. In this case, the compressor speed is controlled
by the temperature in the passenger cabin, while the
three-way-valve in the inner coolant loop is controlled
by the battery temperature. If the battery needs to be
cooled down, the 3-way-valve opens, which causes a
temporary reduction of cooling power for the cabin.
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The temperature change in the cabin eventually
increases the compressor speed. So the control
variable of the 3-way-valve influences both the battery
and cabin temperature, but is still a simple approach to
control this MIMO system.

However, this kind of control system always produces
some overshoots, leading to an inefficient way of
providing heating and cooling energy. Furthermore, the
temperature change in the cabin might cause a feeling
of discomfort for the passenger, which has to be
avoided.

4.2 Dynamic Optimization

Another approach is to treat the whole thermal
management system as a MIMO system. A cost
function will be defined which includes the parameters
to be minimized. As described in (Griber et al, 2009),
the system will be repeatedly solved online in an
optimization loop, while the optimization algorithm
changes the set of parameters and eventually keeps
those resulting in a minimized cost function. This step
is repeated in every given sample time for a given time
horizon.

The computational time can be very costly, but since
thermal systems react rather slowly, the sample time
can be increased. This can lead to a more efficient
control system, as overshoots can be avoided.
Furthermore, it can be extended to a predictive control,
which could eventually include data from a predictive
operational strategy of the range extender.

The model developed can be used in its basic form to
control the system using a dynamic optimization,
although it has to be adapted when using gradient-
based optimization algorithms. Look-up tables and
fluid property models are particularly affected.

5 Preliminary Results

5.1 PTC vs. holistic approach with heat pump

First, the base car equipped with a state-of-the-art PTC
heating element is compared to the base car with a heat
pump system. The heating element is assumed to
completely convert its electric energy to heat.

The results shown in figure 4 were simulated with
an ambient temperature of 0°C, which is also the initial
temperature of the cabin. The total consumption within
the WLTP cycle and under the mentioned assumptions
can be reduced from 183 kwh/100km to 14.3
kwh/100km, i.e. a decrease of about 22%.
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Figure 4. Comparison of the consumption of a
conventional PTC heating element and a heat pump
system at an ambient temperature of 0°C

Meanwhile, the electrical range can be increased from
60 to 75km. The coefficient of performance (COP),
which is the coefficient between the thermal output and
electrical input of the heat pump, is around 4.5.
Pressure drops are not yet taken into account, as stated
in 3.1. The battery cooling is not yet active, because its
temperature rises from the initial temperature of 0°C to
a maximum of only about 20°C by the end of the
range.

5.2 Annual average advantage

Assuming that the air conditioning function of the
thermal module provides a similar efficiency to that of
a conventional air conditioning system, there will be
neither an efficiency decrease nor an increase in the
summer.

600

—h/a (Oslo)
—h/a (Barcelona)
h/a (Strasbourg)

500

400

300

Hours per year [h/a]

-20 -10 0 10 20 30 40
Temperaturein °C

Figure 5. Average temperature profiles in different
European cities (VDI 4710 Part 4 March 2014, Table
B62, B99, B23 reproduced with the permission of the
Verein Deutscher Ingenieure e.V.)

To calculate the annual average advantage of the
developed thermal management system, the advantage
as a function of the ambient temperature was
determined. Using the VDI Norm 4710 (cf. Figure 5),
which provides annual statistical meteorological data
for European cities, it is possible to weight the
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respective advantage according to the average annual
amount of time during which it applies.

The results are shown in table 2, not taking into
account any user behavior during different seasons or
times of day.

City Annual average
consumption decrease

Oslo 15 %

Strasbourg 12.4 %

Barcelona 8.4 %

Table 2. Annual average consumption decrease using a
holistic thermal management system rather than
conventional electric heating

5.3 Extending Range with a High Temperature
Fuel Cell

The methanol tank capacity is 11 liters, which equates
to approximately 11 kWh of additional electric energy.
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Figure 6. Comparison of the consumption of a
conventional PTC heating element and a heat pump
system at an ambient temperature of 0°C

With reference to the results of 5.1 the range can be
extended to 143 km with a conventional heating
element and to 153 km with the holistic thermal
management system based on a heat pump. Here there
is only a 7% advantage, because in both cases we use
the waste heat of the fuel cell to heat the cabin: no
additional heat has to be generated. Figure 6 illustrates
this behavior. The average consumption of the thermal
management system drops from about 5 kWh/100 km
to 1.7 kWh/100 km when using a PTC element. By
using a heat pump system this drop is from 1.1 to 0.4
kWh/100 km.

5.4 Preconditioning Battery

Another simulative investigation concerned the use of
the preconditioning of a battery, which can be energy-
intensive due to the high thermal mass of the battery.
Since the battery’s inner resistance is higher at low
temperatures, it will heat up itself on sufficient power

demand. However, power output is limited at low
temperatures, which might result in lower acceleration
and also lower maximum velocity of the vehicle.
Another issue is so-called lithium plating: the
deposition of lithium on the anode as explained in
(Korthauer, 2013). This leads to irreversible damage
and occurs when charging the battery below 0°C.
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Figure 7. Comparison of consumption of a conventional
PTC heating element and a heat pump system at an
ambient temperature of -5°C

Taking this restriction into account by disabling the
regenerative brake at temperatures below 0°C shows
that preconditioning can decrease the total
consumption. Figure 7 shows the simulation outputs
with an ambient temperature of -5°C: Using a thermal
management system with a PTC heating element, the
total consumption can be decreased by about 4% by
preconditioning the battery. While the amount of
consumption of the thermal management system rises,
the amount of recuperated energy rises more. The same
effect can be observed using a heat pump system to
precondition the battery, which leads to a decrease of
the total consumption by nearly 6%.

6 Test Bench / Validation

A test bench for the heat pump has been developed and
constructed to establish a validated, lossy model of the
system including real heat transfers and pressure drops.
The inner and outer coolant circuit can be thermally
conditioned, allowing measurement at stationary
temperatures. Several realistic scenarios, such as winter
or summer conditions, can then be reproduced. The
measurement includes temperature, pressure, mass
flows and power signals while varying the compressor
speed in different reproduced scenarios. This allows
adaptation of the simulation model.

A dSpace system is used as a central control unit,
which also has the opportunity to extend the test bench
to a hardware-in-the-loop test bench. When testing the
thermal management system, electric components such
as motor and power electronics can be replaced by
models, which calculate the output heat depending on
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the driving cycle. Controlled heating elements then
physically provide the calculated amount of heat.

7 Conclusion and Outlook

Modelica and the environment Dymola are powerful
tools to support the development process in the early
stage. With the help of these simulations, the potential
advantages of the thermal management system for
electric vehicles have been shown and the concept
verified. A test bench has been constructed to adapt the
simulation model of the refrigerant cycle to pressure
drops and realistic heat transfer. The model-based
development of the thermal management system
eventually leads to the buildup in hardware, which will
be connected to the components of the powertrain
within the demonstrator. The model of the system can
also be used to develop an advanced control system
using dynamic optimization, which will replace the
existing classical control approach. The functional
mock-up interface (FMI), providing a simple
possibility to exchange models between supported
CAE-software, will play a major role within this
undertaking. Finally, with a test on a dynamometer the
functionality will be certified and the advantages of the
systems will be proven.
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Abstract

Under extreme climatic conditions, the vehicle fuel
consumption can be far from the certified value. Given the
growing concern for polluting emissions, it is necessary to
investigate a way to improve the overall vehicle efficiency
and thus reduce the emissions and fuel consumption gap. One
solution is to pre-warm the gearbox in order to make it work
at an optimal temperature to achieve the best efficiency
possible. Indeed, low lubricant temperature is a source of
reduced vehicle efficiency due to the lubricant viscosity
rising exponentially at very low temperature.

Using the Powertrain Dynamics library, a vehicle model with
a detailed equation based gearbox model taking into account
the temperature-dependent losses is developed.
Keywords: gearbox, pre-warming, efficiency,
consumption, oil temperature

fuel

1 Introduction

Responding to the ever growing need to reduce vehicle fuel
consumption and pollutant emissions, new technologies have
been developed and successfully implemented in a large
number of vehicles over the last few years. However, if
engine efficiency has recently dramatically increased thanks
to ongoing design improvements and new technologies, the
question is how much further we can push the limits to
improve efficiency in use and at what price.

One way to achieve better performance from the powertrain
is to improve its efficiency. To do so, we have to keep in mind
that our vehicles are rarely operated in their optimal
efficiency region due mainly to the road layouts, road traffic,
driver behaviour, short range operation and the climatic
conditions. We can at least seek to counteract the effects of
the latter on vehicle efficiency. Vehicle transmission oil
viscosity increases exponentially at low temperatures,
affecting the vehicle transmission efficiency. Until the oil has
fully warmed-up, which can take a rather long time under
extreme cold weather conditions, the transmission losses are
very high due to drag on the gears, clutches and bearings
caused by the viscous oil. Poor range and fuel economy can
result in customer dissatisfaction compounded by the fact
that the vehicle is only being used exploiting a small
percentage of its certified power. The idea is then to put the
transmission (and in future other subsystems such as engine
and traction battery as part of a larger study) in the best

alessandro.picarelli,

mike.dempsey} (@Qclaytex.com

conditions whatever the weather is in order to increase its
efficiency. Farrant et al. showed the benefits of powertrain
preconditioning during a cold start (Farrant P.E. et al. (2005).

In this paper we build a vehicle model in Dymola using
components from the Powertrain Dynamics Library. We then
precondition the transmission lubricant to several
temperatures and run the vehicle model over the standard
NEDC and ARTEMIS drive cycles. The ARTEMIS drive
cycle combines an urban and a highway portion. The models
involved in this study are predictive equation based models
in order to show how the efficiency would benefit from
higher oil temperatures without the constraints of
map/empirical based models. The benefits of preconditioning
are then highlighted as well as the costs of doing so.

2 The Vehicle Model

The vehicle includes a predictive thermal model of the
transmission to quantify the thermal dynamics of the system
including losses such as bearing and gear drag losses. The
heat release from friction is evaluated in each area of the
model. All gearbox components (moving and non-moving)
are interlinked via mechanical and/or thermal ports so that
the effects of each component in the system on the others can
be evaluated. This physical relationship modelling forms the
basis for predicting the oil temperature and viscosity in the
whole subsystem.

road

Figure 1. Vehicle model experiment complete with driver
model, road and atmosphere (environment) models

The vehicle model is built on the Vehiclelnterfaces library
standard from Modelica Association. All models use
Multibody components and are designed for easy assembly
and efficient computation (Dempsey M. et al. 2009). A Driver
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specific drive cycle in order to evaluate its efficiency and
performance. A road model and an atmosphere model are
also used in the experiment and interface with the vehicle
model.

,-,«[7 - 14 ’ TLTJ, !_7-7-7
I Q) - 5 6

Figure 2. Detailed view of the vehicle model with all the
subsystems: 1-Ancillaries, 2-Engine, 3-Gearbox, 4-driveline, 5-
Chassis, 6-Brakes, 7-Controllers

The model above (Figure 2) is a view of the vehicle one level
lower than the previous one (Figure 1).

The main subsystems are: Engine, Transmission, Driveline
and Chassis.

The engine model uses a performance map giving an output
torque depending on pedal position and engine speed. A fuel
tank is included to enable the calculation of the instantaneous
and average fuel consumptions. The engine used in this
experiment is a two-litre four-cylinder petrol engine.

The transmission model will be discussed in detail in the next
section.

The driveline model can be set to include compliance,
stiffness and damping characteristics so that the same vehicle
can also be used for detailed driveability studies.

The chassis model has a pitch degree of freedom and
longitudinal motion as well as models for tyres,
aerodynamics and suspension.

3 The Transmission Model

3.1 Overview

In this study focus is on a six-speed automatic transmission
which includes a dynamic torque converter model with
predictive thermal effects, gear sets with bearing friction and
bearing drag models, gear mesh models with temperature-

mass and heat dissipation network: 1-clutch actuation flanges,
2-data records for the epicyclic gear sets

The green connections in Figure 3 represent translational
mechanical flanges to apply the clamp load to the clutches
and brakes. The red connector is the heat port which us to
thermally link all the components together in order to transfer
the heat throughout the system and compute the temperatures
at various points in the model.

The top left corner of Figure 3 is the thermal network for oil
and casing. For each one of these components, a thermal
conductor lies between the thermal masses representing the
heat transfer to the oil and the casing respectively and the
remainder of the gearbox’s thermal network. It is a systems
modelling thermal model and we must also point out that the
distribution of oil in the system is not considered in this

paper.
3.2 Dynamic Torque Converter

In automatic transmissions, the torque converter couples the
engine to the gearbox. Despite the availability of a steady-
state (mapped) torque converted model, here we choose to
use an equation based dynamic version since the transient
response is of prime importance. There are three main
components: the impeller connected to the engine, the turbine
connected to the gearbox and the stator connected to the
gearbox housing via a one-way clutch. The impeller is a
centrifugal pump (Shin S., Bae L. ef al, 2000, Jandasek V.J.,
1994).

When the oil inside the torque converter is cold it affects the
efficiency as the high viscosity decreases the impeller
performance.

The moment-of-momentum equation is applied to the three
control volumes. For example for the impeller:

Lio; + pS;iQ =
—p (wiRiZ + Ri%tanai — wsR?2 — RS%tanaS) Q+ 7

w; is the impeller rotational speed, 7; is the impeller torque,
Q is the volume flow rate, I is the fluid inertia, p is the
density, S is a design constant for the impeller, R is the
impeller radius, A is the flow area and «; is the impeller exit
angle. We have similar equations for the turbine and stator.
The conservation of energy equation is:

dependent efficiency, a shift actuation system and a heat port pLr .
: (Si@; + Spoop + Ssivg) + —LQ =
(thermal connector) to port the generated heat to other vehicle PLoiw; t®t s%s 4 °
subsystems. p(RZw? + R}w? + R2w? — RZw;ws — RZw,w;
B - RL? wswt)
s m m + wi%p(Ritanai — R tanay)
: Q
B — + wtzp(Rttanat — R;tana;)
;’"” o :—“—" | Q
HE AL s + w;—p(Rstana — Retanay) = p,
"t‘ b’? ]:. jd | = ?
| - py, represents the losses, Ly is the fluid inertia length.
e == |
| = = ™
: ] 1 — —
| i .
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Where Cgp, ; is the shock loss coefficient for the impeller and
Vszh’i is the shock velocity. f is a fluid friction factor and V;**
is the fluid velocity relative to blades.

We know the fluid viscosity significantly affects the torque
converter efficiency, this is why we need to include the

thermal effects in the model.

A formula in (Hydraulic Institute, 2010) gives a performance
factor (B) in order to calculate a correction factor to re-
evaluate the impeller efficiency when using a viscous fluid.

0.5 0.0625
Vvis HBEP—W
0'375N0'25 ]

B = K|
QBEP—H

Where V is the fluid viscosity, H is the impeller head, Q is
the fluid flow rate and N is the impeller shaft speed. We can
now use this performance parameter to determine the
correction factors Cy for the head, C; for the volume flow
rate and C,, for the efficiency.
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Figure 4. Correction factors Cy, Cq and C,, plotted against the
performance factor B.

These correction factors allow us to modify the losses to
account for the thermal effects.
First we introduce the volume flow’s corrected value:

impeller efficiency:

_ Tew (G, — 1)

P2 = 0

These corrections result in the turbine rotational speed to
converge more slowly towards the impeller angular velocity
as can be seen in Figure 5.

—— Impeller speed —— Turbine speed with thermal effects —— Turbine speed without thermal effects
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Figure 5. Impeller and turbine speeds vs. time [s] with and
without taking into account the thermal effects.

When the oil is cold and has a high viscosity the flow’s axial
velocity inside the torque converter is reduced and so the
fluid inertia transmitted to the turbine is not as good and it
takes longer to reach the coupling point. The overall torque
converter efficiency is then affected.

3.3 Roller bearings

The roller bearings are important components as they can
achieve very good efficiencies under appropriate conditions.
However, when the oil viscosity is high their efficiency
dramatically drops. Since all the components in the
transmission model are thermally linked, the heat released by
other parts of the model (clutches, torque converter, etc.) can
affect the bearing behaviour through warming up of the
transmission fluid and gradually help to improve the overall
system efficiency.

The bearing friction torque is given by:
Tfriction = fnxcoeff * R+ Tgoqis + Tdrag

The friction coefficient coeff depends on the type of rollers
(ball, pin, taper pin, etc.) and typically varies between 0.001
and 0.0024.

The friction torque due to the seals is not detailed here as it
has only a small contribution and does not vary significantly
with temperature.

DL thermal effects
=£ (Coni Vi + ConiV3
- ngn(Q) sh,iVsh,i + sh,tVsh,t
+ Csh,sVszh,s)
*2 *2 *2
pf Vit+ Ve + Vs
+ —-sgn
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Figure 6: Friction torque of a roller bearing depending on the oil
temperature

The drag torque formula (SKF website) demonstrates the
importance of the oil viscosity:

Tarag =4 * Vin * roll*Cw*B*dm4*n2

2 -1.379
n* dp” ft)

+1.093 x 1077+ n? x d,,,* = ( v * Ry

v is the kinematic viscosity at operating temperature.

C, and K,,; depend on the bearing geometry and
dimensions.

V,, is the drag loss factor.

R; is calculated with the bearing dimensions and the oil level
(see picture below).

n is the bearing rotational speed.

f: depends on the bearing geometry and the oil level.

Cil level H
b

The oil level is the distance above the lowest contact point
between the rolling element and the outer ring.

3.4 Clutches

There are several clutches utilised throughout the
transmission model. There is a lock-up clutch in the torque
converter model and three other clutches are used in the gear
set along with two brakes which use the same type of model.
Clutches are modelled by multiple rotating plates pressed
together via a normal force (via the green flange in the next
picture).

The friction torque between the clutch plates is calculated as
follows:

T * Wy * (T‘04 - ri4)
2h

Tfriction = ux* Nf * ((pf + (ps) *

where  is the oil viscosity, @5 and @ are the pressure and

applied pressure (Dempsey M. et al. 2012). N is the number
of friction plates.

The heat generated by the friction between the clutch plates
is expelled through the heat port and stored into a heat
capacitor which is linked to further thermal models in the
system. The heat capacitor accounts for the thermal mass of
driven and driving plates. The temperature of the clutch
plates can thus be evaluated as well as the thermal losses to
the clutch surroundings.

m o

Figure 7. Clutch model with heat port (red) and mechanical
actuation flange (green)

During slipping, clutches and brakes can generate
considerable amounts of heat in the gearbox which
contributes to lower the oil viscosity thus affecting the whole
transmission efficiency. However, the friction torque is only
significant for a small amount of time.

—— Relative angular velacity [rad/s] —— Friction torque [N.m|
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Figure 8. Friction torque and relative angular speed (top) and
heat power loss (bottom) vs. time [s]
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Figure 9. Evolution of the temperature at the clutch plates vs.
time [s]

During operation, the clutch temperature can rise very
quickly. We can see on the graph above (Figure 8) that heat
is released when both the relative angular velocity and the
torque transmitted are non-zero which essentially happens
during the engagement and disengagement phase.

3.5 Gears

We can divide the gear losses into speed-dependent and load-
dependent losses. Speed-dependent losses consist of windage
losses and oil churning losses. Load-dependent losses consist
of sliding friction losses and rolling friction losses.

The windage losses are induced by oil droplets that are in
suspension in the gearbox housing and create a thin mist
which increases the gear frictional resistance.

The churning losses are due to the oil being trapped in the
gear mesh and to the gear rotating in the lubricant. They
depend on the gear rotational speed, the oil viscosity, the gear
geometry and the proportion of the gear submerged.

The sliding and rolling friction losses are dependent on the
gear rotational speed and on the instantaneous coefficient of
friction.

We are mostly interested in the churning losses since they are
closely related to the oil properties.

The churning losses for tooth surface are given by
(Heingartner P., Mba D., 2003):

R
7.37fyi x wxni x D} x by x (=)

tanf
Pe =

A,10%3

fgi 1s the gear dip factor that is to say the ratio of the gear
dipping into oil. D is the outside diameter, £ is the helix angle
and Ry is the roughness factor.

The oil viscosity u plays a major role in the amount of
churning losses and thus we can easily see the importance of
the temperature on these. n is the gear rotational speed and
all the other parameters in the formula are geometrical
dimensions.

Two other similar formulae exist to calculate the churning
losses for smooth outside diameters and smooth sides of discs
(i.e. shafts and gear side faces respectively).
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Figure 10: Example of oil churning losses with respect to oil
temperature with different dip factors.

The churning losses increase at low temperatures and this is
even a bigger difference when the dip factor is high as a larger
part of the gear is dragged through oil.

4 Results

Prior to the calculation of vehicle fuel economy, a quick
estimation of the cost to per-warm the gearbox can be made.
If we apply a heat flow of 100 Watts, it takes 886 seconds to
heat the gearbox from -10 degC up to + 90 degC. At an
average price at the time of the study (in England) was £0.15
per kWh, the electricity needed will cost £0.0037. Even if the
objective here is not to make money out of this solution, the
cost has to be evaluated and the results clearly shows that it
should not be a financial problem for the customer. This type
of preconditioning is more suited in vehicles such as plug-in
hybrids or EVs (Electric Vehicles) or indeed conventional
vehicles operating in cold climates where the customer
might, by default, plug the vehicle in to recharge the battery
and/or precondition the cabin.

4.1 NEDC

The NEDC Cycle is used to homologate vehicles including
Euro 6 standard. It is made up from an urban section repeated
four times and an extra-urban section. It covers a distance of
11 023 meters and lasts for 1180 seconds. It is often criticised
for not representing real-life driving conditions (too light
duty). However it has to be considered as it is used for
homologation but also because we are interested in slow
urban driving conditions to attest the maximum savings
possible (slower gearbox warm-up).
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Figure 11. Average fuel consumption NEDC (1/100km) under
different start temperatures: -10deg (blue), +23deg (red),
+40deg (green), +90deg (magenta) vs. time [s]

We can see that the greatest saving occurs at the beginning
of the cycle, in the urban portion at low load. While the oil
temperature reaches its ideal value, the average fuel
consumption with a pre-warmed gearbox converges towards
the average fuel consumption with a non-pre-warmed
gearbox.

If the ambient temperature is +23 degC, pre-warming the
transmission fluid to +90 degC allows a fuel economy
improvement of 1.71% (150 mL).

If the ambient temperature is now -10 degC, pre-warming the
transmission fluid to +90 degC yields a fuel economy benefit
of 7.66% (660 mL).
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Figure 12. Oil temperature with different start values: -10deg
(blue), +23deg (red), +40deg (green), +90deg (magenta) vs.
time [s]

The oil temperature reaches its ideal value when starting at
40 degC only towards the end of the drive cycle while the
others do not even come close, this explains the significant
fuel savings.

The ARTEMIS drive cycle is based on a statistical study and
thus fits better to the real usage of the vehicles. It is made of
an urban part and a highway portion. It covers a distance of
33605 meters and lasts for 2061 seconds. In comparison with
the NEDC drive cycle, ARTEMIS is much more aggressive.
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Figure 13. Average fuel consumption ARTEMIS (1/100km) under
different start temperatures: -10deg (blue), +23deg (red), +40deg
(green), +90deg (magenta) vs. time [s]

The potential fuel economy benefit from pre-warming the
transmission is less obvious on this cycle. Indeed, as it is
more aggressive, the components take less time to heat-up
and so the benefit in pre-warming disappears more rapidly.

If the ambient temperature is +23 degC, pre-warming the
transmission fluid to +90 degC yields a fuel economy
improvement of 0.24% (37 mL).

If the ambient temperature is now -10 degC, pre-warming the
transmission fluid to +90 degC yields a fuel economy benefit
of 1.84% (182 mL).
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Figure 14. Oil temperature with different start values: -10deg
(blue), +23deg (red), +40deg (green), +90deg (magenta) vs.

time [s]

This graph (Figure 14) shows that the oil takes less time to
reach its ideal value with the ARTEMIS drive cycle than with
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the NDEC drive cycle. This is due to the ARTEMIS cycle

Dempsey M. et %@@m?pfeé%ﬁ%@%%ﬁW}E@@PBﬁt&matic

being more aggressive.

An interesting occurrence that can be noticed in both drive
cycles is that the overall vehicle efficiency does not increase
much after the oil reaches +23 degC. The fuel economy when
submitted to an initial temperature of +90 degC instead of
+23 degC is only 1.71% for the NEDC cycle and 0.24% for
the ARTEMIS cycle. This tells us that we could consider pre-
conditioning the gearbox to only +23 degC as the benefits
after this value are much less worth the cost.

4.3 Applied Example

Let’s consider a real-life example to give us a concrete idea
of the potential savings that could be achieved at a larger
scale.
In Géteborg, Sweden (1 million people live in its urban area):
e 100 000 people commute to work every day
e 60 000 people commute by car every day
e 12 km (7.5 miles) / 24 minutes is the average
commute ride inside Go6teborg
e 51 km (31.7 miles) /50 minutes is the average
commute ride outside Goteborg

If we make the assumption of 50 000 commuting trips per
day, it gives us a saving a 25 000 litres of fuel and 62 tons
of CO, per day.

5 Conclusions

The benefits of gearbox preconditioning have been studied
and show that this strategy could be a real possibility in the
future. A device to pre-warm the gearbox and the way for the
customers to choose when to use it have still to be explored
though.

As the differences in the results between the NEDC and
ARTEMIS drive cycles showed us, the best potential savings
could be achieved in a busy urban environment where the
transmission fluid would usually take a long time to reach its
ideal working temperature.

Pre-warming of other subsystems like traction batteries
would allow even greater fuel economy and performance
benefits and will be considered in further work. In the case of
electric vehicles it is even a necessity to heat up the battery
in extremely cold climates due to the performance
degradation of the battery at very low temperatures. It has
been shown (Tikhonov K., Koch V.R) that the battery
discharge can reach 60% when the air temperature drops
from 22 °C (72 °F) to -40 °C (-40 °F). To the evident issue
when driving more than a couple of hours adds up the bad
perception of the user if the engine can only deliver half of
the 100bhp at cold start.
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Abstract

For future low carbon mobility society, new-type small
electric vehicles (EVs) are developed actively in recent
period. To reduce the energy consumption in various
actual driving conditions, considering overall running
resistance from tire characteristics, mechanical losses
and electrical losses is necessary. In this paper, model-
based development of system performance of a new
EV is described. Full vehicle model considering both
vehicle dynamics and energy consumption was
developed using Modelica. Research for both structure
and specification of components of the vehicle and also
of the control were performed to find the solution to
satisfy both energy consumption and vehicle dynamics
by using the full vehicle model. Finally trade-off
between vehicle stability and energy consumption and
also between driver workload and energy consumption
by using direct yaw moment control was indicated.

Keywords: Model Based System Development, Vehicle
Dynamics, Energy Consumption, Electric Vehicle

1 Introduction

To satisfy needs for future low-carbon mobility society,
development of many new small electric vehicles
(EVs) is increasingly active in recent years. Those
vehicles are often smaller and lighter than conventional
vehicles and are often equipped with low RRC (Rolling
Resistance Coefficients) tires for less energy
consumption. On the other hand, low RRC tires tend to
have less cornering performance than conventional
tires in general. Because of light weight and low RRC
tires, those vehicles become to have reduced dynamic
stability against external disturbances such as side
wind. To analyze and cope with all the problems about
energy consumption and vehicle stability, a holistic
approach of vehicle system design considering multi-
physics of mechanics, electrics, aerodynamics, control
and so on is necessary.

For this purpose, authors made an integrated model
of the total vehicle system using acausal multi-domain
physical modeling language Modelica (Hirano, 2014).
By using Modelica, it is only necessary to define
physical relationship written as equations in each
component model and connect those component
models as same as assembling the components to make
the model of the whole system by hierarchical way.

This feature of Modelica is very powerful for model-
based system development because it enables to
modify the whole vehicle model very easily by using
the results of experiments and physical investigations
of each component. It is just necessary to replace the
existing equations of the component model to the
modified ones and replace the component model to the
revised one by object-oriented way.

In the previous paper (Hirano, 2014), authors
showed the capability of new construction of the new
EV using new type tire based on ‘Large and Narrow
concept’ and torque vectoring differential gear. For the
model based development of the new EV, various kind
of running resistance, vehicle dynamic performance
and proper design of electric regeneration system were
studied.

In this paper, a multi-physics full vehicle model of
the new EV is expanded to consider the detailed loss of
motors and inverters. Also front and rear suspension
model which has same 3D mechanical design as the
real experimental vehicle was made and verified. By
technical investigations using this full vehicle model,
structure, specifications and control of the new EV
system were researched about vehicle dynamics and
energy consumption.

2 Characteristics of Target EV

Table 1. Specifications of new experimental EV

New EV Conventional
car
Vehicle Weight 750 kg 1240 kg
Yaw Moment Inertia 869 kgm” 2104 kgm”
Wheelbase 2.6 m 2.6m
Front : Rear Weight | 4o 055 | 0.62:038
Distribution
Height of CG 0.38 m 0.55m
Aerodynamic Drag by )
X Frontal Area 0.392 m 0.644 m
Tire RRC 5x10° 8.8x10°
Tire Normalized CP 16.1 20.4

The proposed experimental EV has specifications as
shown in Table 1. Compared with a conventional
small-class passenger car, the new EV has
characteristics of lighter vehicle weight, smaller yaw
moment of inertia, lower height of the center of gravity
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(CG) and lower RRC value of tires. Because of these
characteristics, this new EV is expected to have better
handling and lower energy consumption than
conventional vehicles. On the other hand, because of
lighter weight and lower value of tire normalized CP
(Cornering Power), this new EV seems more sensitive
against external disturbances such as crosswind and
road irregularity than the conventional cars. To cope
with this problem, direct yaw moment control (DYC)
was applied by using a new integrated transaxle unit
for rear axle which has a main electric motor and also
torque-vectoring differential (TVD) gear unit with a
control motor.

3 Full Vehicle Model
3.1 Structure of the Full-Vehicle Model

To consider total balance of energy consumption,
handling, stability, ride comfort and NVH (noise,
vibration, harshness) of the vehicle, a full vehicle
model including mechanics, electronics, vehicle
dynamics and control was developed based on
commercially available Vehicle Dynamics Library
(Modelon, 2014). The vehicle dynamics model was
built as a full 3-dimentional (3D) multi-body-dynamics
model of all of vehicle body, suspension, tires and
power train. Aerodynamics was also considered in the
vehicle dynamics model. Component models of control
systems such as TVD gearbox, electric motor and
inverter were newly developed and connected with the
full vehicle model. The control logic for DYC was also
implemented as a controller block model. Additionally,
driving environment such as road shape, side wind and
air parameters (density, temperature, etc.) can be
defined as the environment model. Figure 1 shows the
top level of model hierarchy of the full vehicle model.

Yawrate - Velocity [fi}_sLT%. ]
Controller SR ’—d;

e

Torque il
Vectoring |

pnt Motor -+
!

e S -
] L@J{ s
—

Road Tire
Front [l== Rear

o I L———
. Mass Property

IE.?B ro-dynam i@

Figure 1. Top level structure of full vehicle mode

Suspension Suspension
i ™

3.2 Mechanical Power by Driving Resistances

Power consumption of each system was calculated
simultaneously to investigate the good balance of
energy consumption and vehicle performances. At first,
total mechanical power of driving resistances acting on
the vehicle was calculated by following equations
(Kobayashi et al., 2013).

Total driving resistance power:

P,=P, +P,+P, +P, ()

Rolling resistance power:

P, =uMgxV )

Aerodynamic resistance power:

P _=pAC,V?/2xV 3)

Cornering drag resistance power:

P, = H(Cf—f + g’ }MA}? / g:l xV ()

rf pr

Longitudinal resistance power:

P .=(MA, +Mgsin@)xV 5)
Here

M, : tire rolling resistance coefficient (RRC) ,
g: acceleration of gravity [m/s],,

M: vehicle mass [kg],

V: vehicle speed [m/s],

p  air density [kg/m3],

A: vehicle frontal area [mz],

C p . aerodynamic resistance coefficient,

d s + front weight distribution ratio,

d, : rear weight distribution ratio,

C o - front normalized cornering power [1/rad],

C ,» - rear normalized cornering power [1/rad],

C , . average normalized cornering power [1/rad],
Ay : lateral acceleration [m/sz],

A : longitudinal acceleration [m/sz],

@ : road inclination [rad].
Total mechanical power of driving resistances can
be calculated by equation (1) to equation (5) by using
state variables of vehicle motion.

3.3 TVD Gear Train Model

For the TVD gear train, a driveline structure
referencing the MUTE project of the Technische
Universitdt Miinchen (TUM) (Hohn et al., 2013) was
selected and the TVD model was constructed using
commercially available Power Train Library (DLR,
2013).
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Main Motor S:Sun gear

R:Ring gear
C: Carrier

Control Motor
N

P:Planetary gear

Left
Wheel

Right
Wheel

Control Gear Differential

Figure 2. Torque vectoring differential (TVD) driveline

Figure 2 shows the configuration of the gear trains.
This gear trains have a complex -configuration
constructed from several planetary gear sets. Torque
from the main motor is distributed equally to the left
and right wheel through the differential gear. Sun gear
3 is connected to carrier 2 in the control gear portion,
and this configuration generates differences in torque
between the left and right wheel by increasing or
decreasing the torque distributed to the wheel on one
side by torque input of the control motor.
Specifications of the motors are shown in Table 2.

Table 2. Motor specification

Main Motor Control Motor
Max Torque 65 Nm 40 Nm
Max Speed 10,000 rpm 1,050 rpm
Max Power 15 kW 2 kW

controllfotor = ...,
mountB!

el

Torque Vectot]]

-

Figure 3. Modelica model of TVD gear train

Figure 3 shows a diagram of Modelica model of the
torque vectoring gear train. The model is provided with
elements that define the relational expression between
the torque and speed of each gear engagement portion.
Furthermore, these elements are capable of factoring in
the overall gear torque loss by defining the torque loss
for each element by following equations[7].

(1-097), (@, >0,7,>0)

o (1-17097), (w,, >0,7,<0) ©
(1-097), (@, <0,7,>0)
(1-17097), (w,; <0,7,<0)

where, 7, is the sun gear torque and w,p is the difference
in the speed of the sun gear and the carrier of the
planetary gear.

Figure 4 shows a simulation result to investigate the
torque distribution ability of the TVD. It became clear
that this TVD unit has capability of distributing the
driving torque between right and left wheels according
to the input torque of the control motor and the torque
distribution ratio can be bigger than ordinary LSD
(limited slip differential) gear set if the mechanical
strength is enough to cope with the maximum torque.
The torque distribution ability is thus only limited by
mechanical strength of the gear sets and the ability of
the control motor.

Figure 5 shows an example of calculation result of
each gear speed of the TVD. It was confirmed that this
result coincide with the actual motion.
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Figure 4. Torque distribution ability of TVD

[ S —

n

Gear Speed [rpm]

1
1
|
1
1
|
1
1
|
!
T
|
1
1
|
1
|
1
1
|
1
1
|
|
T
|
1
1
|
1

I 1
1 1
1 |
1 T
1 1
1 |
1 1
1 |
1 1
1 1
1 |
1 1
1 1
1 |
1 |
T T
1 |
1 1
1 1
1 |
1 1

1
1 A
| |
I 1
1 1
| |
1 1
| |
1 1
1 1
| |
1 1
1 1
| |
| |
T T
| |
1 1
1 1
| |
1 1

| Sy

S1 C1R1 S2 C2R2 S3 C3 S4 C4

el |
Left Wheel
Right Wheel

Figure 5. Example of TVD gear speed calculation
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3.4 Electrical Model of Motor and Inverter

(a) d-axis

(b) g-axis

Figure 6. Equivalent circuits of each motor
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Figure 7. Electrical motor model by Modelica
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Figure 8. Motor characteristics

Both the main and control motors installed in the target
EV are permanent magnet synchronous motors. The
equivalent circuits of these motors can be expressed as
shown in Figure 6 as d-axis and g-axis direct current
(DC) circuits (Park, 1933). It is not necessary to
describe the explicit equations here since modeling can
be performed simply by laying out each device as
shown in Figure 7 using freely available electric circuit
library of Modelica Standard Libraries (MSL).
Concurrently copper loss L¢, and iron loss Ly, of each
motor are calculated using following equations (Inoue
etal., 2014).

LCu = Ralaz = Ra (idz +iq2) (7)
2 . 2 . \2
gt o () (84 ®)
LFL’ = =
R R
Iy =lygtiy, 1,=I,+i, 9

Va | _ loa 1 R, )| Voa L, 0,
Va K log +( +ch Voq P 0 L, |[ i (10)

Vod | _ 0 -olL | i, N 0 (11
v“ll a)e Ld 0 iUll a)e llla

where, v; and v, are the voltage of the d and g axis,
respectively, iz and i, are the current of the d and ¢ axis,
respectively, w, is the electric angular velocity, R, is
the winding unbalance voltage attenuation, R, is the
equivalent iron loss resistance, L; and L, are the
inductance of the d and g axis, respectively, and y,, is
the inter-linkage magnetic flux. Also the motor
characteristics of efficiency according to motor torque
and rotational speed are considered as shown in Figure
8.

The inverter can be handled simply as a component
that generates loss L;, proportionally to the current
vectors of the motors as follows.

Llnv = KIu (12)

3.5 Mechanical Model of Suspension and Body

3D multi-body dynamic system (MBS) models of
suspension, steering and body were installed to
calculate vehicle dynamics characteristics. Suspension
model was constructed as an assembled model of each
suspension linkage, joints and force elements such as
spring, damper and bushing. Non-linear tire model
based on ‘Magic Formula’ model (Pacejka02) was
used to calculate combined lateral force and
longitudinal force of each tire.  Steering model
considered the characteristics of viscous friction of
steering gear box and steering shaft as well as steering
shaft stiffness. By these detailed models, it became
possible to analyze the effects of steering angle change
and camber angle change caused by vehicle roll, side
force and tire aligning torque.

Figure 9 shows a comparison of simulation results
and experimental test results about camber angle
change by wheel bump displacement and steering
angle change by tire aligning moment. It was
confirmed that the simulation results matched with the
experimental results with good consistency.

Figure 10 shows an analysis result about the effect
of suspension characteristics to cornering compliance
coefficient normalized by the effect of tire slip angle
change for one example of a front double wish-born
suspension. It became clear that the effect of the tire
aligning torque to tire toeing angle is relatively large
than other design indexes.

Also 6 degree-of-freedom motion of the vehicle
body was calculated by considering all the reaction
forces and torques acting at suspension upper support
and all of the connection portions of the linkages.
Additionally 3D MBS model of TVD gear unit mounts
was applied in the vehicle dynamics model. And
rotational stiffness of the drive shafts was also
considered. This feature enabled calculation of the
body motion (mainly pitching motion) caused by the
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reaction of driving torque and oscillation caused by
resonance of tire rotational stiffness, drive shaft
stiffness and differential gear mount stiffness.
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Figure 9. Example of suspension characteristics

Figure 11. Slip angle feedback controller shown in
Figure 12 aims to let the vehicle slip angle to zero to
stabilize the vehicle attitude while cornering and lane
change.
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Figure 11. Yaw rate feedback controller of DYC
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Figure 12. Slip angle feedback controller of DYC

In both controllers, the main motor performs
feedback control by proportional and integral (PI)
control of the vehicle speed because the vehicle speed
is dominant for the total driving torque supplied by the
main motor. The control motor performs feedback
control by PI control of the yaw rate and vehicle slip
angle respectively. As shown in Figure 4, control
motor changes the distribution of left wheel torque T,
and right wheel torque Tgg. Therefore the vehicle
motion can be changed by yaw moment generated by
the torque difference between left wheel and right

wheel. In general, the vehicle motion can be estimated
, | Looo by single track model of vehicle dynamics described by
) equation (13) and (14).
E«% 08 ¢, +e, a,c, —a.c,
g= P A
27 06 d\p|_ MV Mv? B
ZE o 0360 dt L/} h _a,c,—ac, a_fch +a,2c,. L/}
g% 02 I LV (13)
g8 " 0.060 0.064 0.064
T2 - ‘ _mm  mm | T 0
-0.004 " MV MV rf}L 1IN
0.2 agCy ac, || o
Tire Slip  Side Force Side Force Aligning Roll Steer Roll ! 1 .
Angle Steer Camber Torque Camber I I z )
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Figure 10. Effect of suspension characteristics to N=w(Tg,—Trr) ! 1, (14)
cornering compliance coefficient. (Normalized by the Here,
effect of tire slip angle.) £ : Vehicle slip angle [rad]
y : Yaw rate [rad/s]
M : Vehicle mass [kg]
3.6 Model of DYC Controller v Vehiclo speed [ If;/S]
The control element generates the torque command I, : Vehicle yaw moment of inertia [kgmz]
values of the main motor and control motor. These ar : Length between front axle and CG [m]
command values are then input into the motor models. a, :Length between rear axle and CG [m]
Two kinds of DYC controller were researched. Yaw I :Wheel base (=as+a,) [m]
rate feedback control to let the vehicle yaw rate follow ¢y : Front tire cornering power [N/rad]
the desired yaw rate for stabilizing crosswind ¢, : Rear tire cornering power [N/rad]
disturbances comprises the control laws shown in &, : Front tire steering angle [rad]
DOI Proceedings of the 11" International Modelica Conference 147

10.3384/ecp15118143

September 21-23, 2015, Versailles, France



Model Based Development of Future Small Electric Vehicle by Modelica

S, : Rear tire steering angle [rad]
N : Direct yaw moment [Nm]

r, : Tire radius [m]

w  : Tread [m]

3.7 Model of Energy Consumption by Electric
Drives

Energy consumption in mechanical part (= gear train),
electrical part (= motor, inverter) are calculated by
using following equations.

2
})e :])m+Lmj+ZLej (15)
=
b,=F+1y=F +F, +F +F +1y (16)
Lm/‘ =0.95x(T,, +77.) (17)
Lej = LCuj + LFej + L[my' (18)

Here, Pe is the sum of the energy consumption, Pm
is the total mechanical work using driving resistance
power defined by equation (1), Lmj is the TVD
mechanical loss, and Lej is the electrical loss of motor
and inverter. Lcuj is copper loss, LFej is iron loss and
Lmvj is switching loss of inverter respectively. Here,
j=1 refers to the main motor and j=2 refers to the
control motor. Since it is difficult to accurately
calculate the TVD mechanical loss including all kinds
of friction, the calculation assumes a constant overall
efficiency of 95% of main motor torque 7}, and control
motor torque 7.

Figure 13 shows the calculation results using the full-
vehicle model in steady-state cornering with a turning
radius of 60 m and a vehicle speed of 40 km/h. The
calculated results using the full-vehicle model closely

relationship between the vehicle slip angle and energy
consumption in the f=0 control. Figure 15 shows the
same relationship for the yaw rate feedback control.
Here, the target yaw rate was calculated by following
equation.

\4
i SRS (19)

In the case of both controls, the turning resistance
became lower as the slip angle and steering angle
decreased. As a result, the power of the main motor
decreased (point “i” in Figure 14 and Figure 15). In
contrast, application of TVD generated mechanical loss,
which resulted in an overall increase in energy
consumption due to the energy consumption of the
control motor (point “ii”” in Figure 14 and Figure 15).
Furthermore, the TVD mechanical loss was lower than
the electrical loss. This result indicates that, in this
configuration, a reduction in motor/inverter electrical
loss is extremely important for reducing energy
consumption. Finally, further examination of the 4=0
control in Figure 14 shows that a very slight vehicle
slip angle remains when the control is applied (point
“ii1” in Figure 14). Focusing on the TVD control motor
torque shows that, in an ideal condition without TVD
or motor/inverter loss (Figure 16), the vehicle slip
angle is zero because the power of the control motor
does not exceed the maximum possible output torque
of 40 Nm. However, after factoring in each type of loss,
the control motor power becomes saturated (point “iv”
in Figure 16). In this way, integrating different
physical models into a single model enables
quantitative studies of the effects of each type of loss
on vehicle dynamics and control.

matched the theoretical results calculated based on 100
Equations (15) and (16), thereby confirming the validity =)
of this model. It is shown that electrical loss increases — 80
much when large DYC torque is applied. g" 60 L
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4 Simulation Results
4.1 Steady State Cornering
The simulation of steady state cornering assumed
running condition of a turning radius R of 135 m and a
vehicle speed V of 60 km/h. Figure 14 shows the
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Figure 16. Relationship between vehicle slip angle and
control motor torque with =0 control

4.2 Winding Road Driving

Actual driving conditions generally feature many turns
and the proposed EV is also likely to be driven while
utilizing controls to actively enhance dynamic
performance.  Therefore, to simply evaluate
performance under real-world driving conditions, a
study was performed on winding roads to simulate
actual continuous steady-state cornering. The study
simulated an actual 8.1 km winding road course, which
combines straight sections and gradients.

First, the course was constructed using the
commercially available CarMaker software. Driving
behavior was predicted using a driver model of
CarMaker assuming a constant speed of 60 km/h.
Developed Modelica model of TVD was connected
with CarMaker using FMI (Functional Mockup
Interface). Only vehicle speed was set in the driver
model and lateral acceleration was calculated during
the simulation. By using CarMaker as a virtual driving
test platform, it became possible to combine the good
realistic driver model of CarMaker and the detailed
drive train model made by using Modelica.

Finally, the energy consumption and steering wheel
angle by the driver model were predicted using the
time-series data for lateral acceleration in Figure 17.

Figure 18 shows the time-series data for the total
energy consumption and steering wheel angle with a
yaw gain ratio of 1.5. (Abbreviation of “W/O Control’
means ‘Without Control’.) Although yaw gain control
causes an increase in total energy consumption, the
steering wheel angle decreases. These prediction
results facilitate the identification of the optimum
control gain with respect to a set system configuration,
assuming real-world driving conditions.
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Figure 17. Time-series data for lateral acceleration
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Figure 18. Time-series data (upper: energy consumption,
lower: steering wheel angle)

5 Conclusions

This paper described the development of a full-vehicle
model to quantitatively evaluate the relationship
between vehicle dynamics with DYC input and energy
consumption for a small EV. The following
conclusions were obtained.

1) TVD drivelines with several planetary gear
sets and motor/inverters with multiple
electrical elements can be constructed simply
in one model using Modelica.

(ii) The model was able to quantitatively identify
the breakdown of energy consumption
increases and decreases for achieving the
target vehicle dynamics. In addition, it was
found that reducing motor loss makes a larger
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contribution to lower energy consumption than
reducing TVD mechanical loss.

(i) The real-world energy consumption and
driver’s workload (steering wheel angle)
through DYC was predicted on a simulated
course based on actual winding roads.

For future works, it is planned to consider the effect
of drive shaft stiffness for TVD control. Also
controlling tire slip by motor torque as well as
maximizing regeneration by breaking is essential to
expand the capability of electric control of optimal tire
slip control. This work will also be useful to design a
proper system configuration of mechanical break and
electric break and also designing proper torque
blending control.
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Abstract

This paper shows some aspects of the implementa-
tion of a gear model with losses, nonlinear elasticity
and forcing errors in the Modelica language utilizing
concept of replaceable functions. Using such gear
model for a torque vectoring drive modeling, a case
study about a powertrain dynamic behavior in a sim-
plified vehicle model is carried out. The total vehicle
model is analyzed in several detail stages of the pow-
ertrain reaching from a fixed efficiency with constant
spring stiffness to a model using nonlinear losses and
nonlinear tooth stiffness. Subsequently, the simula-
tion results of such levels of modeling detail proving
tendency to drive line oscillation are presented and
discussed.

Torque Vectoring Drive, Gearing, Vehicle Dynam-
ics

1 Introduction

To design the gearing solution for an electrical ve-
hicle, different gear topographies are typically ana-
lyzed utilizing computer simulations in an early de-
sign stage. To perform such studies efficiently, it is
important that the gearing topographies can easily
be designed and integrated into the vehicle models
which are used for maneuverability tests assessing
the driving quality.

A solution enabling such gear topography design
and vehicle integration was introduced recently by
(van der Linden, 2015). To prove the usability of
that concept also for more complex gearing topogra-
phies, an electric vehicle powertrain configuration
with controlled torque vectoring device was chosen
in this paper — a future-oriented solution particu-
larly suitable to actively influence the dynamic be-
havior of the vehicle, such as using active yaw rate
control. Such a torque vectoring drive (TVD) con-
figuration is used e. g. in experimental cars like the
VISIO.M (Gwinner et al., 2014) and allows for very
high vectoring torques with a small electric motor.

Figure 1. Torque vectoring drive consisting of a differ-
ential, superimposing unit and spur gear train. Note that
only single planets are shown for simplification of the cal-
culations.

A graphical overview of the gearing solution is shown
in Figure 1.

After giving an overview of some implementation
aspects of the method in Section 2, the present study
will continue with a TVD model decription in Sec-
tion 3. Here, a gear with constant elasticity and
constant efficiency will be first introduced as a ref-
erence model. For further investigations, the model
complexity will be successively increased with dif-
ferent loss models as well as nonlinear elasticity and
backlash in the gearing. Utilizing a simple vehicle
model, briefly referred in Section 4, the simulation
results will be discussed in detail in Section 5.

2 Gear model description

The gear models used in this analysis base on previ-
ous work which consisted of the simulation of elas-
tic ideal gears (van der Linden, 2012). These mod-
els have been extended with various loss models
and elasticity models according to (van der Linden,
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2015). An overview of the forces and torques calcu-
lated in this publication are shown in Figure 2. The
forces and torques (Fya, Fya, 74, Fip, Fyp and 7p)
in this Figure are calculated using the integral of
the forces of a complete cycle of the meshing tooth.
By supplying also an internal gear force element,
epicyclic gears can be modeled as well. Since the
derivation of all the theory goes beyond the scope
of this paper, only brief outline is given in the fol-
lowing sections. For a detailed description, please
refer to the abovementioned paper. Since the de-
rived model of gear teeth contact is purely planar, it
is implemented using the PlanarMechanics toolbox
(Zimmer, 2012). This allows the use of standard pla-
nar parts and enables a good transferability of forces
and torques into the 3D world

2.1 Friction force implementation

Since in gear dynamics different friction models are
often used, a decision was made to implement the
friction using a replaceable function structure.

The friction is implemented using a state machine
to be able to handle friction during the Forward,
Backward and Stuck mode. To switch between these
modes, two transition modes are used: StartForw
and StartBackw. A tearing variable sa is used in
the Stuck mode to calculate the forces to keep the
model stuck. This approach is similar to the friction
implementation of (Otter et al., 1999). The gear
friction force F; is calculated using specialized func-
tions based on e. g. gear meshing speed, operational
mode of the gear contact, contact angle and the radii
of the gear wheels.

The concept of replaceable functions allows for a
quick selection between the different friction mod-
els: no friction, viscous friction, specified efficiency,
Coulomb friction, friction according to the DIN 3990
specifications (DIN 3990 Teil 4, 1987) and a friction
implementation from Niemann and Winter (1989).
The DIN 3990 friction and the friction to Niemann
and Winter both define the friction as a function of
the speed and loading of the gear.

Furthermore, a continuous friction model which is
not based on a state machine is implemented. This
implementation uses a regularized friction model to
smooth the discontinuity of the gear friction. It is
implemented using

Fy = | Fy | tanh Lmest

Umesh,0

(1)

In this equation, v,,esn is the relative speed of the
gears at the meshing point and vy,esn 0 the character-
istic meshing speed which is chosen small compared
to the nominal meshing speed. Using this regular-
ization, event chattering of gear systems with many
gear contacts can be avoided. However, it must be

noted that in this case no stiction can take place, as
the friction is zero at zero speed.

In this paper, a fixed friction coefficient will be
used as this method is heavily used in the design of
gear transmissions for powertrain analysis, together
with the friction implementation to the DIN 3990
norm due to a good match with measured friction
results in a previous publication (van der Linden,
2015).

2.2 Elasticity implementation

Similar to the variability of friction methods used
in the modeling of gears, also the gear elasticity is
described in many ways. In most cases, a nonlinear
relation between normal forces F;, and deformation
of the gear at contact is present. To incorporate
the different stiffness models known from literature,
also the elasticity is implemented using another set
of replaceable functions. These functions calculate
the normal contact force F), from multiple model
inputs like the mesh deformation and speed, gear
radii, thickness of the wheels and wheel positions.
The position of the gear wheels makes it possible
to include a position dependent gear stiffness which
can be used to simulate the effect of meshing teeth
or the effect of a damaged tooth.

2.3 Forcing error implementation

To simulate forcing errors like misalignment of
the gear wheels, manufacturing errors or damaged
tooth, a position dependent forcing error is added
to the overall gear deformation. In Figure 3, the
deformation between the gears is given by Aap =
Aapo+AaBe. In this equation, Agp . is the elas-
tic deformation of the gear contact as discussed in
Section 2.2. Adding the forcing distance A sp ¢ gives
the total gear deformation.

Also in this case, replaceable functions are used
to implement several cases: a forcing error defined
by the misalignments of the gears, a forcing error
defined by a Fourier-series and a table-based inter-
polation. All these methods define the forcing error
as a function of the position of each gear wheel.

2.4 Graphical representation of gears

The graphical representation of the gears is
an important way to check proper geome-
try of the gear. Therefore, visualizers from
Modelica.Mechanics.MultiBody.Visualizers are
used to visualize the gear wheels. The results of
such exemplary 3D representations can be seen in
Figure 1 and Figure 5. The parameters needed for
the visualization, such as gear radius or thickness,
are directly taken from the gear model parameters.
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Y

Figure 2. Free body diagram of two involute gears. In the figure ws < 0 and Gear A drives Gear B.

Figure 3. Forcing error excitation using a position de-
pendent forcing distance Aap o

2.5 Implementation of constraint equa-
tions

The gear model as depicted in Figure 2 needs a de-
fined distance between point A and point B for a
correct calculation of the forces and torques. How-
ever, when a constraint equation is defined in each
gear contact model, epicyclic gear sets result in mod-
eling problems since the planet—sun distances and
sun-ring distance is defined double, thus leading to
an overconstrained system. Therefore, these con-
straints cannot be defined in the model itself, but
must be defined using the PlanarMechanics library.
This mimics the behavior of real gears: a gear con-
nection itself has no constraining equations. The
gear wheel positions are defined by the bearing ar-
rangement of the transmission.

An example of a simple epicyclic gear set is shown
in Figure 4 and Figure 5. The structure of the model
is similar to the gear construction. Hence, each bear-
ing, mass and carrier is modeled in Modelica just like
in a real system.

rev_carrier carrierArm

constantSpeed b carrier a b o)
1 1 r={r_a+r_b,0}
454 ¢
rev_sun J=J_c sun_planet
L
torque
1 1
454 ¢ °
e | 2
@
1 = —-
rev_ring J=J_s planet_ring

2

S

fixed A

fixed

Figure 4. Modelica model of simple epicyclic gear con-
figuration

Figure 5. Graphical representation of the epicyclic gear
configuration shown in Figure 4.
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3 Construction of a torque vec-
toring drive in Modelica

The models as described in Section 2 are used to
build a complete torque vectoring drive consisting
of a Ravigneaux differential, superimposing gear and
spur gear train.

3.1 Ravigneaux differential

The Ravigneaux differential is used to allow for dif-
ferent speeds of the car tires. Compared to common
open differentials with bevel gears, using a Ravi-
gneaux differential allows for a smaller construction
envelope combined with lower losses. The Model-
ica representation of the differential is shown in Fig-
ure 6. The Ravigneaux differential uses four gear
instances, together with a carrier which houses two
connecting planets.

For simplicity reasons, only one set of planets is
used in this analysis. When using all planet sets
of a full Ravigneaux gear, the system would — in
the case of rigid gear connections — lead to an over-
determined system. In the case of elastic gears, the
different gear stages which can switch between fric-
tion modes can lead to heavy event chattering of the
planets.

To compensate the stiffness reduction caused by
the lower number of modeled planets, thicker gears
with higher masses are incorporated.

The reduction of number of planets would lead
to an unbalanced gear model as long as the masses
of the planets are considered as well. But since the
model in Figure 6 is purely rotationally coupled (see
rotational flanges on both left and right side), this
effect does not apply. On the contrary, if the bear-
ing forces are studied, this planet number reduction
will lead to wrong results. In this case, all planet
masses should be added to balance the system and
they must be rotationally coupled with the planet
which is driven by the gear connections.

3.2 Superimposing gear

The superimposing gear uses the input torque to cre-
ate a torque difference between the output flanges.
Also in this case, only a single planet is modeled
instead of all planets. The stiffness and mass are
compensated to mimic all planets as depicted in Sec-
tion 3.1. In Figure 7, the setup of the gear is shown.
For the superimposing gear, four gear instances are
needed.

3.3 Overall TVD model

Connecting the Ravigneaux differential, superim-
posing gear and spur gear train together, a complete

smallSun
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- bigSun
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bigSunBearing ring 1,
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]
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Figure 6. Ravigneaux differential
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Table 1. TVD model configurations under investigation

Configuration  Description

Fixed eta Constant spring constant, con-
stant gear efficiency

Fixed eta with Nonlinear spring constant and

Backlash backlash, constant gear effi-
ciency

DIN 3990 eta
with Backlash

Nonlinear spring constant and
backlash, efficiency using to
DIN 3990

TVD is generated as shown in Figure 8. To repre-
sent the connection elasticity between the drives, ro-
tational stiffness-damping elements are added from
the Modelica standard library.

In the overall TVD model, ten gear connections
are included.

In the simulations which are presented in Sec-
tion 5, three different configurations are analyzed
according to Table 1.

The spring constant of the gear instances is
set to 20 x 10 N/m/mm (Newton per meter per
millimeter gear width), and the gear damping to
20 x 103 Ns/m/mm for all gear connections. The
coupling between the superimposing gear, Ravi-
gneaux gear and spur gear train have a stiffness of
107 Nm/rad and a damping of 10° Nms/rad, respec-
tively.

4 Vehicle model

To analyze the TVD model in typical vehicle driv-
ing maneuvers, a vehicle model has to be utilized.
For the sake of simplicity, a planar vehicle model
was introduced which moves in the horizontal plane,
thus enabling longitudinal, lateral and yaw motion
only. Additionally, a six degrees of freedom mass
(i. e. three positions and three rotations) was joined
to the planar vehicle body. By taking into account

superimpRavigneauxSpringDamper2

superimposingGear

flangeControl m g

c=1e7
d=1e5

superimpRavigneauxSpringDampert

flangeOutput1

—0O

doubleStageSpur
flangeMain D*D v

o

J flangeOutput2
q n :

differentialRavigneaux

Figure 8. Complete TVD consisting of Ravigneaux dif-
ferential, superimposing gear and spur gear train

the forces on this mass, wheel load variation due
to vehicle mass transformation between wheels dur-
ing braking, accelerating and cornering are enabled.
The tire models allow slip and are based on the work
of Zimmer and Otter (2010).

A small size electric vehicle with rear-wheel drive
is considered for simulation. Its mass is about
1000 kg with wheelbase of 2.6 m and track of 1.45 m.

The powertrain of the vehicle consists of TVD as
described above, the main motor which applies the
main driving torque, and a differential motor which
divides torques to the wheels of one axle. Utilizing
the differential motor control, the torque vectoring
functionality can be realized. Finally, driveshaft el-
ements are considered as well to additionally incor-
porate their elasticity. An overview of the model is
shown in Figure 9. To mimic the electrical time con-
stant of the motors, a first order system with a time
constant of 103 s for both motors is used.

5 Simulation results

Using the vehicle model with a free steering setup
(free steering wheel), an acceleration maneuver is
simulated. The main motor torque is given as a
ramped signal, and the differential motor torque as
a changing signal as shown in Figure 10.

5.1 Elastic drive shafts

The wheel torque of the right driveshaft during the
maneuver is shown in Figure 11. It can be observed
that the results of the constant efficiency and the
DIN 3990 efficiency are differs significantly. The
fixed efficiency cases (97% per gear stage) show a
behavior which is intuitively expected of the TVD:
the differential torque of the differential motor is am-
plified and split between the two axles.

Introducing the DIN 3990 friction model, the re-
sults yield — in contrast to the constant efficiency
— an oscillating output torque. This is caused by
the fact that due to the pre-load of the differential,

elastLeftShaft

differential motorconst_diff

i

main motorconst_main

differentialTorque

glaars
T=1e-3

sensorSpeedCar
aaaa

mainTorque

f>—>/'>—>

T=1e-3

duration=1

=(0.0.0}

Figure 9. Vehicle model with motor configuration and
driveshaft elasticity. The right bottom section of the di-
agram (with the planarToMultibody element) enables an
animation where the drive is fixed to the car.
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Figure 10. Motor torques during maneuver. The main
motor toque (=) has a ramp of 1s to 15N m , the differ-
ential motor (= = = ) is controlled with a changing reference
torque.
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Figure 11. Wheel torques of the right driveshaft (refer-
ence stiffness) with different friction and elasticity models:
A fixed efficiency without backlash (- - -), fixed efficiency
with backlash ( ) and a friction law to the DIN 3990
standard (—).

combined with low rotational velocities, lead to high
friction. Due to this high friction combined with the
pre-load, the gear can get in the stuck mode (this
phenomenon is also described and measured for air
path actuators by Ahmed et al. (2012)).

The combination of the drivetrain elasticity with
high friction leads to a stick-slip problem resulting
in highly varying torques. Note that without fur-
ther measurements and / or experience on TVD, it
cannot be concluded which of the friction models
correctly represents the real system.

Analyzing the speed of the differential motor de-
picted in Figure 12, the stick-slip problem is also
evident. High rotational accelerations are caused by
the fast variation of the motor speed, which can lead
to high loads on the rotor of the motor. This can
lead to fatigue damage of the motor.

T
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Speed / rads™!
o
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-20
0

Time /s

Figure 12. Speed of the differential motor using drive-
shafts with the reference stiffness. Different friction and
elasticity models are shown: A fixed efficiency without

backlash (== =), fixed efficiency with backlash ( ) and
a friction law to the DIN 3990 standard (—).
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Figure 13. Wheel torques of the right driveshaft with
different friction and elasticity models. A ten times in-
creased stiffness of the driveshafts is used. A fixed effi-
ciency without backlash (= = =), fixed efficiency with back-
lash ( ) and a friction law to the DIN 3990 standard

(—)

5.2 Stiff driveshafts

Using driveshafts with a significant higher stiffness
and damping, the stick-slip problems described in
Section 5.1 can be avoided. In presented example
with increased stiffness, a ten times higher friction
and damping has been used w.r.t. the nominal sit-
uation. The wheel torques of the right rear wheel
(see Figure 13) behave as expected, also for TVD
using the DIN 3990 friction model. Moreover, the
high peaks in motor velocity of the differential gear
are eliminated, cf. Figure 12 and Figure 14.

5.3 Simulation of eccentricities

Eccentricities are common in most gear wheels and
are often caused by manufacturing tolerances. To
simulate a non-perfect drive, an eccentricity of 10 pm
is added to both gear wheels of the first stage of
the spur gear train. This eccentricity excites the
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Figure 14. Speed of the differential motor using drive-
shafts with ten times increased stiffness. Different friction
and elasticity models are shown: a fixed efficiency with-
out backlash (== =), fixed efficiency with backlash ( )
and a friction law to the DIN 3990 standard (——).
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Figure 15. Wheel torques with and without gear eccen-
tricities: All simulation results have a fixed efficiency and
a nonlinear stiffness. The different lines show a simula-
tion without eccentricity(——), simulation with the nom-
inal stiffness ( ) and a simulation with an increased
stiffness(—).

gear train leading to vibrations. In this simulation,
a constant torque of 5 Nm is applied to the differ-
ential motor to keep the Ravigneaux differential out
of the stuck mode. The main drive motor is driven
with a constant load for a constant acceleration.

In Figure 15, the wheel torques of a simulation
with a stiff driveshaft with eccentricity, an elastic
driveshaft with eccentricity and an elastic driveshaft
without eccentricity are given. Analyzing the sim-
ulation results, it is clear that this eccentricity has
a high-frequent impact on the wheel torques. With
a nominal driveline, the torque variations are lower
at high velocities as for a stiff driveline. A detailed
view of this vibration is shown in Figure 16. The
high frequent vibrations of the gear seem to excite
the drivetrain for the nominal stiffness drivetrain.

—124
TCIJ
el
g
< —126
el
3
(=9
)
—128 -
| | | | J
3 3.05 3.1 3.15 3.2 3.25
Time / s
Figure 16. Speed of the differential motor with and

without gear eccentricities: All simulation results have a
fixed efficiency and a nonlinear stiffness. The different
lines show a simulation without eccentricity(—), simu-
lation with the nominal stiffness (— ) and a simulation
with an increased stiffness(—).

6 Discussion

During performed simulations, we realized that —
due to the large number of switching components
and high gear stiffness — the proposed model chal-
lenges common numerical solvers like DASSL or
Radau ITA. Finding consistent restart conditions af-
ter an event can be hard, since this often directly
triggers a next event in an adjacent gear connection.

In some cases, it is therefore advisable to use a
regularized friction model as presented in Section
2.1. Such friction models can help to avoid events
and make a simulation progress even if very com-
plex gearing configurations are analyzed. However,
most of these problems can be avoided by modeling
the real-life world more accurately. As an exam-
ple, in this paper, spring-damper models between
the differential, superimposing gear and spur gear
train have been added to mimic the stiffness of the
connections. This avoided many problems with the
simulation results.

7 Conclusion

In this paper, different techniques for gear modeling
were presented and adopted for a torque vectoring
drive which was analyzed in complete car model sim-
ulations. Applying such gear modeling techniques,
which include losses, nonlinear elasticity and forcing
errors, a various level of gear detail can be selected
which proved to significant influence the simulation
results.

The higher level of modeling detail is particularly
important when investigating torque and speed os-
cillation issues which can be useful for e. g. driveline
design. Then, simple fixed efficiency based friction
models are insufficient. In contrast, DIN 3990 or
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similar friction models are required to capture such
effects. Furthermore, it was shown that both insuf-
ficient torsional stiffness of the drive shafts and stick
slip in the gear lead to such large torque oscillations
within a complete driveline.

The influence of gear eccentricities on the drive-
line was shown for driveshafts of different elasticity.
It is shown that the a higher stiffness of this shaft
increases the load on this axle. This shows that a
trade-off must be made between the load caused by
eccentricities and the load caused by the stick-slip
effect, as a high driveshaft elasticity lowers the load
caused by stick-slip effects, but increases the load
caused by a stiffer shaft.

The drawback of some presented models can be
an increased simulation effort due to large number
of events. For such cases, the regularized friction
model proved to be possible alternative.

It is worth mentioned that the model and the sim-
ulation results were not validated so far. Especially,
the damping coefficient is largely unknown and not
well researched at the moment. It is advisable to
push the experimental research to get a usable esti-
mate of the gear damping properties in the future.
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Abstract

The Functional Mock-up Interface (FMI) is an indus-
try standard which enables co-simulation of complex
heterogeneous systems using multiple simulation en-
gines. In this paper, we show how to use FMI in
order to co-simulate hybrid systems modeled in the
model checkers SPACEEX and UPPAAL. We show how
FMI components can be automatically generated from
SPACEEX and UPPAAL models. We also validate the co-
simulation approach by comparing the simulations of a
room heating benchmark in two cases: first, when a sin-
gle model is simulated in SPACEEX; and second, when
the model is split in two submodels, and co-simulated us-
ing SPACEEX and UPPAAL. Finally, we perform a mea-
surement experiment on a composite model to show a
potential for statistical model checking using stochastic
co-simulations.

Keywords: FMI, hybrid system, timed automaton

1 Introduction

Despite advances in model checking and other for-
mal verification techniques, simulation remains the
workhorse for system analysis. A plethora of simulation
tools are available today, from academia as well as from
industry. These tools support a large variety of model-
ing languages, targeted at different types of systems from
various disciplines (e.g., mechanical, electrical, digital,
continuous or discrete, or mixes thereof). Unfortunately,
these tools can rarely interoperate. This is a problem
because modern cyber-physical systems are highly com-
plex and multidisciplinary, requiring specialized model-
ing languages and tools from several domains.

The Functional Mock-up Interface1 (FMI) is a stan-
dard developed to address this problem. FMI defines
an XML schema for describing simulation components
and a C API that these components must implement.
The components are called functional mock-up units,

ISee https://www.fmi-standard.org/ for more details.

or FMUs. An FMU is typically generated automati-
cally (exported) from some simulation tool, and corre-
sponds to a (sub-)model designed in that tool. The sub-
models/FMUs are then imported into a host simulator.
The host commands the simulation by calling the API
methods of the FMUs, thus effectively achieving integra-
tion of the original simulation environments. FMI sup-
ports two integration modes: (a) model exchange, where
the host simulator is handles the numerical integration;
and (b) co-simulation, where each FMU implements its
own numerical integration mechanism (or any other in-
ternal mechanism to advance its state in time). Because
each mode imposes its own requirements on FMUs (for
instance, in model exchange, the FMUs must provide the
host with information such as state derivatives, which are
not necessary for co-simulation) the FMI APIs for the
two modes are different.

In this paper, we use FMI in order to connect two
state-of-the-art modeling and verification tools for cyber-
physical systems: SPACEEX (Frehse et al., 2011) and
UPPAAL (Larsen et al., 1997). SPACEEX is a tool
for modeling and verifying hybrid systems (Alur et al.,
1995). UPPAAL is primarily a model-checker for timed
automata (Alur and Dill, 1994), however, it also supports
statistical model-checking of hybrid systems (David
etal., 2011).

Our goal is to integrate these two tools for co-
simulation. That is, we want to be able to: (a) build a
sub-model of the system (e.g., the model of the plant un-
der control) in SPACEEX; (b) build another sub-model
(e.g., the controller) in UPPAAL; (c) automatically gen-
erate an FMU for each sub-model; (d) import the FMUs,
connect and co-simulate them in a host environment.

The motivations for connecting SPACEEX and
UPPAAL in this manner are numerous. First, although
both SPACEEX and UPPAAL support simulation of hy-
brid systems, each tool offers its own modeling lan-
guage, which is not compatible with that of the other
tool. Translating from one language to the other is lim-
ited to common features supported by the tools. For
example, even though the frameworks CIF (Agut et al.,
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2013; Beohar et al., 2010) and HSIF (Pinto et al., 2006)
solve the complexity problem of one format translation
to another by performing at most two translations, the
approach still suffers from the fact that UPPAAL features
like committed locations and C-like function code are not
supported in SPACEEX and UPPAAL has limited support
for ODEs. Moreover, by using co-simulation, we are
able to take advantage not just of the specific strengths
of the language of each tool, but also of their native sim-
ulation engines, since each FMU is internally running
essentially a “copy” of the simulation algorithm of the
original tool.

As host environment we use the tool Ptolemy?.
Ptolemy is a modeling and simulation environment for
heterogenous systems (Eker et al., 2003). Recently, sup-
port has been implemented in Ptolemy for using it as
a host environment for co-simulation based on FMI.
FMUs (developed by other tools) can be imported into
Ptolemy, connected using Ptolemy’s graphical user in-
terface, and co-simulated using an implementation of
the co-simulation algorithm described by Broman et al.
(2013). This algorithm has desirable properties, such as
determinacy, namely, the fact that the results of the simu-
lation are independent of arbitrary factors such as names
of the FMUs, order of creation, or order of evaluation in
the diagram.

The contributions of this paper are the following:

1. We show how FMUs can be generated automati-
cally from models of hybrid and timed automata
built in SPACEEX and UPPAAL. There are several
subtleties involved in this, as hybrid and timed au-
tomata are models designed primarily with verifi-
cation in mind, whereas FMI is designed for sim-
ulation and therefore imposes certain properties on
FMUs, such as determinism.

2. We report on the implementation and case studies.
In particular, we apply our co-simulation frame-
work to a room heating benchmark (Fehnker and
Ivancic, 2004).

3. We validate the co-simulation algorithm proposed
by Broman et al. (2013) by comparing the results
of the case study in two settings: (a) when the case
study is modeled and simulated in a single tool, and
(b) when the various components of the case study
are modeled in two tools and co-simulated using
our framework. We show that our co-simulation
framework computes the same simulation trajecto-
ries as the setting (b) provided that the maximum
simulation step size of co-simulation is sufficiently
small.

4. We demonstrate how stochastic simulations can be
included into the composite model with hybrid sys-
tems and applied a simple statistical measurement

2See http://ptolemy.eecs.berkeley.edu/.

to show the potential for statistical model checking
using FMI co-simulations.

The rest of the paper is organized as follows. In
Sec. 2, we introduce the necessary background on FMI
for this work. Afterwards, we present our translation
of SPACEEX and UPPAAL models into FMUs in Sec. 3.
This is followed by the case study in Sec. 4. We discuss
related work in Sec. 5. Finally, we conclude the paper in
Sec. 6.

2 Background on FMI

Conceptually an FMU can be seen as a (timed) state
machine. This machine has a set of input variables (or
ports), a set of output variables, and a set of internal
states. The machine interacts with its environment only
by means of a clearly defined set of interface methods.
These methods are specified in the FMI standard. For
the purposes of this paper, and following the formaliza-
tion presented by Broman et al. (2013), the key interface
methods of FMI (for co-simulation) are:

e A method to initialize the state of the FMU. If S is
the set of states of the FMU, then init € S.

e A method set to set a given input variable to a cer-
tain value. The signature of set is set : S X U X
V — S, where U is the set of input variables of the
FMU, and V is the set of all possible values (for
simplicity we ignore typing and use a single uni-
verse V of values for all variables). Given state s,
input variable u € U, and value v € V, set(s,u,v)
returns the new state obtained after setting u to v.

e A method get which returns the value of a given
output variable. Its signature is get : SxY =V,
where Y is the set of output variables of the FMU.
Given state s and output variable y € Y, get(s,y)
returns the value of y in s.

e A method doStep which advances the state of
the machine in time. Its signature is doStep :
SxR>p — § x R>p, where R> is the set of non-
negative real numbers. The behavior of doStep is
explained below.

As said above, an FMU is essentially a state machine:
the get method corresponds to the output function of the
machine, while the doStep method corresponds to the
transition function. The difference is that doStep takes
as input a time step h € R>q: in that sense, an FMU is a
timed state machine.

The behavior of doStep is as follows. Given state
s € S, and time step h € R>, a call to doStep(s,h) is
interpreted as the co-simulation algorithm “asking” the
FMU to perform a simulation step of length 4. For a
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number of reasons, including numerical integration is-
sues, the FMU may “accept” or “reject” this request. If it
rejects, it means that it was not able to advance time by &
(but may have been able to advance time by a smaller de-
lay &’ < h). Formally, doStep(s, k) returns a pair (s',4)
where s’ € S is a state and i’ € R is a time step, such
that:

e cither i/ = h, which is interpreted as F having ac-
cepted h, and having moved to a new state 5;

e or 0 <K' < h, which is interpreted as F having re-
Jjected h, but having made partial progress up to //,
and having reached a new state s’.

It is worth noting that FMUs are deterministic ma-
chines, in the sense that for a given sequence of inputs
(i.e., a sequence of input values and time steps), the se-
quence of states and outputs that the machine produces
is unique. This is because there is a unique initial state
init € S, and set,get,doStep are all total functions.
Moreover, the fact that these functions are total implies
that the machine is able to accept any input at any time,
therefore, it is implicitly input-enabled.

We also rely on zero-time steps in a sense of allowing
doStep(s, k) calls with 2 = 0 (despite that version 2.0 of
the FMI standard forbids this), because they are essential
for modeling discrete transitions like instantaneous mode
switches in hybrid automata models.

In addition to the above, each FMU comes with a set
of input-output dependencies, D C U x Y. D specifies
for each output variable which input variables it depends
upon (if any): (u,y) € D means that output variable y de-
pends on input variable u. This information is used to
ensure that a network of FMUs has no cyclic dependen-
cies, and also to determine the order in which all network
values are computed during a simulation step (Broman
et al., 2013).

FMI specifies the methods that every FMU must im-
plement, but it does not specify the co-simulation algo-
rithm (also called a master algorithm). In fact, devising
such an algorithm with good properties is not a trivial
problem, and has been the topic of previous work (Bro-
man et al., 2013). In that work, two co-simulation algo-
rithms were proposed and proved to have desirable prop-
erties, such as termination of a simulation step, and de-
terminacy. The determinacy property says that the re-
sults of a simulation do not depend on the order in which
the algorithm chooses to call doStep over a set of FMUs.
This ensures that the simulation results are well-defined
and are not influenced by arbitrary factors such as FMU
names, order of creation, geometrical position in the dia-
gram of a graphical model, etc., as is often the case with
simulation tools.

In a nutshell, the co-simulation method proposed
by Broman et al. (2013) relies on the following princi-
ple. First, the co-simulation algorithm chooses a default
time step, hmax, called the maximum step size. Second,

the algorithm saves the state of each FMU in the model
(FMI specifies methods for an FMU to export and import
its state, although these are optional). Assuming there
are n FMUs, F, ..., F;, the algorithm maintains n states,
S$1y...,Sp. Third, the algorithm calls F;.doStep(s;,imax)
on each FMU F;, and collects the returned time steps

|,...,1},. There are two cases: either all FMUs accepted
the proposed time step, i.e., i} =) = -+ = hj; = hpax,
in which case this simulation step is over, and the algo-
rithm proceeds to the next one; or at least one FMU F;
rejected hpmax, 1-€., h; < hmax for some i. In the latter
case, the algorithm computes the minimum of A, ..., A,
hmin = min{#}, ..., )}, restores the saved state of each
FMU, and tries again with new step size Apy;y.

Assuming that the FMUSs satisfy the reasonable
“monotonicity” property that if they were able to ad-
vance time by // then they are also able to advance time
by any smaller step, and by the fact that A, is smaller
than all 7}, the second attempt is guaranteed to succeed.
That is, Ay, will be accepted by all FMUs. As a result,
at most after two attempts, a co-simulation step is suc-
cessful, and the algorithm proceeds with the next step,
repeating the same procedure as above.

The FMI standard sets out a framework where FMUs
share the notion of time and exchange variable values via
input-output ports: outputs from one FMU are mapped as
inputs to other FMU(s) and so on. The output port val-
ues are said to be owned and controlled by the emitting
FMU, whereas the inputs are computed and provided
by another (outputting) FMU. The framework foresees
that before producing an output an FMU may first need
some input values and thus input-output dependency in-
formation is introduced. Overall the I/O port connec-
tivity graph derived from the model of interconnected
FMUs, together with the local I/O dependencies of each
individual FMU, result in a global I/O dependency graph
for the entire model (Broman et al., 2013).

Time and I/O values are synchronized by the co-
simulation algorithm: the time is agreed by repeatedly
consulting each FMU and the I/O values are propagated
according to dependencies. The co-simulation algorithm
assumes that each FMU provides a static dependency list
of its ports before simulation starts, and that the result-
ing global I/O dependency graph is acyclic, and therefore
there exists a schedule for computing the value of every
input port before the value of a dependent output port is
requested (Broman et al., 2013).

3 Translating Models into FMUs

The behavior of individual FMUs is provided by the
model-checker’s simulation engines based on the guide-
lines described by Tripakis (2015). In particular, the
report distinguishes continuous and discrete dynamics.
The continuous behavior is modeled by differential equa-
tions over continuous variables whose values can be
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shared among FMUs by the means of port connec-
tions. The output ports of an FMU are mapped to the
owned/controlled variables which are read and written
to, whereas input ports map to read-only variables within
the FMU.

The discrete behavior is modeled by discrete transi-
tions in the timed/hybrid automata control flow struc-
ture. The discrete transitions are designed to be exe-
cuted with micro-steps of zero delay. Transitions can
also be decorated with event labels and each tool sup-
ports its own kind(s) of synchronizing compositions in-
ternally and therefore the discrete transition synchroniza-
tion is also handled individually within the tools. Tri-
pakis (2015) provides the means of discrete transition
synchronization by allocating two special port variables:
one for incoming (input) synchronization and one for
outgoing (output) synchronization. The domain of dis-
crete input (output) ports coincides with the set of input
(output) labels plus a special value absent which denotes
no synchronization or an internal discrete transition.

3.1 Uppaal

UPPAAL uses timed automata models (Alur and Dill,
1994), extended with discrete variables over structured
types to describe behaviors of a timed system. In timed
automata, the continuous dynamics is controlled by real-
valued clock variables (with derivatives set to one) and
discrete states complemented with integer variables —
both of which are candidates for exchange via FMU
input-output ports. Statistical model checking (SMC) ex-
tensions (David et al., 2011, 2015) allow a finer control
of the clock derivatives by means of ordinary differential
equations, moreover the discrete transitions are stochas-
tic where the execution is determinized by probability
distributions over time and over branching edges. The
stochastic semantics of a parallel composition is simi-
lar to the FMI co-simulation algorithm (Broman et al.,
2013): the way the minimum delay is negotiated and
thus the timed composition within the FMI framework
is straightforward, and task is to find a systematic way of
handling discrete synchronizations. UPPAAL also sup-
ports the maximal progress or ASAP semantics on edges
labeled with urgent channels.

UPPAAL supports the notion of discrete I/O synchro-
nization natively by means of input and output channel
labels. Thus, its discrete input and output transitions can
be mapped directly to the input/output port variables of
an FMU that is dedicated to transfer the synchroniza-
tion label name. Nonetheless, we distinguish the fol-
lowing kinds of transitions: internal (transitions without
I/O channel synchronization or internally synchronized
transitions for which channels are not marked as input or
output), input transitions (labeled by an input synchro-
nization where the channel name is marked as an FMU
input), and output transitions (labeled by an output syn-
chronization where channel is marked as an FMU out-

put). The marked outputs are controlled by the UPPAAL
simulation and are executed asynchronously irrespective
of whether the receiving FMU is ready to synchronize.
Meanwhile, the input transitions are executed only when
there is a corresponding input label set on a discrete input
port. At most one (internal, input or output) transition is
allowed at a time, hence fine-grained simulation control
can be achieved by the co-simulation algorithm.

UPPAAL FMUs do not introduce I/O dependencies be-
tween continuous variables because the models do not
use algebraic expressions to compute variable values. In-
stead of algebraic expressions the automata use discrete
transitions to update the variable values. However, only
one discrete transition is allowed at a time, therefore all
discrete outputs have dependencies on the inputs dedi-
cated to synchronization labels which restrict the selec-
tion of a particular discrete transition and hence specific
variable update.

3.2 SpaceEx

SPACEEX (Frehse et al., 2011) uses hybrid automata to
describe system behavior where the continuous variable
derivatives are constrained by differential equations. The
continuous variables are candidates for input and output
exchange via FMU ports. The discrete transitions of hy-
brid automata can be decorated with labels. Synchro-
nization may involve multiple participating processes,
but there is no notion of input and output — all processes
are equal contributors, therefore the simulator needs to
implement the input/output semantics required by FMI.
We use a special label naming notation to mark input and
output labels (see Fig. 6). The transitions with input la-
bels are only executed when the discrete input variable of
FMU is set to the corresponding label name. Meanwhile,
the transitions with an output label are controlled by
SPACEEX’ simulation, and are executed asynchronously
by setting the discrete output variable with the label
name irrespectively of whether the receiving FMU can
synchronize with it. We ensure the SPACEEX FMU de-
terminism by enforcing the must-semantics of discrete
transitions in a hybrid automaton. In other words, a dis-
crete transition is taken as soon as its guard is enabled.
Finally, we resolve the non-determinism between input,
output, and internal transitions in the following way: in-
put transitions have priority over output transitions and
output transitions are preferred over the internal ones.

Both UPPAAL and SPACEEX translations simulate the
source models as they are without intermediate transfor-
mations, except of the following additions: 1) input en-
abledness is ensured by broadcast channels in UPPAAL
modeling and asynchronous I/O is implemented for
SPACEEX synchronization labels, 2) for determinization
SPACEEX uses maximal progress whereas UPPAAL uses
stochastic semantics with a possibility of urgent channels
for maximal progress.
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Figure 1. An example of four timed automata chain.
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3.3 Discussion on Co-Simulation Semantics

In this section, we discuss the co-simulation seman-
tics and contrast it to those typically used by a model-
checking tool. In particular, we demonstrate by exam-
ple how the FMI co-simulation algorithm resolves in-
put/output dependencies and contrast it with execution
analysed in a model checker. Our goal is to offer insights
in the differences of the two semantics.

Consider a system model shown in Fig. 1 which con-
sists of four timed automata composed in parallel. La-
bels of the form a! denote sending output a, whereas a?
denotes receiving an input a. The variable x is a clock
measuring time starting from zero. The constraint x = 1
is a guard which allows the corresponding transition of
the automaton to occur only if the guard is satisfied, i.e.,
in this case only when x equals 1. The automata synchro-
nize in a chain: the first can output a to the second one,
the second one can output b to the third one and so on.

In principle, the system can be loaded into an FMI
model in any combination: individually (one automaton
per FMU) or collectively (multiple automata per FMU)),
but before an FMU can be loaded into an FMI model, it
must declare its input/output dependencies. According
to Broman et al. (2013) each automaton should expose
an input/output variable which will contain the synchro-
nization label value. Automaton A; in the example above
will have only an output variable, which may have values
{a, absent}. Automaton A, will have an input variable
ranging over {a, absent} and an output variable ranging
over {b, absent}, and so on. The special value absent de-
notes that currently there is no synchronization. Timed
automata must declare a dependency between its input
and output label variable in order to avoid simultaneous
input and output synchronizations.

In addition, it is assumed that each FMU is input-
enabled, meaning that it can handle (i.e., it is able to
receive) any declared input at any time. If a component
is not input-enabled and an input synchronization is trig-
gered then simulation is aborted, to avoid such situation
we allow only broadcast channels, which do not block
the sender process and receiver may simply ignore the
synchronization if has no receiving edge.

Suppose the automata from Fig. 1 are loaded within
separate FMUs and connected according to synchroniza-
tion labels. That is, the output of FMU (A1) is connected
to the input of FMU (A;), the output of FMU (A5) is con-
nected to the input of FMU(A3), and so on. The co-
simulation algorithm would detect that it has to fulfill in-
puts values for the FMU (A4), FMU (A3), and FMU (A;)

in order to proceed, therefore the input/output value
propagation will have to start with FMU(A;) and then
proceed to the FMU (A;) etc.. Once the values of all in-
put and output variables are propagated, the algorithm
proceeds with advancing each FMU in time by calling
doStep(). Tt is this dynamic behavior in time which in-
terests us in this example.

In particular, observe that A34 automata are non-
deterministic in the sense that, according to UPPAAL se-
mantics, at time x = 1 an automaton can either delay, or
take an outputting transition, or synchronize on inputs.
For instance, at time x = 1, A, can either emit b, or re-
ceive a (which will be available in this case, because it is
sent by A; at exactly that time), or let the time pass. In
timed automata semantics, all these options are possible
at the individual component level. Moreover, not only in-
dividual components can be non-deterministic, but their
composition is non-deterministic as well, based on so-
called interleaving semantics. This means that when
multiple automata are enabled at a given time, the choice
of which one to execute is arbitrary. Non-determinism
is a useful abstraction and thus model reduction tech-
nique in verification and model-checking. The same is
true when these tools are used for simulation, i.e. differ-
ent simulations in UPPAAL may yield different results.

In FMI, the situation is very different, as all FMUs are
treated as deterministic components, and their composi-
tion, ensured by the co-simulation algorithm, is guaran-
teed to yield deterministic results as well. Interestingly,
in this example, if all automata decide to output at time
x =1, some of them will succeed outputting in parallel,
while others will be preempted by incoming inputs. In
particular, the master algorithm will request FMU (A;)
to produce its output, and thus FMU (A;) will be busy
handling an input and will not be producing output at
that time. Since FMU (A;) is not sending anything, then
FMU (A3) will be free to produce an output and hence
preempt FMU (A4).

As witnessed from above, such FMI system selects a
particular sequence of steps (which is expected) but is
not able to simulate all possible execution orders as in
original semantics even if we allow FMUs to determinize
their actions by themselves, which means that FMI sim-
ulations are selecting a particular subset of all possible
behaviors and some behaviors may not be reproducible
in FMI. Also FMI simulations may contain parallel syn-

chronizations (e.g. actions Aj et A, and Aj s Ay at
the same computation step) which are possible only in
several steps in timed automata semantics (action a and
only then action ¢ within zero-time), hence the interme-
diate state between a and c actions might not be acces-
sible in FMI without very fine grained control over indi-
vidual doStep() calls in one zero-time computation step.
However, the successor state of such parallel executions
can be matched with a state after multiple transitions in
the given automata semantics, hence the FMI simulation
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states in between system computation steps are included
in the original semantics, albeit definite proof requires
more formal insight to examine all scenarios.

4 Case Study

We have implemented the FMI standard in the
UpPAAL (Larsen et al.,, 1997) and SPACEEX (Frehse
et al., 2011) model checkers by providing model export
to FMUS3. In this section, we present and evaluate the
performance of the resulting FMI framework on a case
study inspired by the well-known room heating bench-
mark originally proposed by Fehnker and Ivancic (2004).
Our model consists of a room with a heater (Fig. 2) and
a controller (Fig. 3) which regulates the heater behavior.
We model the room and the controller as a SPACEEX and
UPPAAL FMU, respectively (see Fig. 4). Our bang-bang
controller turns the heater on and off as soon as some
temperature thresholds 7,,, and 7}, have been reached.
The as-soon-as-possible behavior is enforced by using
urgent channels which effectively make the controller
deterministic. The room temperature 7' evolves accord-
ing to the following differential equation:

T= k- (Tenv _t) +hpuwer
Tenv =0

hpower =0

In other words, the room temperature depends linearly
on the difference between the current room temperature
T and outside temperature Tg,,. We assume the outside
temperature 7;,, and heater power /., to be constant.
The constant k defines the heat exchange rate between
the room and outside environment. If the heater is off,
the heater power is set to zero.

4.1 Evaluation

We evaluate our FMU framework by comparing simula-
tion trajectories of the FMUSs with the ones produced by
a SPACEEX model consisting of both the controller and
room components. We consider three different simula-
tion step values: 1 (see Fig. 5a), 0.1 (see Fig. 5b) and
0.01 (see Fig. 5c). Considering the simulations, we ob-
serve that the FMU trajectories overshoot the controller
constraints in the sense that the controller exhibits a de-
layed reaction when the room temperature crosses the
temperature thresholds. The behavior is justified by the
fact that the method call doStep for every FMU relies
only on the /ocal information about the state evolution
when making decisions, e.g., the controller FMU does
not have any information about the room temperature
evolution beyond the value which can be provided when

3 A package containing the benchmarks is available for download
at http://swt.informatik.uni-freiburg.de/tool/spaceex/
co-simulation.

off
T =k- (Tenv - T)
Tenv =0
hpower =0
hon? < > hogy?
on
T =k- (Tenv - T) +hpower
Tenv =0
hpower =0

Figure 2. Room component modelled in SPACEEX. The com-
ponent switches between “on” and “off” modes. The temper-
ature variable T is exported as output and synchronizations la-
bels h,, and A,z as inputs.

TSY}OW

hogr!
Figure 3. Controller in UPPAAL uses urgent channels to en-

sure as-soon-as-possible transition trigger. Temperature 7T is
an input and labels h,, and h,y are outputs.

the method doStep is called. Therefore, the controller
FMU detects that the guard is enabled only a simulation
iteration later after this event has already happened. We
observe that the impact of the overshooting can be made
arbitrary small by choosing a small enough simulation
step (see Fig. 5c vs. Fig. 5a and Fig. 5b).

We note that the overshooting problem is inherent
to the considered master algorithm and can be cir-
cumvented by incorporating additional cross-component
knowledge into the master algorithm. Overall, our exper-
iments validate that on this case study our co-simulation
framework based on SPACEEX and UPPAAL provides
equivalent simulation results compared to the setting
where all components are modelled in one tool.

4.2 Supervisory Control Example

In this section, we show how supervisory control systems
similar to the benchmarks presented by Fehnker and
Ivancic (2004) can be modeled using the FMI paradigm.
Compared to Section 4.1, we consider a model of the
building with two rooms sharing a common wall and
a heater. In this setting, the room temperature is influ-

Controller

T[ FMU jhmode

T FMU hmode
Room

Figure 4. SPACEEX and UPPAAL FMUs connected using the
room temperature 7 and heater mode /04, -
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Figure 5. Simulation trajectories: each red x is a data point re-
ported by SPACEEX, and blue + reported by the co-simulation.

enced by both the outside temperature and heat transfer
between the rooms. Figure 6 shows a hybrid automaton
from SPACEEX modeling the room temperature dynam-
ics. The difference from the previous example here is an
extra term (Tother —t) 0.2 denoting a contribution from
another room. Another room is modeled analogously ex-
cept that it responds to heater2_on and heater2_off sig-
nals instead of heaterl_on and heaterl_off.

Our controller consists of two parts: local bang-bang
controller and a supervisor shown in Fig. 7. In order to
model the transitions of the heaters between the rooms,
we assume that the controllers can be turned on/off by
the supervising controller. Therefore, the local controller
has an extra mode besides On and Off which stands for
the controller being currently deactivated. The supervis-
ing controller has two kinds of stochastic behavior: it can
pick any pair of rooms (one recipient and another donor)
to transfer the heater, and it can choose the timing of
transfer. When a pair of rooms is selected (by choosing
concrete room identifiers for rec and donor variables) the
donor is disabled by moving from location decide to lo-

cation move and the recipient is enabled by going from
move to idle. The supervisor may stay in location idle
arbitrary long, but the exact duration is decided by an ex-
ponential probability distribution of rate 1 which means
the duration of 1/1 time units on average. Similarly the
supervisor may stay in decide and move but the duration
will be 1/10000 on average, i.e. denoting that the heater
is moved rather quickly.

Figure 8 shows the overall component connectivity di-
agram where the supervisor is reading temperatures from
each room and controls the local movable heater con-
trollers. The movable heaters then may either turn on the
heat in their room or let them cool off giving the heat to

hoff
t'==(Tenv-t)*0.1+(Tother-t)*0.2 &&
heater_power' == 0 &&
Teny' == 0 &&
Tother' ==
IN_heaterl_on IN_heaterl_off
hon

t'==(Tenv-t)*0.1+(Tother-t)*0.2+heater_power R&

heater_power' == 0 &&
Teny' == 0 &&
Tother' ==

Figure 6. Hybrid automaton for a heated room connected to
another room. Inputs are temperatures Tenv, Tother and labels
IN_heaterl_on and IN_heaterI_off, while output is tempera-
ture r. We use the prefix IN to mark input labels.

heaterl off!

@ disable[id]?
&

Tlid]<=low[id]
heaterl_on!

disable[id]?

T[id]>=high[id]
heaterl off!

On

enablelid]?

(a) Local bang-bang controller which can be moved (disabled).
The inscribed U means urgent location where time delay is
not allowed. The inputs are temperature variable 7/id] and
labels enable[id] and disable[id], while outputs are labels
heaterl_on and heaterl _off.

avail>0 && T[recl<Tget[rec] && !active[rec]

target=rec
avail==0 &&
decide Tlrec]<Tget[rec] && !active[rec] &&
@ active[donor] && (D move
10000 =/ T[donor]-Tget[donor]<T[rec]-T[rec] &7 10000
disable[donor]!
active[donor]=false,
target = rec,
avail++ enable[target]!
Idlgan active[target]=true,
1 avail--

(b) Supervising controller moves the heaters between rooms by
reading inputs on 7/i] and sending outputs on labels enable[i]
and disable[i] where i is the room index.

Figure 7. Two layers of UPPAAL controllers.
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outside. The individual heated rooms are then connected
to the outside temperature and to each other denoting the
heat exchange. The splitter FMUs are repeaters needed
to connect multiple components to the same signal.

In the following, we discuss the behavior of the result-
ing composed model. Figure 9 shows the temperature
dynamics in each room. In particular, the plot shows that
in the beginning the temperature drops until the super-
visor detects a room temperate below 7T get = 17°, then
around 6 time units a heater raises the temperature in
room 1. The local controller keeps rising the tempera-
ture until it goes over 22° bound at around 7.5 time units.
Notice that the temperature in room 2 also rises due to
heat exchange between the rooms. Around 10 time units
the supervisor decides to hand over the heater to room 2.
At 14 time units the heater is switched back to room 1
and so on. We can conclude that even though the tem-
perature drops well below 18° overall it seems that the
controllers manage to sustain the temperature at the sim-
ilar level without loosing control (without dropping to
outside temperature level).

4.3 Stochastic Simulations and SMC

The following is a demonstration of statistical model
checking (SMC) using the FMI framework. We show
how the performance of two stochastic controllers simu-
lated by UPPAAL can be compared using SMC approach
together with the heated room simulation provided by
SPACEEX. Figure 10 shows two controllers: (a) reacting
within 1 time unit to 18.0° and 22.0° temperature bounds
and (b) reacting within 2 time units to 19.0° and 21.0°
temperature bounds. The channels used in these con-
trollers are not urgent and therefore the delay between
temperature detection and heater activation is decided
stochastically based on uniform distribution over the al-
lowed delay by invariants, i.e. the concrete delay will be
chosen from [0, 1] for the first controller and from [0, 2]
for the second one. The On and Off locations do not have
any invariant and therefore in principle the process may
stay there forever. In such cases UPPAAL uses an expo-
nential (Poisson) probability distribution to decide a par-
ticular time delay and hence asks to provide a rate of the
exponential. The higher the exponential rate, the shorter
the delays, hence we can provide a high rate to ensure
that the detecting transition is fired arbitrary quickly.

In our setup, we would like to know which controller
is better at keeping the room temperature within 18.0°
and 22.0° bounds. In order to answer this question we
setup two FMI models for each controller with an equal
room, run 100 simulations with 100 time units in length
and 0.05 granularity, compute the amount of time spent
outside the temperature range for each simulation and
then compute the confidence intervals for both models.
Table 1 shows a summary of amounts of time during
which the temperature was either below or above the
range. The estimated time duration use confidence in-

terval (CI) notation which means that if we repeat the
measurement experiment then the real mean (which is
unknown) will fall into the interval with a probability of
95%. The results show that the second controller was
more successful at maintaining the lower bound of the
temperature, but was more overshooting beyond the up-
per bound. In total, the first controller kept the tempera-
ture in good range longer by 8.57 time units on average,
which is much larger than confidence interval, hence the
first controller is better.

Table 1. Time with temperature outside the range (95% CI).
Time above Total

32.69+3.36  40.26+0.59
46.43+0.82 48.83+0.79

Controller Time below

Wide and fast 7.56+0.20
Narrow and slow 2.4040.19

5 Related Work

The FMI standard and corresponding documentation are
constantly evolving, as new versions of the standard are
developed. The web site* also contains a list of tools
supporting FMI. Descriptions of FMI can also be found
in the academic literature (Blochwitz et al., 2011).

Discussions about the limitations of FMI can be found
in the works by Broman et al. (2013, 2015). Broman
et al. (2013) also formalize the main methods of FMI
(get, set, doStep) by establishing a contract (pre-
/post-conditions) for each method and propose a mas-
ter algorithm (i.e., a co-simulation algorithm). Further-
more, the authors proves its termination, determinacy,
and other properties. However, the paper does not dis-
cuss how FMUs can be created. A different, master-slave
based, co-simulation approach is proposed by Bastian
et al. (2011), but formal properties such as determinacy
are not discussed in this work.

Broman et al. (2015) defines a suite of test models that
should be supported by a hybrid co-simulation environ-
ment, giving a mathematical model of an ideal behav-
ior, plus a discussion of practical implementation con-
siderations. Furthermore, the paper describes a set of ba-
sic modeling components in the spirit of Ptolemy actors
(constant, gain, adder, integrator, etc.). Finally, the au-
thors provide a kind of denotational description for each
component (input and output signals), but no encoding
into FMU s is discussed.

The FMU generation problem for various formalisms
is discussed by Tripakis (2015). This work only refers
to a generic model of timed machines which does not
include the particularities of UPPAAL’s timed automata.
In addition, hybrid automata are not considered in this
work.

Recently, the co-simulation algorithm presented
by Broman et al. (2013) has been implemented in the

“nttps://www.fni-standard.org/
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how the non-deterministic models can be determinized
using stochastic semantics and included into FMI co-
simulation. We also provided an example how statisti-
cal model checking can be performed using numerous
FMI simulations which is an essential feature evaluating
stochastic behavior. The integration of model-checkers
into co-simulation frameworks provides further possibil-
ities of analyzing early design models like conformance
monitoring by checking that a simulation trace of a re-
fined (e.g. hybrid) model is included in a more a ab-
stract (e.g. timed automata) specification. We envision
our work being a further step towards integrating tools
developed in the formal methods community into the in-
dustrial system design and modeling workflow of cyber-
physical systems.
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Abstract

This paper describes a method for automated
deployment of Modelica models as simulators in
Microsoft Excel using Functional Mockup Interface
(FMI) and FMI Add-in for Excel. Using existing
interfaces, integration with modeFRONTIER is
demonstrated and illustrated with several different
example models in different physical domains to
highlight the range of applications and types of
analyses that can be covered with the automated
toolchain. This toolchain can be applied to any FMU
and streamlined with automation enabled by the
supporting annotations.

Keywords:  Modelica, Functional Mockup Interface,
automation, simulator, optimization, robust design,
Microsoft Excel

1 Introduction

Model-based methods for development of physical and
control systems have been applied across engineering
domains to streamline development, reduce time to
market, and manage cost and innovation. As integrated
systems become increasingly complex with multi-
domain interactions spanning a range of disciplines, the
role of virtual models and analysis techniques in the
product development process continues to grow in
importance.

To meet the demand for increased model-based
engineering, the ability to efficiently develop and
deploy models across an enterprise is a key enabler.
Models are no longer handled only by domain experts
in CAE departments but are being deployed to
engineers who may not have intimate knowledge of the
underlying models but still are required to use models
effectively to support engineering processes. With the
proliferation of models throughout the enterprise, the
desire for simulators outside of the original model
development environment is natural and a key enabler
for increased acceptance and usage of models. While it
is clearly in the best interest of model users to receive
models in a format of their choosing, this desire
requires careful balancing of the time and effort

required to deploy the simulators, typically time spent
by highly-skilled and resource-constrained model
developers. Automated simulator deployment can
certainly help bridge the gap between the model
development and deployed simulator environments.

Open standards such as the Modelica modeling
language and Functional Mockup Interface (FMI) for
model exchange and co-simulation can streamline the
modeling and deployment process by providing
standard, non-proprietary interfaces between tools. In
addition to the ability to share and integrate models
from a variety of tools as FMUs, the FMI co-
simulation standard provides a convenient way to
deploy models outside of the original development
environment as simulators. FMI-based simulators are
increasingly common and rapidly gaining acceptance
across industries due to the flexibility offered in
simulation platforms, IP protection, and also due to the
potential for flexible licensing of the deployed
simulators. While FMI capability exists in nearly every
Modelica-based modeling platform, the rapid adoption
of FMI continues and also allows for FMI-based
simulators even outside of traditional CAE tools.
Common platforms for FMI-based simulators include
both open source and commercial offerings in a range
of environments including Python (PyFMI) and
MATLAB/Simulink (FMI Toolbox for
MATLAB/Simulink).

Another key aspect for the efficient utilization of
deployed models is the ease with which different
engineering analyses can be created and executed.
modeFRONTIER (ESTECO SpA, 2015) is a process
integration and design optimization tool widely used in
industry. The process integration platform allows
multiple third party CAE tools to be coupled together
to create an automated chain. With state of the art
analyses capabilities and algorithms for multi-objective
and multi-disciplinary optimization, robust design,
sensitivity, and statistical engineering methods,
modeFRONTIER offers sophisticated features to
automate the design simulation process and facilitate
analytic decision making. The software’s advanced
post-processing modules include sophisticated data
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visualization and statistical tools to facilitate
understanding and gain deep insights into study results.

This paper outlines a toolchain for automated
deployment of models as FMUs as simulators in
Microsoft Excel. The automation relies on a set of
annotations in the FMU, and these annotations are fully
described. By including the annotations in the
Modelica code such that they are present in the
generated FMUs, an automated, streamlined path from
a Modelica model to a simulator in Excel is
demonstrated. Integration of the automated simulators
in Excel with modeFRONTIER brings a powerful suite
of analysis and optimization capabilities to the
simulator toolchain. Following a description of the
toolchain and automation enablers, several different
examples demonstrate the entire toolchain from
Modelica model to deployed simulator in Excel using
FMI Add-in for Excel and integrated with
modeFRONTIER. These applications also highlight a
range of different analysis and optimization capabilities
provided by modeFRONTIER, including parameter
estimation, multi-objective optimization, and robust
design.

2 Toolchain Overview

This section provides a description of the entire
automation toolchain. The toolchain supports any
FMU annotated as described. This section describes
the annotation requirements and demonstrates the
inclusion of the annotations in the Modelica code to
provide an automated path from Modelica model to
deployed simulator in Excel with FMI Add-in for
Excel (Modelon AB, 2015) and additional integration
with modeFRONTIER for analysis and optimization.
The entire workflow is shown in Figure 1 and
described in detail in the following sections.

o - VU with Excel sheet
i i e l..’» B with
T il Annotations SGTRERE
Annotated Model E
=i .
A One click simulation with PeES| Excel

Fﬂ: wode FRONTIER “ e

Analysis and Optimization Extension

Figure 1. Workflow overview

2.1 Annotations

The toolchain automation is based on a set of
annotations to identify parameters and outputs in the
FMU for use in the simulator and subsequent analyses.
These annotations can be provided in the Modelica
code to provide a direct path for automated deployment
of Modelica models as FMI-based simulators in Excel.

To identify relevant variables for the automation, the
approach is to add a special substring to the variable
descriptions per the markup specification in the
XenGen package from Xogeny (2015). The general
syntax for the markup syntax is shown below:
"Description
{[GroupName| ] [Style:] [LabelString]}"

Figure 2 shows sample annotations as implemented
in Modelica code (as described in the markup
specification, items in [] are optional) to identify an
output variable and also a parameter. The overall steps
are as follows for Modelica models:

¢ Annotate Modelica model to identify parameters
and outputs per markup syntax

¢ Create FMU from Modelica model (if required,
ensure export license usage)

When the Modelica code is annotated, the variable
description flows directly to the FMU and is available
in the variable description XML file. Thus, there is a
direct path to support downstream automation that is
implemented and maintained directly in the source
before FMU generation. Alternatively, the FMU XML
could be edited to add the annotations in cases where
the original code is not accessible for markup (or even
when the FMU generator is not Modelica-based). The
downstream processes in the toolchain leverage only
the FMU with annotations.

Bezl Vistart=v0) "number of free virions {plot:}";
parameter Bezl lambkde=80 "cell creation rate {Basic|}™;

Figure 2. Sample annotations in Modelica code

2.2 Automated Simulator in Excel

FMI Add-in for Excel (Modelon AB, 2015) provides
the ability to load and simulate FMUs in Microsoft
Excel. The standard workflow involves choosing the
parameters and outputs to be used for experimentation
via the experiment sheet which is populated with the
chosen variables and ready for batch simulation. Both
the final values and dynamic traces are available for
post-processing. FMI Add-in also provides scripting
capability for controlling the tool from macros.
Leveraging the scripting capability, automation has
been added to provide automated deployment of FMUs
as simulators in Excel. The automation is implemented
in a workbook and provides “one click” simulation
capability in Excel. This capability was first introduced
to provide a dynamic simulator for small modular
reactors (Hale 2014). From the main page in the
workbook shown in Figure 3, the user simply points to
the FMU, and the automation loads the FMU and
creates an experiment sheet that includes the annotated
parameter and output variables (Figure 4a). On initial
load of the FMU, the workbook also runs the default
simulation and plots all outputs (Figure 4b).
Subsequent simulations as either single runs or batch
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simulations are controlled by the user from the
experiment sheet. Automated plotting including the
ability to compare results across cases is provided in
the automation worksheet. FMI Add-in for Excel

offers a convenient platform in Excel for FMI-based
deployment and simulation with a flexible, familiar
front end for users.

Model O PktByGas

SimulateandFPlot

Open Piot GUI

Expiry date.

Settings Defoult Cose1 Cose2 Cose3 Cosed  Cose5 Coseb Case7 Case8 Cased Casel0
Start time of I I
‘Stop time 60| | |

Enable TRUE | TRUE | TRUE | TRUE | FALSE | FAISE | FALSE | FALSE | FALSE | FALSE | FALSE
Output points 100
Timeout 0|

Indata

Name Varlabiiity Type Unit
lambda parameter Real 80 [ [
o parameter Real o015 T T
beta parameter Real 0.00002 2.20E-05| 150E-05
deha parameter Real 055
n parameter Real 900
< parameter Real 55)
o parameter Real 100
vo parameter Real 50000
av_o parameter Real -200750|

Name Variability Type Unit
eal

S05.25] 278039] 06843
62.0801] 69.616| 342993
558111 6258.58| 308223
8.62714] 8.74171] 8.03406
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(a) Experiment sheet for batch simulation
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(b) Plotting sheet comparing cases

Figure 4. Sample experiment and plot sheets from
workbook automation

2.3 Integration with modeFRONTIER

As an analysis and optimization tool, modeFRONTIER
integrates with many different CAE tools and modeling
formalisms (lumped parameter, CFD, FEA, etc.).
Currently modeFRONTIER does not include native
FMU capability. Since modeFRONTIER includes a
widely-used Excel interface, adding FMU simulation
capability easily via FMI Add-in for Excel is a natural
extension. Integration between FMI Add-in for Excel
and modeFRONTIER leverages the existing Excel
interface in modeFRONTIER and does not require any
customization thereby maintaining a consistent
workflow and user interface. With existing capabilities
to interact with Excel sheets, modeFRONTIER
leverages the deployed simulator in Excel via FMI
Add-in for Excel to set parameters, simulate the FMUs,
and extract data from the experiment sheet. The
experiment sheet in FMI Add-in for Excel is treated no
differently than any other Excel sheet with which
modeFRONTIER can interact. A macro to trigger the
simulation is provided in the automated worksheet.
Both modeFRONTIER and FMI Add-in for Excel can
parallelize the simulation runs across available
machine cores for maximum utilization of computing
resources. Figure 5 shows the Excel node
configuration for a sample deployed simulator in FMI
Add-in for Excel. The node configuration provides
modeFRONTIER with the cell locations (or named
ranges) for inputs and outputs along with the workbook
location and macro to trigger the simulation. Multiple
Excel nodes with FMUs can be coupled in a workflow
(note that this coupling does not provide transient
coupling between FMUs, but this coupling can be
enabled in other FMI co-simulation master tools from
which a single FMU can be created for use in an Excel
node).

This off-the-shelf integration between FMI Add-in
for Excel and modeFRONTIER provides FMU
simulation capabilities to support a wide variety and
rapidly growing list of third party tools with FMI
support.

e |, Porameter | [ Ot Ercel || o TestExcel
1) Coommer | P s |3 oot

Excel?

CUsersierDeskiopliendorsUogeloniCrans CransExample s ol
Simuite_FulimuiatoButon_Su>

£ oK

Figure 5. Excel node configuration in modeFRONTIER
as applied to a deployed simulator in FMI Add-in for
Excel
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3 Application Examples

This section of the paper describes several different
example models to illustrate the integration and
analysis capabilities of modeFRONTIER and Modelica
models deployed as FMU-based simulators with FMI
Add-in for Excel. Co-simulation FMUs for all models
are created using Dymola (Dassault Systemes, 2015).
A brief overview of each model will be provided along
with a description of the analysis problem, formulation
of the workflow in modeFRONTIER, and key results.

3.1 HIV Virus Dynamics

As a simple first example of a dynamic system, a
model of the dynamics of the HIV virus in human
blood (Soetart and Petzoldt, 2010) has been
implemented in Modelica. The model is similar to the
standard predator-prey model for the number of
uninfected (T) and infected (I) cells and the number of
free virions (V). The schematic of the pathways is
shown in Figure 6. The model is implemented directly
in Modelica as it consists of three differential equations
and has a number of parameters which are typically
estimated based on clinical data from patients.

Tcells (T)

Infected (1)

Figure 6. HIV dynamics model showing creation,
destruction, and transition paths between cells (Soetart
and Petzoldt, 2010)

modeFRONTIER uses a graphical workflow to set up
and execute analysis and optimization tasks. These
workflows can involve a single simulation node or
multiple simulation nodes connected together to
construct more complex, multidisciplinary tasks
involving multiple tools and modeling formalisms.
Figure 7 shows the workflow used to execute the HIV
dynamics model correlation application. The Excel
node with the FMU simulation is in the middle and
labeled “FMIE”. The inputs/parameters are shown at
the top of the diagram. The workflow starts by
executing a Design of Experiments (DOE) for initial
data. The outputs are shown at the bottom of the
diagram along with any constraints or post-processing
calculations for the algorithms. This application uses
ESTECO’s proprietary FAST (Montrone, 2014)
strategy to estimate the model parameters to best fit
data. The data fitting is applied to the transient T

curve. The FAST strategy applies an algorithm to
response surface models (RSM) to accelerate the fitting
procedure. In this case, the SIMPLEX (Poles, 2003)
algorithm was applied.

lambda rho beta delta

W oW oW @
I

gl
| SR
e /__/»»-/’
DOE FAST-SIMPLEX FMIE | J,
ga CB‘ To! > \Y\ o {>r\ >
BaaC0 > B st
T_Plot
1\
——DL%O—
v
T L_‘-:b—j start_index L«h end_index ..«_J

i

min_SSE Peak_UB Peak_LB

Figure 7. modeFRONTIER workflow for model
correlation graphically representing the problem
statement with inputs, outputs, target objective,
constraints, and process flow

The optimization convergence history and dynamic T
curves can be seen in Figure 8 and Figure 9,
respectively. The initial T curve and the curve after
fitting to the target data are shown in Figure 10.
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Figure 8. Optimization history showing only improved
designs
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Figure 9. History as the T curve converges to the target
data
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Figure 10. Initial T curve and fit curve to target data

3.2 Hydraulic Crane

Figure 11 shows a model of a crane system with a
hydraulic system with motors for the movement of the
crane and load. The base motor, winch motor, and
hoist jack are all position controlled in closed loop to
meet a desired trajectory for the crane and load. A
screenshot of the animation of the model from Dymola
is shown in Figure 12 with a trace for the movement of
the load.

Figure 11. Crane model with hydraulic system

Figure 12. Crane animation

This application is formulated as a multi-objective
optimization problem for modeFRONTIER via the
workflow shown in Figure 13. The objective is to
minimize the total tracking error and pump mechanical
energy required to move the load. The total error
objective function is the summation of the winch angle,
base angle, and hoist position errors. Potential
variables for optimization include the pump
characteristics, actuator characteristics, and actuator
control parameters. The input variable bounds are
listed in Table 1.

PumpDisp FC_GMax

FC_flowRate pumpSpeed pumpPR_GCpen

DCE HYBRID FMIE
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% %
min_Energy

min_Error

Figure 13. modeFRONTIER workflow for crane
optimization showing inputs fed into Excel plugin and
outputs with objective functions applied

Table 1. Input variable bounds

Lower Upper
Name Description Bound Bound Units
Pump
pumpDisp Displacement 1.00E-04 0.005 m3
threeWay
FC_GMax FC_Gmax 1.00E-11 1.00E+08 m3/(s.Pa)
threeWay
FC_flowRate FC_flowRate 0.001 0.05 m3/s
Pump
pumpSpeed SpeedSet 50 300 rad/s
Pump
PR_GOpen PR_Gopen 1.00E-12 1.00E-05 m3/(s.Pa)

ESTECO’s proprietary HYBRID (Turco, 2011)
algorithm was used along with a Multi-Objective
Genetic Algorithm (MOGA-IT) (Poles, 2003). The
HYBRID algorithm combines the global exploration
capabilities of a genetic algorithm with a gradient
based method. Using both HYBRID and MOGA-II
algorithms gave improved coverage of the pareto front
as shown in Figure 14.

A uniformly distributed Latin Hypercube design of
experiments of 10 points was used as the starting
population for both algorithms. HYBRID generated a
total of 700 designs; MOGA-II generated a total of
1300 designs. The pareto results in Figure 14 illustrate
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the trade-off between the error and pump energy
objectives.
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Figure 14. Pareto results from two separate optimizations
using HYBRID and MOGA-II algorithms

Further analysis was done using modeFRONTIER’s
Multivariate tool (Stefano, 2009) to detect clusters in
the pareto data. Hierarchical clustering was performed
on the pareto points combining the results from both
algorithms. Three clusters were identified and are
represented as the three bands shown in Figure 15. The
width of the band represents a 90% confidence
interval. A different local response of the system is
expected for each cluster. Rather than choosing a
single design point from among the pareto set, a cluster
can be chosen. This approach narrows down the
number of candidate designs while also offering
variability within the confidence interval region. In this
case, we have three clusters where the energy and error
objectives are distinctly different. Each cluster’s
corresponding configuration can be seen in Figure 15.

FC_GMax FC_flowRate PumpDisp  pumpPR_GOp... pumpSpeed min_Energy min_Error
8.0E7 Sl ———N 1.0E2 \ {
T HEa\ / A 9.8E-2]
30E-2} 26E8 i 1
ToE7[ _— i \ 1.0E2 4267\ g7E2|
B.0E7 WE] . H8E N\ 98E2]
24E-2 ; |
5.0E7 1.7E3 fo W\ Ase2]
A0E¢ 2152 1563 (9 4E-2|
3067 18E-2 N, |
13E-3 5
20E7 1562 U
e =
1.0E7 _//gé:lt-;gEs Rt
29E6 85E3 A = 8.3E1 1:2E7 902t

FC_GMax FC_flowRate PumpDisp  pumpPR_GOp... pumpSpeed min_Energy min_Error

Figure 15. Clustering results on the pareto points
showing three distinct pareto solutions (band width
represents 90% confidence interval)

3.3 Heat Exchanger Performance with Blockage

Heat exchanger performance under non-uniform
boundary conditions is a critical analysis need for
vehicle thermal management (Batteh et al, 2014).
Blockage due to heat exchanger stacking, geometric
interference with the vehicle body, or even fouling can
drastically affect heat exchanger performance.

Figure 16 shows a heat exchanger test bench
implemented with Modelon Heat Exchanger Library
(Modelon AB, 2015). Non-uniform air side boundary
conditions are provided across the face of the heat
exchanger model using the Modelon DataAccess
package. DataAccess provides XML reading capability
and preserves dynamic file access even with the model
exported as an FMU. Figure 17 shows the simple
blockage pattern simulated for the cooler where the
first 25% of the cooler is completely blocked.

enable_XML switches between inputs

flowSeg 7

| &
....%....

pressure.

® @

massFio. pressure.

o5

flowSour.

Figure 16. Heat exchanger test bench with non-uniform
boundary conditions via XML

(a) Unblocked cooler

25% = $

(b) Cooler with 25% blockage at flow entrance

Figure 17. Heat exchanger blockage pattern

The goal of this application is to identify the
velocity scale factor required for the blocked cooler
such that the heat transfer performance matches that of
the unblocked cooler under the same boundary
conditions. For this case, the desired heat flow rate
Qesirea 18 38.31kW. In addition, a robustness constraint
is applied to ensure that the heat transfer does not drop
by more than 1% for a 5% reduction in airflow. The
workflow for modeFRONTIER is shown in Figure 18.
This problem is executed in modeFRONTIER as a
robust design optimization (RDO) using the SIMPLEX
algorithm. A schematic showing the heat transfer
distribution as a function of airflow distribution is
shown in Figure 19 for an unfeasible and feasible
solution based on the problem definition to illustrate
the approach used for robust design optimization.
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Figure 18. modeFRONTIER workflow for heat
exchanger robust design application showing the
stochastic input Vscale and reliability objective SSE_Q
with constraint Constr_Vdelta
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Figure 19. Schematic of feasible and unfeasible run from
robust design optimization

The results of the robust design optimization are
shown in Figure 20. Note the series of runs around the
Vscale value of 1.88 which provides the required heat
transfer but falls just at the constraint boundary. The
value of Vscale that meets both the heat transfer
requirement and the robustness constraint is slightly
higher. While a relatively straight forward application
with only a single design variable, this problem
becomes significantly more complex with several
design constraints and multiple design variables.
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Figure 20. Convergence of the robust design optimization
runs for the heat exchanger blocking problem

3.4 Hybrid Vehicle Electric Range

Vehicle range is a key metric for hybrid vehicles with
electric-only mode. In addition to key vehicle
parameters which affect the loads and losses, critical
battery parameters strongly affect vehicle range.
Battery performance is affected by both battery
temperature and battery age. As batteries age, their
capacity decreases while the internal resistance
increases and leads to larger heat losses. Particular
battery formulations typically have an optimal
temperature operating range and performance degrades
when the temperature strays above or below the range.

Figure 21 shows a series hybrid truck model
implemented with the Modelon Vehicle Powertrain
package which uses the PowerTrain Library (DLR,
2015). The battery model is a table-based model that
provides open circuit voltage and internal resistance as
a function of current and battery State-Of-Charge
(SOC). However, the model has been enhanced to
include temperature scaling in the battery tables and an
approximate aging model that increases internal
resistance and decreases capacity based on an aging
factor.

Since actual vehicle populations in the field will
have some sort of aging distribution based on usage,
the resulting vehicle electric range for the fleet will be
a distribution. It is important to understand the impact
of aging and temperature on vehicle electric range and

also analytically = determine fleet population
distributions.
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Figure 21. Series hybrid truck model

One approach to analytically determine populations
is to assume a distribution and then run Monte Carlo
simulations to estimate the fleet output distribution.
modeFRONTIER can certainly perform Monte Carlo
analyses. However, for this simple example, it is
possible to run the simulations over the battery aging
factor and then simply construct the distributions
offline, thereby saving computational resources. The
modeFRONTIER workflow for the electric vehicle
range mapping is shown in Figure 22. For a given
battery sink temperature, Latin Hypercube sampling is
used to span the battery age factor. The simulations
are run starting with a battery SOC=1 until the SOC is
depleted via repeated execution of the New European
Driving Cycle (NEDC) cycles. Due to numerical
effects around zero SOC, the simulation is terminated
at an epsilon SOC (0.05). In real practice, to prevent
damage, a battery is never over charged or discharged.

Vehicle simulation results are shown in Figure 23
for a battery with no aging (BatteryAge=0), mid aging
(BatteryAge=0.5), and extended aging (BatteryAge=1).
As battery aging increases, vehicle range decreases
substantially and battery temperatures increase due to
higher internal resistance and the passive cooling
strategy employed in this model. The modeFRONTIER
runs showing vehicle Range over the full BatteryAge
distribution are shown in Figure 24.
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Figure 23. Simulation results for BatteryAge=0 (blue),
BatteryAge=0.5 (red), and BatteryAge=1 (green)
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Figure 24. modeFRONTIER runs showing Range over
BatteryAge distribution

With the results from modeFRONTIER over the
entire age range, any arbitrary vehicle age distribution
can be assumed and the fleet range distribution
calculated. Figure 25 shows the calculated distribution
for a normal BatteryAge distribution with a mean=0.5
and standard deviation=0.05. Similar calculations
could be done over a range of different drive cycles,
battery ages, and temperatures to estimate more
complex fleet populations.
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Figure 25. Fleet population assuming normal distribution
with BatteryAge=0.5 and standard deviation=0.05

4 Conclusions

This paper demonstrates a method for automated
deployment of models as FMU-based simulators in
Microsoft Excel using FMI Add-in for Excel. A
method for annotating the Modelica code using the
XenGen markup syntax supports the automation to
provide a streamlined path from a Modelica model to a
deployed simulator in Excel. Integration of the
automated simulators in Excel with modeFRONTIER
brings a powerful suite of analysis and optimization
capabilities to the simulator toolchain.  Several
different examples demonstrate the entire toolchain
from Modelica model to deployed simulator in Excel
using FMI Add-in for Excel and integrated with
modeFRONTIER. These applications also highlight a
range of different analysis and optimization capabilities
provided by modeFRONTIER, including parameter
estimation, multi-objective optimization, and robust
design. This toolchain can be applied to any FMU and
streamlined with automation enabled by the supporting
annotations.
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Abstract

A common situation in industry is that a system model
(here a composite model) is composed of several sub-
models which may have been developed using
different tools. FMI is one important technology for
exporting/importing models between tools and/or
connecting them via co-simulation. TLM based
modeling and co-simulation is another important
technique for modeling, connecting, and simulation of
especially mechanical systems, which is simple,
numerically stable, and efficient. A number of tool-
specific simulation models, such as Modelica models,
SimuLink models, Adams models, BEAST models,
etc., have successfully been connected and simulated
using TLM based co-simulation. However, previously
there was no general open source tool for creation,
graphic editing, and simulation of composite models
connected via FMI or TLM based co-simulation. In
this paper we present a graphical composite model
editor based on OpenModelica which is integrated with
the OpenModelica and the SKF TLM co-simulation
frameworks to support both FMI and TLM based
composite model editing and simulation. The editor
supports creating, viewing and editing a composite
model both in textual and graphical representation. The
system supports simulation of composite models
consisting of sub-models created using different tools.

Keywords: Graphic Editing, Composite Modeling,
Modelica, FMI, TLM, XML, Simulation, Co-Simulation

1 Introduction

Industrial products often consist of many components
which have been developed by different suppliers
using different modeling and simulation tools.
Modeling and simulation support is needed in order to
integrate all the parts of a complex product model. FMI
(Blochwitz et al, 2011), (FMI-Standard.org, 2014),
both model exchange and co-simulation, is one such
important technology. TLM (Transmission Line
Modeling) based co-simulation (Siemers et al, 2005), is
another important technology, which is simple,
numerically stable, and efficient.

This has successfully been demonstrated by
integrating and connecting several different simulation
models, especially for mechanical applications. Such
an integrated model consisting of several model parts
is here called a composite model since it is composed
of several sub-models. Another name used for such a
model is meta-model, since it is a model of models. In
earlier work (Siemers et al, 2005), (Siemers and
Fritzson, 2006) Modelica (Fritzson, 2014) with its
object oriented modeling capabilities and its
standardized graphical notations has demonstrated the
possibilities for meta-modeling/composite modeling of
mechanical systems using TLM.

The availability of a general XML-based composite
modeling language (Siemers et al, 2005) is an
important aspect of our FMI and TLM based modeling
and co-simulation framework. However, modelers
developing composite models are likely to take
advantage of the additional availability of tools that
assist them with respect to the composite modeling
process (i.e., the process of creating and/or editing a
composite model, here represented and stored as
XML).

We introduce a graphical composite model editor
which is an extension and specialization of the
OpenModelica connection editor OMEdit (Asghar et
al, 2010). In the context of this work a composite
model is composed of several sub-models including the
interconnections between these sub-models. The
graphical editor presented in this paper enables users to
create a composite model in XML. It is also integrated
with the OpenModelica FMI-based model-exchange
and co-simulation and the SKF TLM-based co-
simulation framework.

This paper is structured as follows. In Section 2 a
brief background of OpenModelica is given along with
an overview of the SKF TLM based co-simulation
framework. Section 3 defines the different modes of
operation. The composite model XML schema is
explained in Section 4. In Section 5 the composite
model editor and an overview of its interaction with the
other system components are discussed. An industrial
application is shown in Section 6. Conclusions and
future work are presented in Section 7.
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2 Background
2.1 OpenModelica

OpenModelica is an open source Modelica-based
platform for modeling, simulation, and optimization.
The OpenModelica connection editor OMEdit is a
graphical Modelica model editing tool. It supports
model creation, textual and graphical model editing
including connections drawing, simulation and
plotting. This editor has been extended to become a
composite model editor as described in this paper.

2.2 FMI-Based Model Exchange and Co-
Simulation Framework in OpenModelica

OpenModelica currently supports FMI 1.0 and FMI 2.0
for model exchange and most of FMI 2.0 for co-
simulation. Other tools can access this functionality
e.g., by dynamically linking OMC or by invoking it
using a message-passing interface.

The OpenModelica graphic editor and simulator
supports connection of several FMUs into a composite
model and simulating this model.

Simulation of composite models with algebraic
loops involving FMUE s is also supported.

2.3 TLM (Transmission Line Modeling)

The TLM (Transmission Line Modeling) technique is
based on the fact that propagation of signals takes time
in many physical systems, e.g., propagation of pressure
waves in hydraulic systems, sound wave propagation,
and force propagation in mechanical systems. Thus
there is a certain physical communication delay
between different parts of the system which can be
used to partially de-couple these parts and allow them
to be independently simulated and coupled in a
numerically stable way via co-simulation techniques.

The TLM approach has been known since a long
time (Auslander, 1968), (Burton et al, 1993), (Johns
and O’Brien 1980). A general presentation of the
theory and methods of TLM-based simulation is given
in (Krus et al, 1990).

The HOPSAN (HOPSAN, 1985) software is one of
the first general TLM implementations with its own
graphical modeling language. A newer version,
HOPSAN-NG, (Axin et al, 2010), has recently been
developed.

Moreover, a TLM implementation for the Modelica
language has recently been developed as part of
OpenModelica (Chapter 7, Sjolund, 2015).

2.4 TLM-Based Co-Simulation Framework

As mentioned, a general framework for composite
model based co-simulation has previously been
designed and implemented (Siemers et al, 2005). The
design goals for the simulation part of that framework
were portability, simplicity to incorporate additional
simulation tools, and computational efficiency. It is

also the framework used for TLM-based composite
model co-simulation described in this paper.

The TLM composite model co-simulation is
primarily handled by the central simulation engine of
the framework called the TLM simulation manager. It
is a stand-alone program that reads an XML definition
of the coupled simulation as defined in (Siemers et al,
2005). It then starts external model simulations and
provides the communication bridge between the
running simulations using the TLM (Nakhimovski,
2006) method.

The external models only communicate with the
TLM simulation manager which acts as a broker and
performs communication and marshalling of
information between the external models. The
simulation manager sees every external model as a
black box having one or more external interfaces. The
information is then communicated between the external
interfaces belonging to the different external models.
Additionally the simulation manager opens a network
port for monitoring all communicated data.

TLM simulation monitor is another stand-alone
program that connects to the TLM simulation manager
via the network port. The TLM simulation manager
sends the co-simulation status and progress to the TLM
simulation monitor via TCP/IP. The simulation
monitor receives the data and writes it to an XML file.

3 Modes of Operation

3.1 Textual Format

The user defines the list of sub-models with their
corresponding connections as an XML file according
to the composite model specification described in
Section 4. The user should be able to easily save the
file, load a new one, or edit the textual version even
while using the GUIL The simulator reads the
composite model XML file and performs the
simulation.

3.2 Graphical User Interface Format

The user can define the list of sub-models and their
connections using the GUI which allows them to drag
and drop the sub-models to the editor and make
connections between them. The GUI automatically
generates the composite model code which is stored in
an XML format described in Section 4.

4 Composite Model XML Schema

The composite model XML-Schema for validating the
co-simulation composite model is designed according
to its specification described in (Siemers et al, 2005).
The following is a sample composite model XML
representation:

<?xml version="1.0" encoding="IS0-8859-
1m2>
<Model Name="Pendulum">
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<SubModels>
<SubModel Name="shaftl"
StartCommand="StartTLMOpenModelica"
ExactStep="0" ModelFile="shaftl.mo"
Position="0.0,0.0,0.0"
Angle321="0.0,0.0,0.0">
<InterfacePoint Name="tlm"
Position="0.0,0.0,0.5"
Angle321="0.0,0.0,0.0"/>
</SubModel>
<SubModel Name="shaft2"
StartCommand="StartTLMOpenModelica"
ExactStep="0" ModelFile="shaft2.mo"
Position="0.0,0.0,0.5"
Angle321="0.0,0.0,0.0">
<InterfacePoint Name="tlm"
Position="0.0,0.0,0.0"
Angle321="0.0,0.0,0.0"/>
</SubModel>
</SubModels>
<Connections>
<Connection From="shaftl.tlm"
To="shaft2.tlm" Delay="1le-4" Zf="1led"
Zfr="1e2" alpha="0.2"/>
</Connections>
<SimulationParams StartTime="0"
StopTime="5"/>
</Model>
In order to use graphical notations in the composite
model editor, the composite model XML file needs to
describe annotations for each sub-model and
connections between them. We propose to extend the
composite model specification by including the
element in the SubModel and
Connection elements.

Annotation

<Annotation Origin="{-50,54}" Extent="{-
10,-10,10,10}" Rotation="0"
Visible="true"/>
The contents of our composite model XML root
element, namely Model is depicted in Figure 1. Inside
the root element there can be a list of connected
SubModels and TLM
SimulationParams element is also inside the root
element. It has an attribute Name representing the
name of the composite model.

Connections.

] Adtributes

SubModels &

(Hose )

List of connected sub-models

Connections |(®

@)

List of TLM connections

@

SimulationParams

Parameters for the simulaticn

Figure 1. The Model (root) element of the Composite
Model Schema.

The SimulationParams element specify the start
time and end time for the co-simulation

The SubModel element, presented in Figure 2,
represents the simulation model component that
participates in the co-simulation. The required attribute
for a SubModel are Name of the sub-model,
ModelFile (file name of the submodel) and
StartCommand (the start method command to
participate in the co-simulation). Each SubModel also
contains a list of interface points. InterfacePoint
elements are used to specify the TLM interfaces of
each simulation component (sub-model).

(O] Attributes.

[] SubModel |5

Annotation |@

@ e Annotation for each SubMaodel
0..es

InterfacePoint |(®

TLM interface points for SubModel

Figure 2. The SubModel element from the Composite
Model Schema.

The Connection element of the composite model xml
schema is shown in Figure 3.
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Annctation for

each connection

Figure 3. The Connection element from the Composite
Model Schema.

The Connection element defines connections
between two connected interface points, that is, a
connection between two TLM interfaces. Its attributes
From and To define which interface of which sub-
models are connected. Other attributes of the
Connection element specify the delay and maximum
step size.

5 Composite Model Graphical Editor

One of the primary contributions of this effort is our
focus on interoperability in modeling and simulation.
Our effort leverage OpenModelica for graphical
composite model editing as well as FMI support and
SKF’s co-simulation framework for TLM Based co-
simulation.

As mentioned, the implementation of this graphical
composite model editor is an extension of OMEdit
(Asghar et al, 2010) which is implemented in C++
using the Qt graphical user interface library.
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Text Modeling Visual Modeling
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Co-Simulation

OpenModelica
Framework

Compiler

Figure 4. An overview of the interaction between the
composite model (meta-model) graphic editor and the
other components.

The full graphical functionality of the composite

modeling process can be expressed in the following

steps:

e Import and add the external models to the
composite model editor,

e Specify startup methods and interfaces of the
external model,

e Build the composite models by connecting the
external models,

e Set the co-simulation and TLM parameters in the
composite model.

An overview of the different components that the
graphical composite model editor relies on is shown in
Figure 4.

The  graphical  composite ~ model  editor
communicates with the OpenModelica compiler to
retrieve the interface points for the external model and
SKF’s co-simulation framework to run the TLM
simulation manager and simulation monitor. Each tool
component is descried in the following subsections.

w — o
B en e P Do o

w
BB 4 0 Bl \SHOTEEZ EQOISe5 8- 9k [Xlo% &
CEiry i I

e

Library

Validation Message Area

o vine | @ | Awany | B

Figure 5. A screenshot of the modeling page area.

In the graphic composite model editor the modeling
page area is used for visual composite modeling or text
composite modeling. This allows users to create,
modify, and delete sub-models. A screenshot of the
modeling page area is shown in Figure 5.

5.1 Visual Modeling

Each composite model has two views: a Text view and
a Diagram view. In the Diagram view, each simulation
model component (sub-model) of the TLM co-
simulation can be dragged and dropped from the
library browser to this view, and then the sub-model
will be automatically translated into a textual form by
fetching the interface name for the TLM based co-
simulation. The user can complete the composite
model (see Figure 6) by graphically connecting
components (sub-models).

oM - Opsriadelic P
File EdA View Simulation FMI EBxport  Tooh  Help

*eBE &~ 0 Boee \eHOT - E-H- & &
| bwaries Becrsms x| A Denduum %]

Loraries mgmm’mw— o |uee L0k0 |
el comples = N 1

+ [T Medelics )

= D medeicaretensnce bl }—‘

# ] Moddlicaservices .

+ [B] apentodesecs L.

i %22, i | o ‘
[M] smerz

g dabt

Messages Broweer 8%

w1581 % | Wekorme | of Moddng | B Pt

Figure 6. A screenshot of visual composite modeling
after a connection has been made.

The test model (see Figure 7 ) is a multibody system
that consists of three sub-models: Two OpenModelica
Shaft sub-models (Sshaftl and Shaft2) and one
SKF/BEAST bearing sub-model that together build a
double pendulum. The SKF/BEAST bearing sub-
model is a simplified model with only three balls to
speed up the simulation.

Shaftl is connected with a spherical joint to the
world coordinate system. The end of Shaftl is
connected via a TLM interface to the outer ring of the
BEAST bearing model. The inner ring of the bearing
model is connected via another TLM interface to
Shaft2. Together they build the double pendulum
with two shafts, one spherical OpenModelica joint, and
one BEAST bearing.
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Figure 7. A screenshot of visual composite modeling of double pendulum.

5.2 Text Modeling and Viewing

The text view (see Figure 8) allows users to view the
contents (sub-models, connections, and simulation
parameters) of any loaded composite model. It also
enables users to edit a composite model textually as
part of the composite modeling construction process.
To facilitate the process of textual composite modeling
and to provide users with a starting point, the text view
(see Figure 8) includes the composite model XML

schema elements and the default simulation
parameters.
—_—
(OMEdit - Open di
File Edit View Simulation FMI Export Tools Help
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3 <1-- List of connected sub-models —->
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e 5
10 </connections>
| 11 <!-- Parameters for the simulation ——>
l it <SimulationParams StartTime="0" StopTime="1"
/>
13 </Model> -
2927 Y1053 | GG Welome | o Mogeing | B Potting

Figure 8. A screenshot of textual composite modeling.

5.3 Composite Model Validation

Since model validation is part of the composite
modeling process the composite model editor (see
Figure 9) supports users by validating the composite
model to ensure that it follows the structure and
content rules specified in the composite model schema
described in Section 4. In general the composite model
editor validation mechanism supports users to verify
that:

e The basic structure of the elements and attributes
in the composite model matches the composite
model schema.

e All information required by the composite model
schema is present in the composite model.

e The data conforms to the rules of the composite
model schema.

=8 i

,& (OMEdit - OpenModelica Connection Editor

File Edit View Simulation FMI Expot Tools Help

BB A0 E066 \ -5-8 99
Libraries Browser 8 X E ‘
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@ Modelica
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5 <SubModel ExactStep="false"

6 Name="doublependulum21"
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[3] 19:11:28 Syntax Error
[MetaModel3: 8:41-0:0]:
Element SubMode! is missing required attribute Star tCommand., D

lcome | o} Mocling

w2 vaser | we

Figure 9. A screenshot of a composite modeling
validation message.

5.4 OpenModelica Runtime Enhancement

To  support TLM-based  co-simulation  the
OpenModelica runtime has been enhanced. The added
functionality supports single solver step simulation so
that the executed simulation model can work together
with the TLM manager. New flags to enable this
functionality in the simulation executable are now
available:

¢ -noEquidistantOutputFrequency
e -noEquidistantOutputTime
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The new flags control the output, e.g., the frequency of
steps and the time increment.

5.5 Communication with the SKF TLM Based
Co-Simulation Framework

The graphic composite model editor in OpenModelica

provides a graphical user interface for co-simulation of

composite models. It can be launched by clicking the

TLM co-simulation icon from the toolbar, see

Figure 10.

ot OMEdit - TLM co-simulation - pendulum

TLM co-simulation - pendulum

TLM Plugin Path: |C:f5|{Fﬂ'LMPIL.|ginfbin | Browse...

TLM Manager

Manager Process: |C:fSIGfI'LMPIuginfbinfﬁmmanager.exe | Browse...

Server Port: | 11111 |

Monitor Port: |12111 |

[] Interface Request Mode
["] pebug Mode

TLM Monitor

Maonitor Process: |C:,(SIG:,FI'LMPlugin,.'binfﬂmmonibar. exe Browse...

Mumber Of Steps: | |

Time Step Size: | |
[] Debug Mode

Canc

Figure 10. TLM co-simulation setup.

The editor runs the TLM simulation manager and
simulation monitor. The simulation manager reads the
composite model from the editor, starts the co-
simulation, and provides the communication bridge
between the running simulations. Figure 11 shows the
running status of the TLM co-simulation.

A OMEdit - pendulum TLM co-simulation = B
Running co-simulation using the pendulum meta model. Flease wait for a while.
'

Manager Output Stop Manager | Open Manager Log File

]
C:A\SEFRTIMPlugini\MetaModels) OmeCmePendulumt shaftl»echo
C:/OpenModelica/build/ /bin/omc.exe shaftl.mos
C:/OpenModelica/build/ /bin/omc.exe shaftl.mos

c:
WSEF\TIMPlugin\MetaModels\OmcOmePendulum shaft2>C: /OpenModel

L

Monitor Output Stop Monitor | Open Monitor Log File

C:/SEF/TIMPlugin/bin/tlmmonitor.exe 13%Z_168.56.1:12111 -t
C:/SKF/TIMPlugin/MetaModels/CmeCmePendulum/ pendulum. xml

Figure 11. TLM co-simulation.

The simulation monitor communicates with the
simulation manager and writes the status and progress
of the co-simulation in a file. This file is read by the
editor for showing the co-simulation progress bar to
the user. The editor also provides the means of reading
the log files generated by the simulation manager and
monitor.

During the post-processing stage, simulation results
are collected and visualized in the OMEdit plotting
perspective as shown in Figure 12.

i

| @ welcome | of Modeling | B Plotting |

Figure 12. Results of TLM co-simulation.

6 Industrial Application of Composite
Modeling with TLM Co-Simulation

SKF has successfully used the TLM co-simulation
framework to simulate composite models. For
example, Figure 13 shows one such application with an
MSC.ADAMS (MSC-Software, 2015) car model
containing an integrated SKF BEAST (Stacke,
Fritzson, and Nordling, 1999) hub-unit sub-model
connected via TLM-connections.

7 Conclusions and Future Work

This paper presents a general open-source graphical
editor and simulation tool for composite modeling and
simulation as well as its integration with SKF’s TLM-
based co-simulation framework for TLM based co-
simulation and the OpenModelica FMI co-simulation.

The graphical editor combines a number of features
to support end-users with respect to the creation of
composite models and co-simulation. These include
adding, removing, and connecting components (sub-
models) both textually and graphically, as well as
integrated  co-simulation and  visualization of
simulation results.
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Figure 13. A composite model of an MSC.ADAMS car model with an integrated SKF BEAST hub-unit sub-model (green),

connected via TLM connections for co-simulation.

The composite model editor is currently in an early
stage of development but already supports external
non-Modelica models represented in XML form
(essentially black boxes with interfaces) inside the
component tree which can be used for composite
model composition.

Future development includes 3D visualization in
composite modeling as well as being able to use both
FMI-connections and TLM-connections in the same
composite model, since they currently can only be used
separately (either FMI or TLM within a specific
composite model).

Future work also involves the development of a
proposal for integrating TLM-based co-simulation as
an option in the FMI standard, as well as participating
in the standardization work in the SSP project in the
Modelica  Association (System  Structure and
Parameterization of Components for Virtual System
Design abbreviated SSP), hopefully resulting in
standardization of and extended version of the
composite model XML schema.

A detailed comparison of TLM and FMI co-
simulation is outside the scope of this paper. However,
especially for mechanical applications TLM provides
very simple and easy-to-use interface definitions, as
well as in general numerically stable co-simulation.
These are important reasons for continued use and
improvement of TLM-based tools and future
standardization and incorporation into the FMI
standard.
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Abstract

The smart power grids will extensively rely on
network control to increase efficiency, reliability, and
safety. In this context, the simulation of such complex
systems is becoming an essential tool to support the
development of Smart Grids.

This paper presents an overview of the EDF R&D
Modelica library GridSysPro (GSP), which provides
electrical components adapted to Smart Grid simulation;
and a multi-agent approach for supporting the co-
initialization process of complex network of FMUs.

Keywords:  Smart Grid, Co-Simulation, Modelica.

Introduction

The smart power grids will extensively rely on
network control to increase efficiency, reliability, and
safety; to enable plug-and-play asset integration, such as
in the case of distributed generation and alternative
energy sources; to support market dynamics as well as
reduce peak prices and stabilize costs when supply is
limited. In turn, network control requires an advanced
communication infrastructure with support for safety
and real-time communication (Figure 1).

Simulating such complex systems is required for the
development of Smart Grids. Several simulation tools
are available on the market but these tools have two
major drawbacks:

e They are generally not designed to import
models developed for other tools.

e They are not adapted to large scale complex
system of systems or cyber-physical systems
as smart grids which require time-
consuming calculation.

One solution to bypass these drawbacks is to use a co-
simulation platform which can connect together several
simulators and FMUs (Functional Mock-up unit).

EDF R&D is funding the development of its own co-
simulation platform dedicated to the Smart Grids in
partnership with LORIA-INRIA. A first release of this
tool named MECSYCO is available under the Affero

GPL license v3 (http://mecsyco.loria.fr/). The next
published version (at the end of 2015) will upgrade
MECSYCO with the coupling of different types of
discrete-time or continuous-time simulators (including
the FMUs) divided in three domains:

e The physics domain (process) FMUs
exported according to the FMI 2.0 standard
from Dymola with models built from the EDF
Modelica library GridSysPro or historical tools
widely used at EDF (e.g. EMTP-RV) now
compatible with the FMI standard;

e The telecommunication domain: NS-3,
OMNeT++ or OPNeT ;

e The Information System domain with
models designed with UML/SysML oriented
tools.

MECSYCO is based on the Multi-Agent concept (one
agent per simulator to describe a heterogeneous multi-
model) and on the DEVS formalism (to conceive a
decentralized execution algorithm respecting the
causality constraints).

This paper provides first an overview of the EDF
R&D Modelica library GridSysPro (GSP) composed of
electrical components mapped on the zone related to the
process of a Smart Grid (Figure 1). Besides that, to
comply with the modeling of large scale electrical
networks, a solution to co-initialize several
interconnected FMUs exported from Dymola is
described.
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Figure 1 : The Smart Grid Architecture Model (SGAM)

1 GridSysPro Library

Modeling of electrical networks has always been a
major scientific challenge for analysis and design.

Models are often used for studies of stability and
control, for the analysis and optimization of power flow
or for harmonic analysis and their distortion.

The common approach in electrical network
simulation is based on classification of the phenomena
according to their time scales (Figure 2). For each class
of phenomena, particular mathematical models are
developed (Figure 3).
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Figure 2 : Power system dynamics
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Figure 3 : Model representations for different time scales

1.1 Objectives of GSP

GridSysPro (GSP) is a Modelica library which allows
stationary power load flow calculation, short circuit
analyses and transient stability simulations.

The goal of stationary power load flow analysis is
to find all branch currents and all nodal voltages
amplitude and their angles according to electrical
constraints applied at each injection node. It can help to
calculate the use of power system resources and the
power quality with respect to the voltage bandwidth
constraints. In the real world, such analysis may be done
for anticipating the effects of future operation decisions.
In the simulated Smart Grid, the power flow analysis is
a vital function to get the line currents and node voltages
in the real power system. With this information,
compliance to operating limitations such as those
stipulated by voltage ranges and maximum loads, can be
examined. In this way, the location of congestions and
power outage situations can be identified. Moreover, the
stationary power flow analysis is required to help the
self-healing function, after the isolation step of the
faulted section, to re-establish service to as many
customers as possible from alternative sources/feeders
in accordance with the operating limitations. Due to the
ability to determine losses and reactive-power
allocation, load-flow calculation also supports the
planning engineer in the investigation of the most
economical operation mode of the network.

Short circuit analysis recalculates the power flow
after the occurrence of a fault in a power network. The
faults may be a three-phase short circuit, a one-phase
grounded, a two-phase short circuit, a two-phase
grounded, a one-phase break, a two-phase break or a
more complex fault.

The goal of transient stability simulation of power
systems is to analyze the stability of a power system in
a time window of a few seconds to several tens of
seconds. Stability in this aspect is the ability of the
system to quickly return to a stable operating condition
after being exposed to a disturbance such as for example
a tree falling over an overhead line resulting in the
automatic disconnection of that line by its protection
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systems. In engineering terms, a power system is
deemed stable if the rotational speeds of motors and
generators, and substation voltage levels can return to
their normal values in a quick and stable manner.

1.2 Overview of the GridSysPro library

According to the objective retained, GSP allows the
modeling of both transmission (HV) and distribution
(MV/LV) electrical networks. The first version of GSP
provides the following components:

e lines,

e transformer with or without load tap changer
and different winding coupling,

® generators,

e adapted blocks in order to build different types
of controllers like voltage and speed regulators,

e generic load which can represent different types
of consumption according to sensitive factor as
parameters related to voltage and frequency,

e clectrical faults, analysers and breakers.
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Figure 4 : Packages of GSP

Data and an Icon, which correspond respectively to
external parameters and a graphical representation, are
inherited by each main electrical component.

Component models are stored in hierarchically
structured packages. The blue ones provide all
elementary functions and models required to describe
the main components (green) needed for network
modeling.

1.3 Principles retained for the development of
GSP

Because of electromagnetic transients are not
considered in the GSP development (Figure 2 and
Figure 3), power systems are described in a form using
system of algebraic-differential equations. Thus the
behavior of each passive component of the grid is
defined by algebraic equations (complex number
formulations) while the one related to electrical and
mechanical parts of machines are determined by a
system of differential equations.

In order to simulate large-scale three phases balanced

and unbalanced networks, passive components have
been defined by three single phase Quadruples Y(QY).

QY-

o -5 O

Zaro Sequance

QY=

Figure 5 : model of a passive component

The algebraic equation of a QY is defined according to
the equation (1) where only the variables of the positive
and negative pins (p, n) are considered.

lne] o

Thus GSP passive components are described by three
generic QY objects connected to two composite
connectors containing three pins. The latter are related
respectively to the positive, negative and zero sequence
circuits. More precisely, the three phases a, b and ¢ of
each passive component are broken down into three sets
of balanced single-phase phasors 1, 2 and 0 according
to the transformation of Fortescue (2).
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Therefore, the components of a grid, as lines, cables
and transformers are represented by three decoupling
circuits (Figure 5). Thus, the behavior of each object
differs only by the definition of the y-parameter matrix
(Y,,Y,,Y,) of each QY model. Besides that an

analyzer VIPQ can be used in order to provide voltage,
current and power flow per phase (a, b, c).

During the initialization which is equivalent to a load
flow calculation:
e generators are represented as either PQ or
PV node as slack node depending on the
attribute: LoadFlow_type. For each
dynamic state variable on which derivative
is applied one equation is given in the initial
equation section,
o Joads are defined as
consumption.

constraint  of

1.4 Tllustrations and validations

Some validations of GSP have been done where load
flow and dynamic behaviors have been tested and
compared respectively with OpenDSS and ObjectStab.

The OpenDSS is an electrical power system
simulation tool developed by EPRI (USA Electric
Power Research Institute) primarily for electric utility
power distribution systems. It supports nearly all
frequency domain (sinusoidal steady-state) analyses
commonly performed on electric utility power
distribution systems.

The ObjectStab package is a free Modelica Library
for power systems voltage and transient stability
simulations limited to single phase description of
Network and dedicated to students. For GSP validation
the use case of ObjectStab validated with EUROSTAG
(common tool used by utilities for transient stability
simulations) has been retained.

All these tests have been successful and the one
related to the load flow simulation is presented here
after.

The considered MV Network is a typical outgoing
feeder of EDF energized by its MV primary substation
(Figure 6). In order to simplify the description of
networks a Network Management Tool developed by
EDF R&D under MATLAB has been used. This NMT
allows an automatic generation of the Modelica model
of a network from the CIM XML file. More precisely
the TEC 61970/61968 (CIM) provides a Common
Information Model to support the information exchange
between different EMS (Energy Management System).
Its large data model provides the possibility to model
physical (like cables, switches) and abstract objects (like
documents, schedules, and consumer data) in the energy
domain. The databases of EDF’s electrical networks
have been built according to the CIM standard.
Therefore NMT and Dymola/GridSysPro allow an
automatic Modelica implementation of EDF grids.

Figure 6 : the outgoing MV feeder retained for the
GSP test

The Load flow simulations results are provided in
Figure 7. These latter correspond to the voltage
amplitude profile along the considered MV network
from the primary substation to the end points of the grid.

The results obtained respectively by OpenDSS and
GridSysPro are identical.

g OpenDSS
E % J\V\:%\W:fit.iﬁ‘;;nf—g; B
o T '
g
©
>
Length (m)

Figure 7 : The voltage amplitude profile obtained with
OpenDSS and GSP

2 Co-initialization with FMUs exported
from GSP

One solution to comply with the simulation of very
large scale electrical networks described from GSP is to
export the latter as several FMUs to be interconnected
and simulated inside a co-simulation platform like
MECSYCO. The segmentation of electrical networks
into a set of FMUs is a design choice that depends on
models and solvers properties (their execution cost...).

However, in this case the load flow calculation is
distributed into each FMU and a master has to be
developed in order to coordinate the calculation of each
boundary variables related to input and output of each
FMU.

2.1 Co-initialization with an Adaptive
MultiAgent System (AMAS)

A graph of connected FMUs can be expressed in
general way as following (out) = (FMU)(in). Each

192 Proceedings of the 11" International Modelica Conference DOI

September 21-23, 2015, Versailles, France

10.3384/ecp15118189



Session 3A: FMI 2

FMU can be viewed as a function owning inputs and
providing outputs. FMUs are connected through some
of their inputs assigned to outputs of other FMUs,
defining the calculation graph of the global problem. In

this view, the vectors (in). and (out) represent all
inputs and outputs of all FMU, while (FMU) is the
aggregation of all FMU functions on which the input
vector (ZYT)) is applied. Trying to co-initialize multiple
FMU is equivalent to verifying the following property:
(out) = (FMU)(in) = (in).

Thus, the co-initialization problem is in its general
formulation equivalent to the search of fixed points in
mathematics. Indeed, given a set E and an application
f:E - E, a point x is a fixed point if f(x) = x. E can
be a metric space in n dimensions. When the FMUs
graph owns many cycles, the problem of co-
initialization corresponds to a complex fixed point
search problem.

In this paper, we propose to explore the potentialities
of a multi-agent approach for solving this type of fixed
point search problem. For this, we choose to apply the
AMAS (Adaptive Multi-Agent Systems) theory
developed by SMAC team in (Georgé, Gleizes, &
Camps, 2011). This theory has shown its suitability for
solving complex and dynamic problems in many
applications (Jorquera, Georgé, Gleizes, & Régis,
2013), (Brax, Andonoff, Gleizes, & Glize, 2013),
(Capera, Gleizes, & Glize, Mechanism Type Synthesis
based on Self-Assembling Agents, 2004).

In this section, we will very briefly present some
important concepts of Multi-Agent Systems and the
AMAS theory. The AMAS theory will then be used as
a guide in the design of a multi-agent system able to
solve the fixed point search problem presented above.
Finally, we will present some results of the application
of this multi-agent system on a GSP generated case
study.

2.2 Multi-Agent Systems

A multi-agent system is a set of autonomous entities
called agents, interacting in a common environment,
acting to solve in coherent way a common task. This last
point is important because it implies the unity of the
MAS. Even if each agent has its own individual goal, in
some situations their goal can possibly be in conflict
with the others.

According to (Wooldridge & Jennings, 1995) and
(Ferber, 1999) , an agent is a physical or a software
entity which:

® is autonomous,

® exists in an environment that it can perceive and on
which it can act,

¢ has a partial representation of this environment,
® is able to communicate with other agents,
e has resources,

e has skills and can offer services.

The behavior of an agent results from its
perceptions, its knowledge, its skills, and naturally its
goals. It follows a life cycle in three stages repeated
infinitely throughout its execution:

e the stage of perception during which the agent
acquires new information on the environment,

o the stage of decision in the course of which the agent
chooses the next actions to be made,

o the stage of action during which the agent performs
the actions chosen in the previous stage.

An essential characteristic of agents is their
autonomy: they decide themselves to act or not and the
nature of their actions.

2.3 Adaptive Multi-Agent System Theory

The Adaptive Multi-Agent System (AMAS) theory
appears suitable for the fixed point search problem (see
(Capera, Georgé, Gleizes, & Glize, 2003) (Whitehead,
2008)).

Due to their distributed structure, AMAS are flexible
and self-adaptable to several strategies of simulators
control. The first aim of the AMAS theory is to design
Multi-agent System having a coherent collective
activity that achieves the right task. This property is
named “functional adequacy" and the following
theorem is proved: “For any functionally adequate
system, there is at least a cooperative interior medium
system which fulfills an equivalent function in the same
environment". Therefore, it focuses on the design of
cooperative interior medium systems in which agents
are in cooperative interactions. The specificity of the
theory: “the emergence” resides in the fact that the
global function of the system is not coded within the
agents. Agents have only a partial knowledge. The
global function of this system emerges from the
collective behavior of the different agents composing it.
Each agent possesses the ability of self-organization i.e.
the capacity to locally rearrange its interactions with
others depending on the individual task it has to solve.
Changing the interactions between agents can indeed
lead to a change at the global level. This induces the
modification of the global function. This capacity of
self-organization enables to change the global function
without coding this modification at the upper level of the
system. Self-organization in AMAS is based on the
capacity an agent possesses to be locally “cooperative”.

Therefore AMAS agents locally cooperate in order
to satisfy their own goals as well as they try to help other
agents to achieve their goals. This notion of local goals
is crucial for reaching a global solution, and is
represented by a measure of criticality. This measure
denotes the agent difficulty to reach its goals. It is used
in a local way by agents in order to result in a system
where the satisfaction of all agents is balanced.
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Moreover, an agent will modify its behavior if it
thinks that its actions are useless or detrimental to its
environment. Such situations are called Non-
Cooperative Situations (NCS). Some behavioral rules,
specific to NCS’s, help agents to solve or avoid these
situations. By solving NCS’s, in regard to their own
local goals, cooperative agents collectively find a
solution to the global problem. Therefore one can
consider the behavior of an AMAS as emergent.

2.4 AMAS for co-initialization (Fixed Point
Search Problem)

In this part, we present the use of the AMAS theory
as a guide for the design of a multi-agent system
dedicated to the co-initialization (solving the fixed point
search problem). Following the AMAS theory, we start
by identifying agents, their neighborhood, their
criticality and their perceptions and actions. After, we
will very roughly describe the behavior of agents.

24.1 Agents

The objective of the co-initialization is to reach a state
of the FMUs graph in which every input of every FMU
is equal to the output of other FMU connected in input.
We chose to represent in the form of agent the
connections between FMUs. In other words, if an agent
represents one link between only two FMUs then the
extremities of the link must be equal. More exactly, we
place an agent at every output of every FMU, as in
Figure 8

Seun
FMU 1

Figure 8 To the left, an example of FMU graph. To the
right, the same graph with cooperative agents.

In this figure, the following equalities have to be
satisfied: SFMUl = SA, SFMUZ = SB and SFMU3 = Sc.
Therefore, the proposed system is only composed of one
agent type corresponding to links between FMUs.

2.4.2 Neighborhood

The neighborhood of an agent is defined as the set of
all agents being directly influenced by it. Therefore, the
neighborhood of an agent o corresponds to all agents in
output of the FMU to which a is connected in input, as
well as the agent a itself. For example (Figure 6), the
neighborhood of the agent A is composed of agent A
and B whereas the neighborhood of the agent C consists
of three agents A, B and C.

2.4.3 Criticality Measure

The fixed point search problem is solved if, after
having acted, every agent observes on its inputs a value
equal to the one that it had assigned on its outputs in the
previous step. In other words, the problem is solved if,
for every agent: |input; — output,_;| =0 which
constitutes the own objective of all agents of this system.

The criticality represents the difficulty that an agent
has to satisfy its own objective. In this case, the
criticality measure is obvious: criticality = |input; —
output;_|. Following AMAS theory, all agents will try
to decrease their criticality to 0 what will solve the fixed
point search problem.

2.4.4 Perceptions and Actions

An agent A corresponding to the output S of a FMU,
perceives on its input the value of S. A also perceives
the values of criticality of all agents of its neighborhood.
Finally, A perceives the value of partial derivatives
(Jacobian matrix) of all FMU functions to which it is
connected.

The agent A can modify its own output, which is
assigned a value to all FMU inputs to which S is
connected. The agent action can thus be of three types:
increase, decrease, or not change its value of output.

2.4.5 Agent Behavior

Our system is homogeneous, meaning that all agents
possess the same behavior algorithm. The objective of
each agent is to decrease the level of criticality of its
neighborhood (including itself). The action of an agent
can have a beneficial effect (which imply a decrease of
the criticality), harmful (which causes an increase of the
criticality), or indifferent (which does not provoke a
variation of criticality) on each agent of its
neighborhood.

Thanks to the observation of the sign of Jacobian
matrix of all FMU connected to its output, each agent
can, to a certain extent, know the effect of its action.

An agent has to form an idea of the amplitude and the
direction in which it will vary the value of its output in
order to decrease the criticality of its neighborhood as
fast as possible. This information is represented by two
internal variables, managed dynamically:

e § is a positive real value corresponding to the
amplitude of the variation,
¢ o is an integer in {-1;0;1}, it indicates the direction
of the variation.
At each life cycle, an agent modifies its output value
in the following way:
Ot = Ot—l + at
Where a, is calculated from the amplitude ¢ and the

direction 6. Indeed, we apply a variation in the direction
o with amplitude equal to d. Thus :
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: o-0if c#0
£ ramdom(- 8, ) else

If 8=0, the variation is randomly decided between —o
and 9, both values being equiprobable. The presence of
random can be justified by the fact that all agents
perceive, decide and act simultaneously by following
the same behavior. If the latter was purely determinist,
the system would have to cope with the problem of the
bar of El Farol (Whitehead, 2008), resulting in a non-
desirable synchronization of actions, and thus an
ineffective exploration of the search space and a
convergence outside the solution.

According to their perceptions and following
cooperative rules, agents adjust their & and ¢ variables
in order to decrease the criticality of themselves and
their neighbors. Thus, the overall criticality tends to
decrease over time, while the AMAS converges toward
a solution. Due to the size of this paper, we will not
describe the adjustment mechanism of agents.

2.4.6 A case study: FMU graph generated with GSP

In this case study, we consider three FMU: A, B and
C having respectively two, four, and two outputs. Thus
there are 8 agents in the AMAS system which will
initialize the network. In the Figure 9, the neighborhood
graph of agents is presented. Agents are assigned to
outputs of the considered FMU network. Each FMU was
exported according to the FMI 2.0 standard from
Dymola with EDF Modelica library GSP.

1] fmuc

Figure 9: Neighborhood Graph

From a theoretical point of view, for solving the fixed
point search problem, the criticality of all agents should
reach the value 0. However, in practice, due to
numerical aspects, it may be reasonable to reach a value
close to 0. In this case study, the fixed point search was
stopped if agent criticalities reach a value lower than 10-
4.

The Figure 10, shows the criticality curves of the eight
agents. The total number of system cycles is indicated
in abscissa and criticality values in ordinate. The best

solution is reached after around 49000 cycles, with a
residue (error) of 3.74 x 1075,

Figure 10: AMAS System Convergence

In this case study, the AMAS system converges with
low criticality values (lower than 10 ). Therefore, the
presented system is able to co-initialize the FMU
network with a reasonable precision.

Moreover, the AMAS algorithm was previously used
in quite different domains with several thousands of
agents (corresponding here to the number of parameters
of the FMUs). The resolution principle is totally local
and depends mainly on two characteristics of the
application:

1. The number of agents influencing quasi-
linearly the solving time,
2. the branching factor the agents (equivalent to
the mean number of its neighbors). For a
given class of problem (here co-initialization
of FMUs), the number of cycles is stable.
Consequently the duration of the co-initialisation
problem depends roughly linearly of the number of
FMU.

3 Conclusions and perspectives

This paper presents an overview of the Modelica
library GridSysPro (GSP) composed of -electrical
components mapped on the zone related to the process
of a Smart Grid. Beside that to comply with the
modeling of large scale electrical networks a solution to
co-initialize several interconnected FMUs exported
from GSP/ Dymola, is described. More precisely the
interconnection of several FMUs requires the
determination of initial values of all FMU inputs (co-
initialization). This problem is complex and can be
formulated as a fixed point search problem. We
proposed the use of the AMAS (Adaptive Multi-Agent
System) theory for designing a system able to solve this
problem. We illustrate the suitability of the proposed
system in a case study generated from GSP.

The previously presented version of GridSysPro
includes several components allowing it to represent and
simulate an electrical network. Nowadays, we are
moving toward the concept of Smart Grid which is an
evolution of the electrical network allowing notably bi-
directional exchanges of energy and information
through lines and an intelligent and autonomous control.
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That is why an interesting perspective could be to
integrate a set of advanced features to this library as part
of the initiative on FMU, co-initialization and Modelica.

As an example, the first advanced feature that will be
integrated is an autonomous voltage regulation system.
This feature is expected, on the one hand, to be able to
build a coordinated regulation between medium voltage
and low voltage networks and, on the other hand, to deal
with the massive integration of decentralized generators.

As previously seen, the Adaptive Multi-Agent
System theory seems adapted to solve this kind of
problem, notably by the amount of elements interacting
in the system and by the need to support the topology
changes.

The proposed approach splits the problem into two
steps. Firstly, informed agents get the voltage and power
values from sensors they are linked with and cooperate
with others in order to help them find the missing values.
And secondly, agents communicate in order to find the
set of voltage set-points to guarantee the compliance
with the contractual voltage range at consumption
points. Such an approach of this problem allows
building a voltage regulation regardless of the size of the
network.
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Abstract

Aquifer thermal energy storages (ATES) are a
promising technology for seasonal thermal energy
storage which can bridge the gap between constant
production and seasonally varying demand. This paper
presents first simulation results of an energy concept
proposed for the wuniversity campus Berlin-
Charlottenburg, which is characterized by the
combination of an ATES system as a seasonal thermal
energy storage and an absorption heat transformer
(AHT), which supplies 50 buildings of the campus
with heating energy. Furthermore, the paper deals with
the modeling of the different subsystems, described in
Modelica; energy production, storage, consumption
and distribution and their integration in a coupled
Modelica system model.

Keywords: Modelica, ATES, geothermal, absorption
heat transformer, district heating, FVM

1 Introduction

Some thermal energy systems such as the ones
including combined heat and power plants (CHP),
which provide electrical base loads or solar thermal
energy show a strong time mismatch between
consumption and production. This mismatch can be
compensated by the addition of a thermal energy
storage (TES) to the system (see Figure 1).

The selection of a TES mainly depends on the
required storage period, the economic viability and the
operating condition (Dinger & Rosen 2002). Among
the possibilities for low-medium temperatures
(10...90 °C), the sensible heat storage tank with water
is the most common choice (Dinger & Rosen 2002).
This is mainly due to their simplicity, low cost, good
performance and the favorable thermal properties of
water, namely high specific heat capacity and relative
high density. However, this solution is designed to
compensate the daily variation. If seasonal variations
are to be compensated, a larger storage is needed. In
this scenario the utilization of natural aquifers as

seasonal thermal energy storage (ATES) is an
interesting possibility with low cost in relation to its
high storage capacity.
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Figure 1. Seasonally fluctuating energy demand (dashed)
covered by combined heat and power plant (CHP, solid)
and previously stored CHP surplus recovered from
aquifer thermal energy storage (ATES), topped up by a
boiler.

An ATES uses groundwater in an aquifer to store
thermal energy for several months, mainly for heating
and cooling of buildings. The aquifer is an
underground layer where water can flow through the
permeable material. Common ATES systems consist of
two wells (or well groups), a cold well and a warm
well. When charging the ATES system with heat,
groundwater is produced from the cold well, heated up
and re-injected into the aquifer through the warm well.
To discharge the ATES, the flow direction of water is
reversed and heat is extracted (see Figure 2). The heat
is typically recovered at a temperature lower than the
original injection temperature due to heat exchange
with the porous matrix and adjacent layers.

In order to avoid triggering the precipitation of
dissolved minerals and potentially reducing aquifer
permeability, the injection temperature should be kept

below a certain limit T;55**, which depends on the fluid

chemistry. This upper temperature limit does not
always meet the requirements of the consumers,
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Transformer

making it necessary to raise the temperature to suitable
temperatures for the existing heating systems. In this
regard the absorption heat transformer (AHT) is an
appropriate technological solution that is able to use
thermal energy at an intermediate temperature level to
heat a fluid at a high temperature level.

charge lﬁolischarge

é%

50...60 °C

D R A
warm well

cold well 20 °C

Figure 2. ATES principle with two wells.

The ATES technology has already been implemented
in several projects such as in Rostock (Schmidt et al.
2000) or the German parliament buildings in Berlin
(Sanner et al. 2005). There is, however, still potential
to improve this technology itself as well as a need to
investigate its match with other thermal technologies.
Hence, the main goal of the joint project "Efficiency
and reliability of energy systems in urban districts with
seasonal energy storage in aquifers", is the
development of a design concept, regardless of
location, that assists the designer in the implementation
of feasible and efficient ATES systems.

This paper presents the first results of the
simulations of an energy concept proposed for the
university campus Berlin-Charlottenburg and a brief
description of the implemented models in Modelica.
The main feature of the system is the combination of
an ATES system as a seasonal thermal energy storage
with an AHT.

1.1 Joint Project

The interdisciplinarity of the topic requires the
participation of different research groups. Research
groups from Helmholtz Centre Potsdam - GFZ German
Research Centre for Geosciences (GFZ), Technische
Universitdt Berlin (TUB) and Berlin University of the
Arts (UdKB) are involved in the project in order to
properly cover its different aspects.

The International Centre for Geothermal Research at
GFZ covers research in a holistic approach along the
whole chain of geothermal technologies from the
geothermal reservoir to the provision of power, heat,
and chill. One part of this work deals with simulation,
evaluation and design of ATES systems.

At the department of Energy Engineering of TUB
the work focuses on the development of an absorption
device, which features a great flexibility in terms of

operating modes. It can work as absorption heat pump,
absorption chiller (heat pump type I) or absorption heat
transformer (heat pump type II). For that purpose, an
experimental set-up is currently being installed that
allows a better understanding of this technology.
Furthermore, theoretical models of this absorption
device are implemented in Modelica and presented
here.

At the research group of UdKB the focus is on the
energy consumption of urban districts, the energy
supply systems and the provision with renewable
energy. One main task is the development of a method
to model a whole district, including buildings and
installations, renewable energy production, as well as
the distribution networks for cooling and heating, with
strongly simplified low-order building models that
allow to study such complex systems with low
computational effort.

Besides the tasks described above, all project
partners collaborate on the presented case study, the
university campus Berlin-Charlottenburg, which on
one hand serves to face the challenges of a real-world
project, such as the data collection related to the
buildings and the obtainment of a drilling license. On
the other hand, different energy concepts can be
studied based on a realistic scenario.

1.2 Energy Concept

From a thermal point of view, the presented system can
be divided into three temperature ranges, at which the
different subsystems either extract or inject heat: high
temperature (above 70 °C), intermediate temperature
(between 40 and 70 °C) and ambient temperature (see
Figure 3). Thermal energy at the high temperature
range is produced by combined heat and power plants
(CHP), boilers and the AHT. This thermal energy is
used to supply the buildings via a district heating
network (DHN). The intermediate temperature range
includes the hot well of the aquifer and the return
temperature of the DHN.
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Figure 3. Energy concept schema with main thermal
energy flows.

The system works as sketched in Figure 1 and Figure
3. The CHP produces a constant amount of energy to
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cover the electric base load of the district. Its thermal
energy is used to supply the buildings. In case there is a
surplus of thermal energy, i.e., the amount of produced
thermal energy is higher than the current demand of the
DHN, this energy is used to charge the aquifer. If the
thermal energy produced by the CHP does not cover
the heat demand of the buildings, then, if available,
thermal energy will be drawn from the aquifer. This
heat energy then powers the AHT. In case the thus
supplied thermal energy is still insufficient, either
because of the limited capacity of the AHT or the
depletion of the ATES (production temperature below
minimum usable temperature), a boiler covers the
remaining demand gap.

2 Modeling

The university campus Berlin-Charlottenburg is used
as a case study for developing the modeling approach.
In a first step, a model with simplified components and
boundary conditions was developed in order to
investigate the interaction of the sub-models.

The system model is assembled from component
models from the MSL - Modelica Standard Library
(Modelica-Association 2014), the Annex60 library
(Wetter & Treeck 2014), the BuildingSystems library
(Nytsch-Geusen 2014) and models specifically
implemented for this project. The used models from
the different libraries has fluid ports and input/output
connectors as interfaces. Fluid ports are used to
connect models mimicking the hydraulics of the real
system while input and output connectors are mainly
used for control signals.

The following subsections explain the overall
system and its subsystems in more detail.

2.1 Overall System

Figure 4 shows the hydraulic configuration of the
Modelica model, with dashed and solid lines
representing heat and mass flows, respectively. At the

left and mid side of the diagram there is the thermal
energy production system, composed by several
production units, CHP, boiler and AHT, as well as per
the seasonal thermal energy storage, ATES. At the very
right side of the diagram there is the main consumption
system, the building model, and its interface to the
thermal energy production system, the DHN. The main
components are either connected directly or via heat
exchangers (HXs).

The control strategy of the model is explained below
with help of Figure 4.

Mpoilers the mass flow rate through the boiler and
HX; is adjusted by a PI controller so that the DHN can
extract the required energy in order to raise the supply
mass flow rate, mpyy, to a certain set temperature. In
this simulation it is set to a constant value of 90 °C.

The CHP model calculates, according to its inlet
temperature and its constant heat production rate, the
exact mass flow rate mcyp that can be heated up to a
set temperature. In this simulation it is set to a constant
value of 95 °C.

Taking into account that the boiler and CHP has the
same set temperature, then, if the mass flow rate in the
CHP riicyp is higher than the mass flow rate flowing
through the boiler 1o (used to heat up the DHN),
more energy is produced by the CHP than requested by
the DHN. In this case, the excess part of 1icyp, Which
is not needed to heat the DHN (Mgyrplus = Mcup —
Mpoiler and M, = 0), is used to charge the aquifer
(Mcharge > 0). In the opposite case the mass flow rate
requested by the CHP is lower than the one requested
to heat up the DHN (riicyp < Mipoiler), the mass flow
rate leaving the heat exchanger of the DHN i pjjer 1S
split, one fraction goes to the CHP, m¢yp, and the rest
flows through the parallel branch, which is connected
to the AHT (1ir; = Mpoijler — Mcup and Mgyrplus =
0).

In this case, the AHT is switched on given that two
conditions are fulfilled. A minimum mass flow rate

e ]
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Figure 4. System schema of the Modelica model with main mass (solid) and thermal energy (dashed) flows.
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mr, and a minimum characteristic temperature
difference AAT (see 2.4). These conditions are not
fulfilled when the ATES temperature is too low or
when the ambient temperature limiting Ty is too high.
During the operation of the AHT energy is extracted
from the ATES and used to drive the AHT
(mdischarge > 0 and mtq > 0).

2.2 Combined Heat and Power Plant and Boiler

Boiler and CHP are represented by simple models,
because the major interest of the simulation lies on
ATES, AHT, DHN and buildings as thermal
consumers.

The CHP works under stationary conditions and can
be therefore considered as a constant heat source. The
CHP is modeled with a prescribed heat flow. Assuming
an electrical output of the CHP to cover the electric
base load of 10 MW and a CHP ratio electricity/heat of
0.6 leads to a constant heat production rate of 15 MW.

The boiler’s task is to ensure that the buildings' heat
demand is fulfilled. We neglect any limitations and
assume that this is always achieved. The boiler is
modeled with a prescribed output temperature. The
boiler's power is not limited and its output temperature
is set to 95 °C.

2.3 Aquifer Thermal Energy Storage

The ATES model consists of two well models coupled
by the produced/injected flow. This flow is heated or
cooled in a heat exchanger which connects the ATES
with the energy system. Both sides of the heat
exchanger have equal mass flow rates. Well mass flow
can be increased via a bypass in order to limit the
injection temperature to Tip®*. In the presented
scenario we assume T =60 °C. In reality, well
mass flow rate is limited by friction pressure losses in
the well and in the aquifer with being a function of
well diameter and rock permeability. However, as
pressure loss is not considered here, well mass flow
rate is limited by a prescribed value, representing the
storage size together with the aquifer thickness.

The aquifer around the wells is modeled as two
independent radially symmetric discs or rings with an
inner radius 7j¢ (interface well/aquifer) and an outer
diameter 7,,. They are thermally insulated in the
vertical  direction. = Thermodynamic  equilibrium
between rock and fluid, i.e., a common temperature is
assumed. Eq. (1), the PDE' for convective-conductive
transient radial heat flow in porous media (Bear &
Bachmat 1990) written in polar coordinates provides
the temperature T'(r,t) for a given Darcy flux, which
is determined by the radial distribution of the mass

flow entering/leaving the well 1 as u(r) = P

! partial differential equation

dT 190 ar  , ,oT
Py o = oKt o — prucy o M
H is the thickness of the aquifer. The effective
thermal conductivity ke is calculated from the thermal

conductivity of the rock k and the dispersion length D:
kege = k + Dlul|chpf (2)

p is the bulk density, the average of fluid density pf
and rock density p°, weighted with their respective
volume fraction. The specific bulk heat capacity ¢, is
calculated likewise.

p=P p°+(1-P)p* (€)

G=Pc,+(1-P)c} 4)

At the outer boundary temperature is kept at the
domain’s initial value T,:

T(r,t =0) =T, ®)

T(r =1,,t) =Ty (©)

T 1s set to a large value so that the boundary is
outside of the thermally influenced region. To verify
this condition eq. (7) is monitored by an assert

statement:

aT
—_| = 7
o), =0 (7)

At the inner boundary temperature is set to injection
temperature during injection or else heat flow is set to
Zero.

T(r¢) = Tin; during injection

6_T =0 else ®
orl.,

The PDE is solved on the spatially discretized 1D
domain using the FVM method (see Appendix).

The aquifer model has been successfully validated
against a 3D FEM model simulated in COMSOL.

The aquifer model parameters are given in Table 1.
Water properties are provided by the MSL.

Table 1. Aquifer model parameters

H thickness 10 m
initial temperature 20 °C
Prock rock density 2650 kg/m?
rock thermal conductivity 3 W/(m-K)

Cprock Tock specific heat capacity 800 J/(kg-K)

P porosity 0.3
Tif radius interface well/aquifer 0.1 m
Too radius of outer boundary 200 m

2.4 Absorption Heat Transformer

The AHT is a thermally driven heat pump of type II,
which splits a heat flow at intermediate temperature
level in two heat flows at high and low temperature
levels (see Figure 5). The gain of the AHT is the output
heat flow Q, at the high temperature level T,. The
effort is the driving heat flow Q; at the intermediate
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temperature level T; (equation (13)). With this device it
is possible to provide heat for heating (e.g. the district)
at T, driven by heat from the ATES at T; without using
additional energy.

T, "0,
T; Q1—> +
Ty “ 0

Figure 5. Black box scheme of an absorption heat
transformer (Heat flows at different temperature levels).

The AHT is modeled following the steady-state
approach of the characteristic equation. This approach
was often applied and explained by absorption chiller
(Albers et al. 2008; Puig-Arnavat et al. 2010). Cudok
& Ziegler (2015) discuss the method of the
characteristic equation for general apply to AHT and
absorption heat pump (type I) and chiller.

The heat flows Q, and Q, are described by the
characteristic temperature difference AAT or respective
the temperatures levels T,, T; and T,. The heat flow 0,
results from the energy balance eq. (12). To define a
concrete AHT device the parameters, s, Sg, AAT yip 2,
AATin 0 and B are needed.

AAT = B+ (Ty —To) = (T2 = Ty) ()]
Q2 = S5 (AAT — AATpin 2) (10)
Qo = So+ (AAT — AATpin0) (11)

01= Qo +0Q; (12)
COP = @ (13)

1
The AHT switches off when the characteristic
temperature difference AAT drops below a minimum
value chosen to prevent the model from leaving the
valid operating range, here this minimum value is set to
3 K, or when the mass flow rate myyr is lower than a
minimum value. This minimum mass flow rate is
determined by the available gain heat flow Q, of the
AHT (equation (10)) and the assumed condition of a
maximal temperature rise, which value set to 15 K is
added to ensure normal operating conditions for the
AHT. To switch off the device it is bypassed.

The AHT is controlled by the mean temperature at
the low temperature level T, (equation (9)), which is
variable but limited by the current ambient
temperature.

For the system simulation the AHT is parameterized
in such a way that it has a nominal power of 2 MW
under the following operating conditions; T, = 75 °C,
T, =60°C,Ty=5°C.

2.5 Buildings

For use in the system model the approx. 50 buildings
of the university campus Berlin-Charlottenburg with a
total of 434020 m? heated floor space are aggregated
into one substitute building model to ensure fast
computation times of this component (see Figure 6).

Figure 6. Building stock of the university campus Berlin-
Charlottenburg (green), which is aggregated in one
substitute building model. The blue and red cylinder
indicate a possible location for the ATES.

The aggregation is done via a parameter identification
method that uses optimization strategies, described in
(Inderfurth et al. 2015). This method takes measured
heat consumption data of all considered buildings into
account. By repeated simulation of the substitute
building model and comparing simulated and measured
consumption important parameters like thermal
capacities, thermal transmittances, window areas, etc.
are gradually fitted to the building model. This process
ensures that the substitute model together with its fitted
parameter set accurately represents the thermal
characteristic of the city district. The underlying low-
order building model consists of four thermal
capacities (internal capacities, external wall, base plate
and room air), four window models to account for solar
heat gains, several wall constructions, air change with
the building's environment and an internal heat source
accounting for internal heat gains through electrical
consumption. All component models are provided by
the BuildingSystems library for building performance
simulation (Nytsch-Geusen 2014).

The low-order building model calculates the ideal,
instantaneous heating demand of the aggregated
buildings by calculating heat gains and losses to the
environment through thermal conduction, air change as
well as short and long wave radiation. The maximum
heating power of the implemented ideal heater is
reasonably limited to 30 MW. A previous study with
measured heat consumption and weather data
concludes that the maximum instantaneous heating
load of the campus is around 23 MW.
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2.6 District Heating Network

The district heating network's design is based on the
information collected about the buildings' contracted
heating power, the buildings' installations and their
current operating temperatures. The DHN has been
designed following a standard methodology
(Krimmling 2011). The proposed district network has a
tree structure and is simplified following the
aggregation method described in Larsen et al. (2001).
This method allows calculating the global heat loss and
energy transport delay but not the pressure loss. The
method has shown good results even after taking strong
assumptions and extreme simplification of the
distribution networks (Larsen et al. 2001, 2003). One
of the strongest assumptions used by the aggregation
method is that the ratio between mass flow rates in a
pipe-branch is constant and proportional to the nominal
power of the downstream consumer's nominal mass
flow rate. Under this assumption the DHN is simplified
step by step and the consumption points with it. Thus,
once the DHN is reduced to one pipe/substation there
is no need to redistribute the total energy demand of
the city district between the different consumption
points. In the present model the number of pipes was
reduced from 75 to 1.

The thermal pipe model itself consists of a water
volume with a lumped heat capacity from the pipe's
metal and a heat transfer model that computes the heat
transfer between pipe and surroundings. The heat
transfer model for district heating pipes is described
with equations (14) and (15) (Behm 2000).

Qs =U; - UZ)(TS - Tg) + U (Ts — Tp) (14)
O =WU—-U)(T,~T) - U,(T,-T) (19
T, Ty and T, stand for supply, undisturbed ground and
return temperature respectively. U; is the overall
length-specific coefficient of heat transfer (HTC)
between the pipe and the environment. U, is the HTC

between the supply and return pipe. They are described
by equation (16) and (17).

Rg+ R

- (16)
NS et R R
U, = R
27 (Rg+R)2—RZ A7)

The values of the ground thermal resistance Rg, the
thermal resistance of insulation and casing R;, and the
thermal resistance associated to the interaction between
the two pipes Ry, can be found in Bghm (2000).

For the calculation of heat flows it is assumed that
the heat exchange between supply and return pipes is
very low, U; > U,. Hence, the right terms in equation
(14) and (15) are neglected, leading to a simpler
equation. Furthermore the heat conductivity of the
ground and isolation material are kept constant.

The undisturbed ground temperature, Ty, at a depth z
at time t is calculated with the equation (18) (Kusuda
& Achenbach 1965). Here T is the mean temperature
of the ground surface for the entire year, 4 the annual
amplitude of the ground surface temperature, t, a time
shift that corresponds to the time at which the surface
ground temperature has its minimum value, T — A, and
a is the thermal diffusivity of the soil. Equation (18)
assumes a sinusoidal surface temperature with an
oscillation period of one year. For the simulation, the
time shift ¢, is set to 180 days and the equation is
evaluated at the center of the pipe, z = 1 m.

Tg(z,t)

s
= T+Ae<_2“m> cos I t- to—E 365d (18)
365d 2, ma

The pipe model is parameterized with a length 781
m and an overall length-specific HTC U, =
0.42 W/mK. The pipe is discretized in five elements.

3 Simulation

The modeling and simulations of the proposed system
are mainly conducted to study the interaction between
subsystems and towards a correct dimensioning of the
different subsystems.

3.1 System under simplified weather conditions

For the simulation, in order to facilitate understanding
of the system’s behavior, simplified boundary
conditions are used to create a seasonal behavior free
of daily variations. Hence, synthetic weather data was
defined with a sinus curve with a period of one year for
the ambient temperature and an amplitude of 25°C.
Solar irradiation was neglected.

The simulation has been run for a period of eight
years in Dymola using the solver DASSL with a
tolerance value of 107,

Like Figure 1, Figure 7 shows the fluctuating
thermal energy demand (negative values) and
production  (positive values) of the different
subsystems.

At the beginning of the simulation the ATES has not
been charged yet. Hence the AHT cannot be switched
on and the district's thermal energy demand is covered
by the CHP and the boiler. Later, when the thermal
energy demand falls below CHP's thermal energy
production, the surplus energy is used to charge the
ATES. Thus, in the next heating period there is thermal
energy stored in the aquifer, which can be used via the
AHT until the fluid temperature from the aquifer
reaches a certain minimum value at which the
characteristic temperature difference AAT is smaller
than its selected minimum value (see 2.4).

The cycle repeats in the following years with the
AHT operating period as well as the amount of thermal
energy produced extending as shown in Table 2.
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Figure 7. Thermal energy produced (positive values) and
used by the different subsystems: Absorption heat
transformer (AHT), combined heat and power plant
(CHP), boiler, aquifer thermal energy storage (ATES) and
district.

Table 2. AHT operation time in hours and energy
produced in MWh after each seasonal discharge cycle.

Discharge | AHT's operation AHT's Energy
cycle time in hours produced in MWh
1 2477 4511
2 2554 4764
3 2568 4770
4 2580 4775
5 2588 4780
6 2596 4784
7 2602 4788

The AHT operation phase extends because the amount
of thermal energy in the warm well after each charge
cycle increases during the warm-up phase. The warm
well injection temperature is limited to Tiy™ = 60 °C
and the initial aquifer temperature is 20 °C, while the
AHT extracts heat with a rather small temperature
difference of 15 K. Hence, the stored heat is not
recovered completely and the cold well injection
temperature is much higher than the initial aquifer
temperature until the cold side is warmed up. It means
that during the warm-up phase, the extracted fluid from
the cold well and reinjected through the warm well into
the aquifer undergoes a smaller temperature. Hence
more mass is heated up to the injection temperature
than the previous charge cycle. Thus the thermal
energy stored into the warm well increases year after
year until the warm-up phase is over.

Figure 8 shows the ratio of recovered heat Qg to
injected heat into the aquifer Q;, for different injection
temperatures Tj,; in the warm well, calculated as heat
recovery factor (HRF) by the following equation
(Kranz & Bartels 2009):

Qout _ f(;rl min(O, mw) ' (hw - hc) dt (19)

T,y is the mass flow rate into the warm well, hyy/c is
the specific fluid enthalpy at the warm/cold well head.
T; is the end time of the i-th discharge cycle.

The HRF is between 0 and 1 if the warm well
temperature is always above cold well temperature and
the cold well injection temperature is above the initial
aquifer temperature.

Tinj=57°C ™ Tinj=60°C  ®Tinj = 66 °C
20%

15% -
& 10% -
2 10%

5% -

0% -
1 2 3 4 5 6 7
Discharge cycle

Figure 8. Aquifer heat recovery factor (HRF) for
different injection temperatures T'jy,; in the warm well.

As explained above, the HRF increases over time
because the cold side of the aquifer is warmed up in the
first cycles. This is a common behavior of an ATES
system. Furthermore, a higher injection temperature
yields higher recovery factors.

3.2 System under real weather conditions

Simulating the system with synthetic weather boundary
conditions, as described above, is vital for the
fundamental understanding of the functionality of the
described, complex system. However, to deduce
meaningful results for real-world applications, the
system model has to be simulated with actual weather
input.

Usually real weather data used as input for
simulations has larger gradients than synthetic,
sinusoid weather data, as well as hourly spacing of
samples, which requires interpolation.

Simulations with actual, measured weather data and
the described system model have been performed
successfully. Results will be presented in subsequent
publications.

4 Discussion

The simulation results with simplified boundary
conditions show that the stored energy cannot be used
completely to drive the AHT, which yields low values
of HRF. It is caused by a relatively high minimum
value of the driving temperature T; over which the
AHT can operate. This minimum temperature is
obtained from equation (9) evaluated at AAT =
AATin = 3 °C and specific values of T, (see Figure 9).

Figure 9 shows that in order to use low values of the

HRF (1)) = =0 : AHT’s driving temperature Tl, temperatures T anq T,
Qin fo‘maX(O, Mmy) - (hy — he) dt must be low as well. T, is related to the ambient
temperature (see chapter 2.4), in this regard it is

DOI Proceedings of the 11** International Modelica Conference 203

10.3384/ecp15118197

September 21-23, 2015, Versailles, France



Coupled modeling of a District Heating System with Aquifer Thermal Energy Storage and Absorption Heat

Transformer

interesting to favour the utilization of the AHT during
the coldest months and at night. The minimum value T,
is determined by the temperature range of the DHN. In
this regard, low temperature DHN are favourable.
Furthermore, the AHT should preheat the fluid before
the CHP brings it to the temperature required by the
DHN.

To =10°C ====T,=0°C

55 1
g) 45 T “'_‘—
£ 35 1 ST
= 25 4 ———___—

15 T T T T 1

40 50 60 70 80 90
T, in°C

Figure 9. Minimum value of T; in dependency of T, for
two different values of T, assuming AAT;, =3 °C and
B =1.1.

The simulation results also show that the cold side of
the aquifer needs several cycles to reach stable
conditions. In order to shorten this warm-up phase with
low HRF, it would be interesting to use a low cold well
injection temperature so that less energy is needed
warming up the cold side of the aquifer. Alternatively,
one could reduce the distance between cold and warm
well (Kranz et al. 2015). Modeling the interaction of

Different factors limiting the efficiency of the ATES
system were pointed out. In this regard, a possibility to
increase the HRF of the ATES was proposed.

Furthermore, the benefit of seasonal storage is
shown as in the case study heat is recovered from the
ATES which would otherwise have been lost as waste
heat. Assessing the low values of the calculated HRF
one has to allow for the simplified system design with
simple boundary conditions, which has a lot of
potential for improvement.

We are working towards the modeling of a more
sophisticated system, including cooling demand, heat
demand at different temperature levels and its pertinent
distribution networks. Furthermore, we envisage
increasing the level of modeling detail by adding new
models for solar production, absorption heat pump type
I and an absorption chiller, a as well as a 2D/3D
aquifer model and more sophisticated control strategy.
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Furthermore, the results show how a higher injection A Annual t.emperature amplitude K
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The simulation results show the expected thermal
behavior of the different subsystems.
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U Overall length-specific HTC w
1 between pipe and environment mK
U Overall length-specific HTC W
2 between supply and return pipe mK

cf /S Specific heat capacity of L
pr=plr Afluid/rock/bulk kgK
h Specific fluid enthalpy at the L
w/e warm/cold well head kgK
Tif Radius of interface well/aquifer m
7 Radius of outer aquifer boundary m
w
s Slope parameter X
t Time S
to Time shift d
. w
k Rock thermal conductivity —
mK
. . w
Keofe Effective thermal conductivity —
mK
m Mass flow rate into the well E
S
m
u Darcy flux/velocity 5
z Depth m
o e m?
a Thermal diffusivity 4
AAT Characteristic temperature K
difference
AAThinx  Loss parameter K
p/p5/5  Density of fluid/rock/bulk k_g3
m
T; End time of i-th discharge cycle S

Appendix — Discretized heat transfer equation

The equation by Bear & Bachmat (1990) was
formulated in polar coordinates and reduced to the
radial component to yield eq. (1), which describes the
conductive-convective transient radial heat flow in

porous media:

oT 10 T LT

of _to, o0 ¢ 9 1
P 5t rarkeffrar P 5y - M

outer boundary

In order to solve eq. (1) numerically, the radially
symmetric aquifer was subdivided in equidistant
sections as shown in Figure 10 and the equation was
discretized as follows.

First, it is integrated over the ring segment V
assuming constant p, ¢, and pf:

__aT,-dV_ 16k or . .oT dodrd
P _I(FE effrﬁ'puc”ﬁ)r paraz
14 14
T+
. _0T; g , or . .aoT
chpE = 2mH j <a keffra—p urcy, E) dr.
T—
By substituting p'uH2mr = 1 one obtains
T+

__0T; or

pve, r = (Znerffrg - mcpT) -
Finally, the discretized equation is obtained using the
symmetric first order difference quotient and an

upstream velocity scheme for the convective term:

dT; Tis1-T; T-T,.
ﬁVC_p_l — 2T[erff (T+ i+1 L_r_ i i 1)
at i+1~ T Ti=Tiq
. {Ti+1_ Ti ifu<oO
M\ 1-T,, ifu>0’
where V = 2nrH, ks and u are functions of r and
hence segment specific (index i has been omitted for
brevity). p, ¢, and k may be varying or constant.
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Abstract

Greenhouses, especially for research applications, have
high requirements on indoor climate control. The
technical systems for heating, cooling, and moistening
are more complex than in typical dwelling houses or
office blocks and are highly dependent on local
weather conditions. Increasing the energy efficiency
and integrating renewable power into these systems is a
sophisticated engineering task which requires extensive
investigation.

This paper describes a combined approach to model
and simulate building operation and HVAC system
behavior of a research greenhouse with Modelica. This
includes the presentation of some important modelling
paradigms as well as system concept validation with
some interesting simulation results.

Keywords: Green Building, Building Simulation,
Solar Cooling, Greenhouse Design

1 Introduction

Greenhouses are used to cultivate a great variety of
plants from all over the world during the whole year.
Therefore indoor temperature and humidity have to be
controlled at a certain plant-specific level regardless of
environmental conditions. Furthermore, the cultivation
of plants requires a sufficient amount of light. This
way, greenhouses are built with excessive glass
surfaces to optimally use solar radiation for the
required lighting. However, buildings with large glass
surfaces often overheat especially during summer time.
To ensure a sufficient indoor temperature level even in
times of high solar input and without losing humidity,
this building type requires huge amounts of cooling
energy which has to be provided by the building
internal  HVAC (i.e. Heating, Ventilation, Air
Conditioning) system.

An optimal HVAC system design for greenhouses
requires extensive analysis. Besides building physics
(e.g. heat losses through walls and windows,
ventilation) required plant-specific indoor temperature
and humidity as well as solar radiation level highly
affect heating and cooling system requirements.
Furthermore, increasing energy prizes and today’s
demands for environmental protection require
alternative system solutions. To reduce running costs
as well as ecological footprint a suitable combination

of local renewable energy production, highly efficient
building materials, and intelligent control algorithms is
needed.

A multi-domain system simulation helps to consider
all these aspects in one evaluation and optimization
framework. This paper describes how SimulationX and
the Modelica-based Green Building library were used
to analyze, to evaluate, and to validate an innovative
approach of greenhouse HVAC system design.
Because main overall energy consumption of a
greenhouse is used for cooling, the presented work
mainly considers cooling energy system design.

The key concept is the usage of solar heat for indoor
cooling, since the cooling system is mostly needed
when it is sunny. Therefore, an absorption cooling
machine supplied by two different types of solar
thermal collectors and district heating is used to
generate the required cooling energy.

The simulation approach is basically divided into
two parts. The initial simulation of building physics
and operation is followed by an accurate simulation of
HVAC system behavior including optimized system
control algorithms.

This paper gives an overview about some interesting
aspects of building operation and HVAC system
modeling. It presents a short description of the
developed greenhouse building physics model
including all inner loads, like assimilation lighting and
humidification, as well as required control algorithms
for lighting, shading and temperature control. Special
emphasis is put on the identification and modelling of
suitable parameters representing plant growth which is
necessary to model indoor humidity behavior.

Furthermore, the contribution presents how to model
the designed HVAC system with Green Building
library components. Additionally necessary extensions
of library components are presented. Finally, the paper
compares some interesting results regarding parameter
variation and adapted system configurations.

2 Building and HVAC System Concept

The planned greenhouse will be built in the city
center of Leipzig, a major city in Eastern Germany. As
a center of biological research, scientists and students
of University of Leipzig will use it to identify and
evaluate effects of global warming on indigenous
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Figure 1: Floor plan of greenhouse section and social building (GEFOMA, 2015)

vegetation, and to perform further research-relevant
experiments.

The planned building basically consists of a solid
social building with basement and first floor as well as
a glass-covered greenhouse section with an overall
basic area of about 1.000 m’. The greenhouse is
divided into twelve cubicles to cultivate twelve
different plant species at the same time. Temperature
and humidity control thus require individual settings in
each cubicle.

Planner’s basic idea was to reduce the overall
ecological footprint about 50% in comparison to a
conventional greenhouse concept. This way, two
different types of the building had to be compared
regarding heat, cold and electricity demand.

Both building concepts, reference and alternative,
mainly differ regarding greenhouse  section

construction as well as planned HVAC system.
Basically, the alternative greenhouse section
construction substitutes single with insulating glazing.
Furthermore, each glass surface in each cubicle can be
shaded individually by a two-part shading system.

Temperature and humidity control is supported by a
mechanical ventilation system using automatic top-
hung windows in the roof ridge.

The planned HVAC system is divided into heating
and cooling systems. Instead of a conventional oil-fired
condensing boiler the alternative building uses locally
available district heating as heat supply. This is a
comparatively simple and energy-efficient but not that
innovative solution.

Real innovation is planned regarding cooling system
design. The reference building uses a chilled water unit
cascade with dry chillers as cold supply. Opposite to
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Figure 2: HVAC system concept (GEFOMA, 2015)

that, the alternative cooling system is based on an
absorption chiller. This uses solar thermal collectors
for heat source with district heating as backup.
Furthermore, a small cascade of chilled water units
provides peak cooling power in times of higher cooling
demand.

Because of low required recooling temperatures
(maximum 32°C even at ambient temperatures of
35°C) the absorption chiller uses a hybrid cooler as
heat exchanger. Hybrid chillers provide lower
recooling temperatures by additional cooling with
latent heat of water evaporation.

As an extended research topic two different types of
solar thermal collectors, direct flow and heat pipe, are
integrated in the presented HVAC system concept. The
collector surface area is evenly distributed between the
two systems. Both collector systems have advantages
and disadvantages at different operation points. This
way, simulated solar gains will be compared to later
measurements in a subsequent monitoring campaign
after building completion.

Furthermore, greenhouses often require cooling
energy even when ambient temperature @ is
comparatively low, e.g. sunny winter days. In this case,
dry and hybrid chillers can directly provide cooling
energy without further use of electricity (Chilled Water
Units) or heat (absorption chiller), i.e. free cooling.
Because hybrid chillers produce lower recooling
temperatures at same ambient temperature level,
presented HVAC system concept prefers this system to
provide free cooling. This way, free cooling is possible

to 10°C ambient temperature and 55% relative
humidity.

3 Building Operation

Greenhouses widely differ from normal buildings.
Besides excessive glass surfaces and extended control
algorithms for window shading, heating and ventilation
the cultivation of different plant species requires
specific levels of indoor temperature and humidity.
This way, building simulation has to put special
emphasis on indoor climate. The calculation of inner
heat gains by persons or electric components is not
suitable anymore. Furthermore, greenhouses mainly
require cooling energy. Cooling load calculation is a
complex task by itself (VDI, 2007).

Basically, characteristics of cultivated plant species
have major influences on resulting building behavior.
They are mainly responsible for all relevant
hygrothermal requirements in each cubicle, like indoor
temperature, lighting, and humidity.

To include these major influencing characteristics
into the simulation, a set of suitable plant
characteristics have to be identified. The basic idea is
to find one or two plant species with an average
behavior of plants based on the following parameters:

e Indoor temperature (day and night),

e Relative humidity,

e Light intensity and illumination duration,
e Duration of measurement, and

e Plant transpiration.
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These characteristics were scrutinized together with
the specialists of University of Leipzig, the desired
building operator. This way, two different kinds of
parameter sets could be identified:

1. Global climate change on root characteristics:
a. 15°C/18°C by day, 8°C by night
b. 50% relative humidity
c. 1000 Ix light intensity during 16h per
day
d. 4 months measurement
2. Underground and aboveground germination:
a. 22°C by day, 15°C by night
b. 60% relative humidity
c. 10.000 Ix light intensity during 16h
per day
d. 3 months measurement

These characteristics adequately describe building
requirements  regarding  lighting and  indoor
temperature. Apparently, the University of Leipzig will
mainly use the greenhouse to cultivate indigenous plant
species. That way, cooling energy demand will be
comparatively high during summer time.

Together with indoor temperature, the relative
humidity describes the hygrothermal reference
behavior in each cubicle. However, the definition of a
desired humidity set point is not sufficient to define
relevant requirements to ventilation and humidification
system. The transpiration of plants as a major influence
on moisture is missing.
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Figure 3: Correlation between light intensity and
transpiration for a specific plant species (Bertram et. al.,
2004)

To model the transpiration of plants the simple
correlation between light intensity and transpiration
was used (c.f. Figure 3). This way, values between

0.028 and 0.4378 22 /™ could be identified for
mZ

m?s
different relevant plant species as additional model
input parameters.

4 Green Building Library

The building and HVAC system were modeled
using SimulationX and the Green Building library.
This library was developed by EA Systems as a
versatile simulation environment for renewable energy

systems and energy management design (c.f. Schwan
et. al., 2012). By adapting an approach widely used
in the automotive industry, several elements for the
production of renewable energy and heating systems
were created as well as storages and electrical or
thermal consumers. Most of the models represent
real world objects like vehicles, electrical inverters
or valves. Granularity and complexity of each
element are thus in the same range while preserving
a flexible yet easy modeling process (i.e. physical as
well as phenomenological models). The modeling
focus lies on the interactive behavior of different
energy system components with varying complexity
in the context of building energy supply, either
thermal or electrical (i.e. electrical systems modeled
using RMS values). Although the building itself can
be modeled as a complex thermal and electrical
energy consumer by using a number of thermal
zones, a detailed thermal building simulation for
different thermal conditions in one room, for
example, requires a more specialized tool, like
EnergyPlus (Green Building, for example, uses
constant average temperatures in thermal zones).
With its specific focus on a wide range of energy
system components, Green Building library
significantly distinguish from other well-arranged
Modelica Building libraries, like Modelica Buildings
library (Wetter, 2009) which are more intended to
accurately model building physics behavior. This
way, Green Building became the tool of choice
because this project’s main aim was to compare
different types of HVAC systems with less accuracy
requirements on thermal building behavior.

S Building and HVAC System Modeling

The developed basic greenhouse building model
consists of 38 thermal zones, each represented by one
Building Zone model of the Green Building library.
These thermal zones individually represent each room
in the planned greenhouse, 7 zones for the basement
and 16 zones for the first floor of the social building as
well as 15 zones for the glass-covered greenhouse
section (12 cubicles, 3 corridors).

However, the basic Green Building models are
optimized for calculation speed, providing a simplified
set of equations to describe simple thermal behavior in
a building zone (e.g. solar gains, ventilation losses,
transmission losses through walls and windows, etc.).
Therefore a hygrothermal building zone model was
developed based on this basic model component.

The new model includes lighting and shading
control depending on solar radiation as well as
ventilation control depending on indoor humidity
conditions. Furthermore, physical effects representing
plant-specific hygrothermal behavior were added as
well:
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Figure 4: Building model of alternative greenhouse concept

Evaporation heat of irrigation and humidification

Condensation at cubicle walls and ceilings
e Transpiration of plants

Ingress/input of moisture via persons
To compare both building concepts, the reference
and the alternative building, two different building
models were developed. Figure 4 shows the complete
building model of the alternative building including all
hygrothermal zones, weather conditions and grid as
well as ventilation, lighting and shading control.

Each model additionally includes time schedules
representing presence of research members in each
zone (normally during the week between 8 a.m. and 6
p-m.) as well as electrical energy consumption via
different  relevant  system  components (e.g.
refrigerators, server technology, autoclave, etc.).

The reference building model only uses additional
lighting and ventilation control to keep required indoor
temperature and humidity levels and to fulfill plant-
specific lighting demand in each cubicle.

Furthermore, the alternative building model includes
shading control for both planned energy screens. The
first screen decreases solar irradiation in times of high
indoor temperatures and second screen reduces heat
losses via glass surfaces during night in times of low
outdoor temperatures.

Both models only consider building physics,
operation and hygrothermal behavior. There is no
directly connected HVAC system model. However, the
resulting time transient characteristics for heat, cold
and electrical energy demand can further be used as
input data sets for detailed HVAC systems simulation.

A direct link to the HVAC system models would be
possible as well. However, the building model already

runs about 24h to simulate one year because of the
required high accuracy regarding zoning, input data
and analyzed physical effects (hygrothermal behavior).
Because of relations between temperature control in
each zone and available heat/cold from the HVAC
system, linked models would increase simulation time
to non-acceptable values.

This way, the HVAC system models are modeled
separately. These models are again divided into heating
and cooling system models. This is possible because
building system simulation provides independent
results for heat and cold demand. This approach further
reduces simulation time.

Figure 5 shows the developed HVAC system model
for cooling supply of the alternative building. Because
of its structure, it can easily be compared to the
original planner’s system concept in Figure 2. All
relevant components are individually modeled with
existing or adapted Green Building model components.

However, Green Building library mainly considers
heating system (e.g. Heat Pump, CHP) and electric
components (e.g. batteries and eVehicles) as well as
renewables (e.g. photovoltaics, solar thermal
collectors). This way, some additional components
based on Green Building modelling paradigms
(Schwan et. al., 2011) had to be developed.

The main component of the cooling system concept
is an absorption chiller. This component uses heat in
internal chemical processes to produce cooling energy.
This process is periodically reversed using external
heat. Compared to conventional cooling systems, like
chilled water units, the required amount of electricity
can be significantly reduced. The absorption chiller
model describes physical behavior based on a set of
suitable pre-calculated operating points. This way full
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year simulations are possible, because the model runs
very fast. Internal processes are transferred into a
phenomenological behavior which is described as a
black-box system.
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Figure 6: Sample characteristics of absorption chiller
(Yazaki, 2015)

Basically, the new absorption chiller model has
three interfaces to other system components, heating
power input, recooling power output, and cooling
power output. Each interface is divided into flow and
return pipe with separate temperature levels but equal
medium volume flow rate. The overall system behavior

is simulated depending on the temperature difference
between each flow and return as well as externally
controlled volume flows. Heating power input and
cooling power output are defined by linearly
interpolated Modelica CombiTimeTables. These tables
are directly filled with OEM-specific system data, e.g.
cooling power characteristics shown in Figure 6.

This way, system validation was quite simple
because internal processes were neglected and
alternatively substituted by already validated data sheet
values. A short set of simulation runs with constant
input data sets (e.g. flow and return temperatures)
proved developed model approach and showed the
right system behavior at different characteristic
operating points.

Another new model represents the
phenomenological behavior of chilled water units.
These system components produce cooling energy via
external cooling and a certain amount of electrical
energy. They mainly work as inverted heat pumps.
This way, the newly developed chilled water unit
model basically uses already existing Green Building
Heat Pump functionality. However, the corresponding
controllers are redesigned to use cold instead of heat
demand as reference control value. Basic model layout
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and required tests are in accordance with previously
presented absorption chiller model.

Both cooling system components require external
coolers. Dry coolers only heat ambient air with heat
from the cooling medium. Therefore, an external set of
fans provide a specific amount of air to keep recooling
temperature at a certain level.

Hybrid coolers additionally use evaporation heat of
water to further cool down the cooling medium. They
are especially needed in combination with absorption
chillers because these components only work
efficiently up to a maximum recooling temperature of
32°C. Otherwise, absorption chillers would switch off
just in times of highest cooling demand.

The overall HVAC system model in Figure 5
includes both the physical system behavior of relevant
cooling system components as well as associated
control algorithms:

e Priority control of solar heat supply for the
absorption chiller (solar collector temperature
greater than 78°C)

e Flow temperature control via district heating
supply (absorption chiller temperature greater 75°C
and smaller 95°C)

e Priority control of the cooling system (base load
via the absorption chiller, peak load via the chilled
water units)

¢ Integration of free cooling in times of low outdoor
temperature via hybrid chiller

6 Simulation Results

The presented HVAC system design was developed
using existing theoretical and empirical knowledge of
greenhouse layout. The basic idea of the alternative
building concept was to reduce overall energy
consumption for heating and cooling about 50%
regarding the reference building concept.

However, solar aided cooling systems cannot be
designed and calculated without adequate simulation
models. The basic task of the system simulation was to
validate both building concepts regarding intended
energy saving potentials.

But before developed simulation models could be
used to validate actual system concept, the models had
to be validated regarding sufficient calculation results
and relevant standards respectively tools. Therefore,
the planner’s original calculation results were used.
The simulation results of greenhouse specific
HORTEX 4.1 simulation tool (i.e. based on DIN EN
ISO 13790 and DIN EN ISO 13789) showed an overall
heating load of 287 kW for the reference and 196 kW
for the alternative construction type. In comparison to
that the simulation results of the developed Green
Building models have been nearly at the same level
(reference: 273 - 283 kW, alternative: 194 - 201 kW
depending on chosen operation strategy, c.f. Table 1

and Figure 7). This way, developed models can be used
for further validation analysis.

The first simulation results only describe the effects
of different building operation strategies regarding
overall heat and cold demand. Basically, three different
operation strategies were analyzed with both building
models (c.f. Figure 4):

e V1: All-year high cooling requirements

e V2: Reduced cooling requirements during summer
time

e V3: All-year reduced cooling requirements
(maximum indoor cubicle temperature 25°C)

All three strategies mainly refer to cooling
requirements of the twelve cubicles. The presented
temperature levels (c.f. section 3) are always set as
minimum temperature level for heating system control.
But cooling system control can be different.

Table 1: Comparison of heat and cold demand

Variant Heat Demand Cold Demand
[MWh/a] [MWh/a]

V1 Reference 541.9 309.5
V1 Alternative 364.1 223.6
savings 32.8 % 27.8 %
V2 Reference 532.7 140.0
V2 Alternative 355.0 106.8
savings 334 % 23.7 %
V3 Reference 522.7 85.5
V3 Alternative 335.7 34.0
savings 35.8 % 60.2 %

Table 1 shows a short comparison between different
simulation results of heat and cold demand for all three
operation strategies and both building types as well as
resulting saving potentials.

Because all three strategies do not affect the heating
system control strategy, the resulting heat demand for
all strategies is about the same. Small differences are
caused by the inner heat storage capacity of the
building.

Furthermore, the simulation results show that
modern greenhouse glazing as well as extended
shading and lighting control algorithms are not
sufficient regarding desired energy savings.

However, different cooling system control strategies
significantly affect the greenhouse’s overall cooling
demand. Table 1 shows that the higher cooling
requirements reduce the energy saving potential of
modern construction and control systems. If cooling
demand is mainly caused by outer conditions (e.g.
solar radiation, high outdoor temperatures — V3), these
measures can reduce cooling demand about 60%. If
cooling energy is mainly used to provide cold in the
evening when the cubicles have to be cooled down (c.f.
section 3), saving potential is significantly lower.
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Figure 7: Heating load of alternative building and cooling
strategy V1
Figure 7 and Figure 8 show the heating and cooling
load curves with 15 minutes resolution which were
calculated in the building simulation and are used as
input data sets in following HVAC system simulation.
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Figure 8: Cooling load of alternative building and cooling
strategy V1
They are additionally used to proof HVAC system
concept regarding individual components’

requirements. Both characteristics represent worst-case
scenarios for HVAC system operation, i.e. maximum
heating and cooling load. Because the heat supply is
covered by district heating, the required 200 kW
heating power can easily be provided using a correctly
dimensioned heat exchanger.

However, the maximum cooling power of HVAC
system is mainly based on overall system
characteristics. This way, the sum of the installed
cooling power at suitable operating points of each
component has to fulfill the total cooling power
requirements in an adequate way. The overall installed
cooling power in a worst-case-operating point (high
recooling temperatures, low heating temperatures for
absorption chiller) is about 215 kW. Figure 8 indeed
shows a maximum cooling power demand of about 270
kW. However, this maximum cooling power is only
required two or three times in a year and only for a few
hours. Together with planned building internal cooling
storage of 10 m’, the existing HVAC system concept
should be able to fit all cooling requirements. Further
system extensions are not necessary.

The final results of the simulations show that the
alternative heating system concept can reduce overall
ecological footprint about 68% in comparison to the
reference system. This way 580 MWh oil-based
heating will be replaced by 363 MWh from the district
heating. Additionally, the specific carbon dioxide
emissions are only half compared to the oil heating
because the district heating system is heated by
cogeneration power plants.

Evaluation of cooling system simulation requires
more extensive analysis. The existing cooling system
concept is divided into two parts, a high temperature
(heat) part and a low temperature (cooling) part. Both
parts are mainly connected via an absorption chiller.

The heat supply for absorption chiller is based on
two different types of solar thermal collectors with an
overall gross collector area of 194.7 m’. Both
collectors provide about 65 MWh heat over the whole
year (55% direct flow and 45% heat pipe collectors).
The difference between the collectors results from
different efficiency characteristics and a comparatively
high minimum flow temperature of 75°C.

The resultant solar collector utilization rate of 335
kWh/m’ is quite good as normal rates are between 200
and 600 kWh/m”. On the one hand, the required high
flow temperatures significantly reduce collector
efficiency. On the other hand the cooling system’s heat
demand perfectly matches solar heat availability.

Both solar collectors provide heat to the connected
10 m’ heat storage. Figure 9 shows resultant heat
storage temperatures over the whole year. Because of
the comparatively low heat demand of the absorption
chiller during the winter time heat storage temperatures
partly exceed maximum temperatures of 95°C. During
these sunny winter days, solar collectors are shut
down. This significantly reduces overall solar collector
efficiency. Opposite to that solar heat is completely
used by absorption chiller during summer time.
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Figure 9: Simulated heat storage temperatures

Furthermore, Figure 9 shows a comparatively low
temperature spread between bottom and top level of the
storage tank. This behavior is caused by the storage
tank mounted horizontally in the social building
basement due to limited ceiling height of 3m. The low
temperature spread further reduces solar collector and
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absorption chiller efficiency because of the high return
temperatures and high required volume flow rates. An
alternative storage configuration with several cascaded
storage tanks will help to solve this problem.
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Figure 10: Simulated cooling storage temperature

The evaluated cooling system can provide enough
cooling energy to keep cooling storage temperature at
an adequate level (below 20°C) over the whole year. In
cold winter times free cooling provides almost all
cooling energy.

The basic cooling energy demand is supplied by the
absorption chiller over the whole year. In times of
higher cooling demand both peak power chilled water
units are successively switched-on. Further cooling
energy peaks are compensated by a 10 m’ sized
cooling storage.

Again, the temperature spread in cooling storage is
comparatively low. This is for the same reason as for
the heat storage, horizontal mounting. Again, a cascade
solution can significantly improve that situation.

Finally, the simulation results were used to validate
desired saving potentials of the alternative system
concept versus the reference.

e Heat:
o Solar collectors: 65 MWh/a
o District heating: 145 MWh/a
Absorption chiller: 208 MWh/a
e Cold:
o Free Cooling: 19 MWh/a
o Absorption chiller: 159 MWh/a
o CWUI: 41 MWh/a
o CWU2: 5 MWh/a
e FElectrical energy:
o Absorption chiller: 0.8 MWh/a
o Hybrid cooler: 6 MWh/a
o CWU 1 +dry cooler: 13 MWh/a
o CWU 2 + dry cooler: 2 MWh/a

A priority control algorithm ensures that solar
thermal collectors are mainly used to provide heat to
the absorption chiller. However, the major heat
demand is covered by the district heating because of

the high regeneration temperature requirements of the
chiller.

The alternative HVAC system concept mainly
replaces high electrical energy consumption of the
reference system (chilled water units) with a higher
district heating consumption supported by solar energy.
However, simulation results show an overall reduction
of ecological footprint of about 51% for the alternative
concept versus the reference. This way, the alternative
system concept fulfills the desired energy saving
potential.

7 System Optimization

The basic task of system simulation was to validate the
building planner’s concept of 50% reduction of
ecological footprint. However, extensive analysis of
the model and the results made further optimizations
possible.

One of these system optimization approaches
directly affects overall solar thermal collector
efficiency. Figure 9 shows that heat storage
temperature exceeds the maximum level of 95°C
mainly in winter time. This reduces solar collector
efficiency because the system has to be shut down.
However, more heat is still needed inside the building
during that time periods, e.g. to heat social building.
The main idea of optimization is to use solar thermal
collectors for both, heating and cooling.

To test the potential, the required heating system
components were added to the cooling system.
Simulation results show that solar collector gains
increase about 27% in the described system
configuration. That way, the overall collector
utilization rate can be increased from 335 kWh/m® to
432 kWh/m®, a tremendous improvement of system
efficiency.

However, extended use of solar energy also for
heating reduces cooling system performance because
the additionally required heat is provided by district
heating. Ecological footprint of cooling system is
reduced to 48.5% in comparison to the reference
concept. The overall energy saving potential thus only
increases from 62.7% to 64% (70% for heating).

8 Conclusion

This paper describes an innovative approach to
integrate building and HVAC system simulation with
Modelica in ordinary building planning process.

As assistance to existing design processes, the
simulation results help to validate the planners’ ideas.
Furthermore, modeling and simulation knowledge can
be used to provide further system optimization.

Designing complex HVAC systems with an
increasing share of renewables and storage systems is
no viable without any kind of system simulation. With
its  interdisciplinary = background and easy-to-
understand modeling approach, Modelica can help to
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improve future building planning process. The
efficiency of this simulation approach makes it more
and more suitable even for smaller sized projects.

For building simulation Modelica’s most important
benefits are the wide range of suitable model libraries,
its capability in combining different physical domains
in one mathematical model description, and
nevertheless the  easy-to-understand  modelling
paradigms. This way, Modelica can help to close the
gap between no more suitable static building
calculation and numerical system simulation in
building systems engineering.
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Abstract

The short term production planning optimization
problem for a district heating system is solved in two
steps by integrating physics-based models into the
standard approach. In the first step the unit
commitment problem (UCP) is solved using mixed
integer linear models and standard mixed-integer
solvers. In the second step the economic dispatch
problem is solved, utilizing the unit statuses from the
UCP. This step involves dynamic optimization of non-
linear physics-based models. Both optimizations aim at
maximizing the production profit.

The modeling has focused on distributed
consumption and production. Optimization results
show that modeling of the district heating net impacts
the production planning in several ways, with results
such as reduction of production peaks and delay of
costly unit start-ups.

The physics-based modeling and dynamic
optimization techniques provide a flexible way to
formulate the optimization problem and include
constraints of physically important variables such as
supply temperature, pressures and mass flows.

Keywords: district heating, physical modeling,
distribution, optimization

1 Introduction

1.1 Background

The goal of production planning is to determine the
most profitable scheduling of the different production
units in a network, without violating operational
constraints. It can be viewed as an optimization
problem, which contains both continuous and discrete
variables.

The operational statuses (on or off) of the different
production units form the discrete decision variables of
the optimization problem. The continuous decision
variables are production unit loads and pump speeds.

The formulation also includes non-linear parts, such
as turbine characteristics and steam properties. This

results in an optimization problem referred to as a
mixed integer non-linear problem (MINLP).
Currently, there are no known algorithms with
predictable and robust performance for solving this
kind of problem.

The predicted customer heat load during the
optimization interval is the main input to the
production planning problem. The prediction is often
generated from weather forecasts and cannot be known
exactly in advance. In this paper manually generated
predictions are used, mostly assuming perfect
predictions, but formulations where uncertainties are
included are also investigated. The implemented
optimization model is based on the units and network
distribution of the Uppsala district heating network,
with special emphasis on the modeling of the
cogeneration plant KVV.

The standard method to circumvent the difficulties
of solving a MINLP problem in a production planning
formulation is to simplify the modeling considerably.
By linearizing plant models and reducing the network
model to only contain energy flows, a linear
optimization formulation is obtained instead. This kind
of problem is called a Mixed Integer Linear Problem
(MILP) and can be solved using standard techniques.
Previous work based on linear plant models include
(Arroyo and Conejo, 2004), where a method to
formulate start and stop trajectories is presented and
(Rolfsman, 2004), where a heat storage strategy based
on the variations in electricity price is presented. In
(Rong, et al, 2008) an improved algorithm for the unit
commitment problem is presented.

1.2 Proposed Approach

The separation of the optimization problem into the
Unit Commitment Problem (UCP) and the Economic
Dispatch Problem (EDP) part presents an alternative
solution to the problem of creating a robust
optimization formulation of the production planning
problem. The two optimization problems are solved in
series, a method previously implemented in (Velut et
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al, 2013). The modeling and optimization efforts are
conducted in the following manner:

e UCP: A linear optimization formulation is obtained
by approximating the district heating network
using piecewise linear models. The problem is
solved using a MILP solver with the status signal
for each production unit being the main result.

e EDP: A representation of the district heating
network is created using physical modeling.
Smoothened versions of the status signals from the
UCP are implemented in the model, so that only
continuous  variables are present in the
optimization formulation. By solving the
optimization problem, the load for each unit is
decided.

There are several benefits with including physical
modeling in the optimization formulation. The
optimization model becomes highly accurate when
physical laws such as mass and energy balances are
used to describe the units of the network. It also makes
it possible to optimize physically relevant variables
that effect the plant economics such as supply
temperatures and mass flows. The possibility to impose
constraints on these variables, based on the physical
and operational limitations of the real system is another
advantage.

In order to solve the EDP, the optimization problem
is discretized into a Non-Linear Programming (NLP)
problem using the so-called collocation method
(Magnusson, 2012). Different solvers for NLP
problems exist, in this work the open-source solver
IPOPT (Interior Point Optimizer), see (Wichter and
Biegler, 2006), was used. In previous projects the
authors have wused this method for dynamic
optimization of a carbon capture plant (Akesson et al,
2011) and, more notably, for short-term production
planning of district heating (Velut et al, 2013).

2 Modeling
2.1 Uppsala District Heating Network

The production units and network distribution of the
Uppsala district heating network were used as models
when the production planning setup was created in this
work. The main production unit in this network is the
cogeneration plant KVV located at the production site
Bolénderna. The KVV has a production capacity of
approximately 250 MW heat and 130 MW electricity.
Other important units in the system include several oil
boilers, a waste incineration plant, and an accumulator.

2.2 Discrete Optimization Model

The models used in the UCP are formulated in Python
using the Pyomo modeling language. The models are
linear and coarse and are mainly describing energy and
energy flows.

2.2.1 Cogeneration Plant KVV

The KVV is modeled using a polytope in the space of
electricity, heat and return temperature, which is
displayed in Figure 1. This means that for each return
temperature the polytope provides an area in the
electricity-heat plane which the electricity and heat
production is confined to. The KVV model in the EDP,
which is summarized in section 2.3.1, was used to
generate the polytope. The fuel consumption Uy for
a certain electricity production P,; and heat production
Qgvv 1s calculated using the efficiency ngyy according
to

Qkvv + Pey
Ugvy = — : M
Nkvv

Q, heat (MW)

Figure 1. Polyhedron representing the operating regions
of the cogeneration plant.

2.2.2 Other Production Units

For units that only produce heat, the relation between
produced heat Q,,;; and fuel consumption U,,;; is
given by

Qunit
Uunit =

(@)

Nunit

2.2.3 Accumulator

The accumulator works as an integrator, where the
stored energy E, .. is determined by

Egeclt] = Eqeelt — 1] — hQqec[t — 1] 3)

where Q..[t — 1] is the energy flow to or from the
accumulator and h is the sampling period.

2.2.4 Pipe Model

In order to represent the influence of the transportation
of the district heating water, a pipe model containing a
fixed time delay and a heat loss model is used. The
heat loss from a pipe section, Q, is determined using
the outdoor temperature and is based on the following
formula, describing the heat transferred from an
underground cylinder with temperature t;, when the
ground temperature is t; (Sundén, 2006).

218 Proceedings of the 11" International Modelica Conference DOI

September 21-23, 2015, Versailles, France

10.3384/ecp15118217



Session 3B: Building Energy Applications 2

ZT[AL(tO - tS)
2
In <2—N + 4 (ﬁ) - 1) @

0=
D D

The other parameters of this equation is summarized in
Table 1.

Table 1. Heat transfer parameters.

Parameter Interpretation

L Pipe length

D Pipe diameter
N Pipe depth
A

Soil heat transfer coefficient

2.3 Continuous Optimization Models

The EDP modeling was performed in Dymola, where
Modelica models representing the different units and
components of the district heating network, were
created.

Two different water media models are implemented,
an advanced model using polynomials to approximate
IF97 reference functions, and a simple model where
the specific heat capacity and density of the water are
constant. The advanced medium model is used in the
vapor cycle of the KVV, while the simple medium
model is used to represent the district heating water.

2.3.1 Cogeneration Plant KVV

The goal of the modeling of the KVV is to capture how
the produced heat and electricity depends on the plant
load, return water temperature and mass flow. For this
reason the modeling efforts have been directed towards
the vapor cycle. The entire cycle is however not
included in the model, instead boundary conditions

have been
assumptions:

implemented using the following

e The boiler outlet vapor characteristics (pressure
and enthalpy) are constant and the mass flow is
proportional to the plant load.

e The condensate leaving the condensers is at
saturation pressure.

e Bleed streams from low pressure turbines are
represented by a lumped pressure drop and a fixed
pressure boundary.

A schematic illustration of the model of the KVV is
displayed in Figure 2. A summary of the main
components used in this model is presented below.

e Turbine: An isentropic efficiency parameter is used
to calculate the outlet enthalpy and the mechanical
work, while Stodola’s law determines the relation
between mass flow and pressure drop. The
electrical output is calculated using mechanical and
electrical efficiencies.

e Condenser: By considering the difference between
incoming water temperature and the saturation
temperature a heat flow rate to the district heating
water is calculated. This heat flow rate determines
the condensation rate and consequently the
bleeding flow from the turbine stages.

e Control volume: Dynamic mass and energy
balances are used to model a control volume. The
equations are formulated using pressure and
enthalpy as states, which requires partial
derivatives of density with respect to enthalpy and
pressure.

e Pressure loss: A quadratic loss function is used to
relate the mass flow to the pressure drop.

e Reheater: An ideal representation of the reheating

IjF’ Turbine
| AIZE REEIter LP Turbines
Boiler ~Lg @y
] ) L] = =
Tap-off L e e
Lumped bleed [flow {
"""" District HeatingWater [ . | [ | = o .
Outlet x | Inlet

Major Condensers

@

il
|, IFlue gas cooler

Minor Condenser

Figure 2. Schematic overview of the cogeneration plant model.
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in the plant, as the outlet temperature is constant
and determined by a parameter value.

2.3.2 District Heating Network Models

The models used to represent all units in the district
heating network, except for the KVV, are summarized
below.

e Heat production unit: The heat production from
other units than the KVV is modeled empirically,
adding heat to the district heating water
proportionally to the firing power.

e Customer model: The mass flow through each
customer is determined by the customer load
model. The difference between the supply
temperature and the predefined return temperature,
which is based on the outdoor temperature,
provides the mass flow based on the heat demand.

e Accumulator: A finite volume approximation is
used where buoyance effects are neglected, i.e. no
mixing is assumed when the accumulator is not
charging or discharging. Heat losses are also
neglected.

2.3.3 Pipe model

The production units and the customers are connected
using pipe models. These are modeled using a
combination of a standard finite  volume
implementation and a fixed delay of the temperature
profile. The two components are connected in series,
together with a heat loss component using the same
heat dissipation equation as in the UCP pipe.

The goal of combining a fixed delay with a finite
volume model is to capture the main characteristics of
the pipe without having to use a model with very many
pipe segments, something that would increase the
complexity of the optimization problem considerably.
It is a compromise between using only a fixed delay,
which would result in incorrect delay times when the
mass flow is varying, and using a fixed volume
implementation with few volume segments, which
would result in numerical dissipation. The ratio
between the fixed delay and the finite volume pipe
volume is decided based on the range of mass flows
that will occur in each pipe and the accepted delay time
error for the boundaries of this range.

2.4 Network Representation

The distribution of the customers and production units
in the Uppsala district heating network is modeled
using a one-dimensional approach. The network
description is based on the setup presented in (Saarinen
and Boman, 2012), where the customer distribution as
a function of the delay time is determined. Compared
to that model the setup in the optimization models is
simplified further and only includes three customers. In
Figure 3 a schematic representation of the implemented
network structure is displayed.

. Customer 1 Customer 2
Production

EDP é) Production ¢ 