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Preface 

These proceedings present the highlights of the CLARIN Annual Conference 2016 that 
took place in Aix-en-Provence, France. As the third volume in the proceedings series it 
illustrates that CLARIN has developed into a community with an ambition that goes 
beyond the realization of a research infrastructure for language resources. The 
multiannual record of CLARIN’s progression also demonstrates the ambition of 
coupling a data infrastructure to a knowledge sharing infrastructure: a common platform
that will guide researchers from the Humanities and Social Sciences in making optimal 
use of the infrastructure and benefitting from the experience of other researchers and the
best practices applied across the case studies collected. 

The papers selected for this volume present the results of a number of projects 
conducted within and between CLARIN’s national consortia, but the proceedings of 
2016 also contain papers with contributions from authors outside the CLARIN 
consortium. Furthermore, the fact that France generously hosted the conference already 
in the year before it actually joined CLARIN as an observer highlights the potential for 
growth and for pan-European collaboration.

CLARIN provides sustainable access to language resources in all forms, analysis 
services for the processing of language materials, and a platform that can stimulate the 
use, reuse and repurposing of the available data. This contributes to realizing the vision 
associated with the Open Science agenda and to strengthening Europe’s capacity to 
lower the barriers for researchers to entry digital scholarship and cutting edge research. 
As shown by the range of topics addressed in the proceedings, language resources can 
play a multitude of roles, including carrier of information, record of the past, means of 
literary expression, social signal, or object of linguistic study.

Due to the diversity of the data types supported, the communities of use to be served by 
CLARIN are also diverse. Combined with the multitude of languages covered, CLARIN
can help to realize a multilingual European Research Area for digital research in the 
Humanities and Social Sciences, to turn Europe’s multilingualism into a basis for the 
comparative investigation of a wide range of intellectual and societal phenomena and to 
ensure that  the multidisciplinary research agendas addressing societal challenges will 
have impact.

The CLARIN Annual Conference is one of the communication instruments between 
those who build and maintain the infrastructure, those who provide data and tools, and 
those who use the CLARIN infrastructure in their scholarly projects. A similar role is 
played by the workshops focused on specific data types organized in 2016 and 2017. All
these CLARIN events have demonstrated the importance of coordination in sharing the 
insights into problems, solutions, failures and successes across national and linguistic 
borders. Hopefully this volume will help to attract new categories of scholars, with 
ideas and requirements for use cases that can help us identify the directions and next 
steps to take in the further development of the CLARIN infrastructure as a pillar of 
Europe’s Open Science policies.

Utrecht, 14 May 2017

Franciska de Jong
Executive Director CLARIN ERIC
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Introduction 

This volume contains a selection of papers presented at the CLARIN Annual 
Conference 2016 which was held in Aix-en-Provence, France, on 26–28 October 2016.

This was the fifth edition of the conference. It started in 2012 as an internal event, 
where members of the national CLARIN consortia came together to share their 
experiences of and thoughts on the development of the CLARIN ERIC infrastructure. 

In 2014, it was felt that the time was ripe to change the format of the conference into 
an event with an open call for contributions, in order to include also the humanities and 
social-science research communities – the intended users of the infrastructure – in the 
exchange of ideas and experiences on the CLARIN infrastructure. This includes its 
design, construction and operation, the data and services that it contains or should 
contain, its actual use by researchers, its relation to other infrastructures and projects, 
and the CLARIN Knowledge Sharing Infrastructure.

As a result of the 2016 call for papers we received 34 anonymous extended abstracts, 
each of which was anonymously reviewed by at least three members of the program 
committee, which as always consisted of the members of the CLARIN ERIC National 
Coordinators’ Forum, i.e., one member from each participating country or NGO. In 
order to avoid conflicts of interest, no PC member reviewed submissions from their own
country. As a result of the reviewing process, a total of 25 submissions were accepted 
for presentation at the conference, 14 as oral presentations and 11 as posters. 

In addition to the submitted presentations, the conference featured two invited 
speakers. The keynote on the first day was presented by professor Ian Gregory from 
Lancaster University, under the title Texts, language and geography: Understanding 
literature using geographical text analysis, and on the second day, professor Sally 
Wyatt, Maastricht University talked about Why technologies are not neutral, and why it 
matters for linguists. 

As a new feature, the CLARIN 2016 call for papers included a call for submissions to a 
thematic session, focusing on Language resources and historical sources. The general 
area of interest for the thematic session was stated in the call for papers as CLARIN-
related research in the historical sciences, understood in a wide sense to encompass 
fields such as History, “History of ...”/“... history” (e.g., History of science, Rhetorical 
history), as well as the various historically oriented subfields of linguistics (e.g., 
Historical linguistics, Historical pragmatics, etc.), and philology. We invited 
submissions on two separate but overlapping aspects that we construed this theme to 
encompass: 

(1) The historical aspect in a narrower sense: Processing historical language stages in
the form of text or speech, with the concomitant issues of digitization, non-standardized 
language, etc. 

(2) The diachronic aspect: Discovering, characterizing and tracking change through 
time, both linguistic changes and changes in the world as reflected in the content of text.

Two of the oral presentations and several posters addressed this theme. Ian Gregory’s 
keynote speech together with the two oral presentations were organized into a thematic 
session scheduled at the very beginning of the conference program.

The conference was video recorded; see the YouTube playlist:
https://www.youtube.com/playlist?list=PLlKmS5dTMgw2pP-uvhKNVSgOuuZjvmLwy

Following the conference, authors of the accepted papers were invited to submit full 
versions of their papers to be considered for the conference proceedings volume, 
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although this time the submissions were not anonymous. Again the papers were 
reviewed (anonymously) by two to four PC members, at least one of which had not 
reviewed the original abstract submitted for the conference. We received 14 full-length 
submissions, out of which 10 were accepted for this volume. Most of these address core 
CLARIN issues dealing with the construction, maintenance and use of the European 
infrastructure coordinated in the framework of the CLARIN ERIC, such as search 
engine design, resource discovery, metadata quality, researcher training in infrastructure
use, and design of specific tools and resources. There is one “pure” research paper in 
this volume – by Hinrichs, Erdmann and Joseph – but many of the contributions refer to
research conducted using the CLARIN infrastructure. In two cases – the papers by 
Beißwenger et al. and by MacWhinney – the focus is on resource-building with specific 
research questions or a specific research field in mind, where the research and 
infrastructure-building activities feed into each other and actually become hard to 
disentangle. 

I would like to thank the reviewers for the dedicated efforts they put down in evaluating 
the submissions, and also Peter Berkesand at Linköping University Electronic Press, 
who (as usual) has ensured that the digital publication of this volume went smoothly 
and painlessly.

Lars Borin
University of Gothenburg
Program committee chair
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Abstract 

The paper presents best practices and results from projects dedicated to the creation of corpora 

of computer-mediated communication and social media interactions (CMC) from four different 

countries. Even though there are still many open issues related to building and annotating 

corpora of this type, there already exists a range of tested solutions which may serve as a 

starting point for a comprehensive discussion on how future standards for CMC corpora could 

(and should) be shaped like. 

1 Introduction 

The paper presents best practices and results from projects dedicated to the creation of corpora of 

computer-mediated communication and social media interactions (henceforth referred to as CMC) 

from four European countries. The projects are inter-related via a bottom-up network of researchers 

interested in fostering the transfer of expertise and solutions for handling this relatively new type of 

language resources and for modeling the structural and linguistic peculiarities of (written and 

multimodal) discourse found in chat, forum, sms and whatsapp interactions, in weblogs and wikis, on 

social network sites and in multimodal CMC environments. This new type of discourse exhibits 

features that cannot be adequately handled by the schemas and tools which have been developed for 
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the representation, annotation and processing of discourse which conforms to the written standard and 

the structural conventions of established text types (e.g., newspaper articles, prose, scientific articles). 

In addition with the collection and redistribution of CMC data in linguistic corpora, legal and ethical 

issues arise which are not yet sufficiently covered by existing laws and ethical standards. What is 

more, there are no established standards for metadata and for the documentation of the (technological, 

hypermedial and social) context in which CMC data are typically embedded, produced and used. 

Corpus-linguistic approaches to CMC have so far not found answers to all of these challenges. 

Nevertheless, existing projects in the field have proposed and tested an encouraging range of solutions 

and best practices. The joint goal of the projects and initiatives described in this paper is to pave the 

ground for standards which will allow CMC corpora to be interoperable (a) with each other and (b) 

with language resources for other types of discourse (text and speech corpora). 

The paper is structured as follows: Section 2 gives an overview of existing CMC corpora and 

corpus projects. Section 3 describes two initiatives dedicated to the development of standards and to 

the exchange of knowledge related to the collection, annotation, representation and provision of CMC 

corpora. Section 4 gives an overview of the results and best practices from CMC corpus projects in 

four countries which may be useful for other projects in the field and which may serve as a starting 

point for a more comprehensive discussion on how future standards for CMC corpora could (and 

should) be shaped like. 

2 Overview of CMC corpora and corpus projects 

Even though research on CMC in linguistics and social sciences from its very beginning had a strong 

empirical focus, only few corpora or datasets have been made available to the scientific public. An 

overview of CMC corpora is given in Beißwenger and Storrer (2008). Examples of ‘early-bird’ CMC 
corpora are: 

 the NPS Chat Corpus for English (Forsyth and Martell, 2007) with 45.000 tokens from age-

specific chat rooms which have been annotated with part-of-speech information and a dialog-

act classification. The corpus is available via the Linguistic Data Consortium (LDC). 

 The Dortmund Chat Corpus for German (Beißwenger, 2013) which comprises 1 million 

tokens of chat discourse with annotations of selected CMC-specific phenomena. The corpus is 

available for free download since 2005
1
 and will be released in an enhanced version as part of 

CLARIN-D in spring 2017 (cf. Sect. 4.2). 

More recently, a range of projects has created (or is currently creating) resources which have been or 

will be made available to the public – for example (in alphabetical order): 

 CoMeRe: a collection of 14 French corpora for 9 different CMC genres represented in TEI, 

available for download via ORTOLANG (cf. Sect. 4.1).
2
 

 CorCenCC-CMC: The “e-language” component in the project “National Corpus of 
Contemporary Welsh” (CorCenCC, since 2016).

3
 

 DEREKO-News: Corpus of German Newsgroups in DEREKO, since 2013, 98 million tokens, 

available for online querying via COSMAS II (Schröck and Lüngen, 2015).
4
 

 DEREKO-Wikipedia: Wikipedia corpora in DEREKO: German language article talk and user 

talk (cf. Margaretha and Lüngen, 2014), 581 million tokens, available for online querying via 

COSMAS II; also downloadable. 

 DiDi corpus: The CMC corpus from the DiDi project with 570.000 tokens of German, Italian 

and South Tyrolean Facebook posts and interactions, available for online querying via ANNIS 

(Frey et al., 2016; cf. Sect. 4.3).
5
 

 DWDS blog corpus: The blog corpus in the corpus collection of the DWDS project: 103 

million tokens from CC-licensed, mainly German blog entries, available for online querying.
6
 

                                                           
1  http://chatkorpus.tu-dortmund.de/  
2  http://hdl.handle.net/11403/comere  
3  Project page: http://sites.cardiff.ac.uk/corcencc/  
4  https://cosmas2.ids-mannheim.de/  
5  http://www.eurac.edu/didi  
6  https://www.dwds.de 
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 Janes: The Corpus of Nonstandard Slovene comprising >200 million tokens from tweets, 

forum posts, blogs, comments on news articles and Wikipedia discussions (Fišer et al., 2016; 

cf. Sect. 4.4).
7
 

 sms4science.ch: a donation-based corpus of 650.000 tokens of SMS messages collected in 

Switzerland and comprising discourse in non-dialectal German, French, Swiss German, Italian 

and Romansh (Dürscheid and Stark, 2011), available for online querying in a full text version 

(SMS Navigator) and as a partially annotated version represented in ANNIS.
8
 

 SoNaR-CMC: the CMC component (chats, tweets and sms messages) in the Reference Corpus 

of Contemporary Dutch (SoNaR, Oostdijk et al., 2013) which is available for online querying 

via CLARIN-NL (OpenSoNaR).
9
 

 Suomi24: a collection of 2.38 billion tokens of discourse from Finnish discussion forums with 

morpho-syntactic annotations, available for download.
10

 

 whatsup-switzerland.ch: Corpus of the project “Whats’s up, Switzerland?”: a collection of 5 

million tokens from 650 whatsapp chats donated by Swiss smart phone users.
11

 

 Web2Corpus_it: a balanced CMC corpus for Italian (in preparation) including discourse from 

forums, blogs, newsgroups, social networks and chats (Chiari and Canzonetti, 2014) created in 

the context of a project on negotiation strategies.
12

 

 

Even though the sheer availability of CMC corpora is already a big step ahead towards closing the 

“CMC gap” in the corpus landscape, the existing corpora, in their current state, are represented and 

provided using heterogeneous technologies, representation formats and annotation schemas. The 

availability of a flexible standard for the representation and exchange of CMC resources would allow 

researchers and corpus providers to combine, merge and connect their resources (interoperability), and 

facilitate corpus-based research across languages and CMC genres and beyond the limitations of 

single corpora. The creation of such a standard in compliance with the existing standards in the field of 

digital humanties would, additionally, allow to combine CMC corpora with corpora of other type (text 

corpora, speech corpora) and thus open up new perspectives also for corpus-based research on 

commonalities and differences between CMC discourse and monologic written language and spoken 

conversations. Moreover, compliance with existing standards would increase the sustainability and 

reusability of resources. 

3 cmc-corpora.org: a European network of CMC corpus projects 

Since 2013 a loose network of projects with a joint interest in building, annotating and analyzing CMC 

corpora has set up two initiatives in order to (1) strengthen the exchange of expertise and best 

practices between projects and (2) lead the discussion of a representation standard for CMC genres in 

the context of a well-acknowledged standardization initiative in the Digital Humanities: 

3.1 Conference series on CMC corpora 

The network has established a series of international workshops and conferences dedicated to the 

creation of CMC corpora with previous events held in Dortmund/DE (2013, 2014), Rennes/F (2015) 

and Ljubljana/SI (2016), and a next event (the 5th Conference on CMC and Social Media Corpora for 

the Humanities) scheduled to be held in October 2017 at Eurac Research in Bolzano/IT. These 

conferences are defined as peer-reviewed events with a coordinating and a scientific committee.
13

 

Since 2016 the conferences are accompanied by peer-reviewed proceedings which are published 

online (cf. Fišer and Beißwenger, 2016). 

                                                           
7 Project page: http://nl.ijs.si/janes/ 
8 http://www.sms4science.ch 
9 https://portal.clarin.nl/node/4195 
10 http://urn.fi/urn:nbn:fi:lb-201412171 
11 http://www.whatsup-switzerland.ch/ 
12 Project page: http://www.glottoweb.org/web2corpus/ 
13 http://www.cmc-corpora.org 
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3.2 TEI special interest group on CMC 

The network succeeded with a proposal for the creation of a special interest group (SIG) on Computer-

Mediated Communication in the Text Encoding Initiative (TEI, http://tei-c.org) in 2013. The goal of 

this SIG is to extend the TEI framework with additions dedicated to the representation of the structural 

and linguistic peculiarities of CMC genres. Starting from a discussion of a first schema draft defined 

by Beißwenger et al. (2012) the SIG created two advanced schema drafts (‘CoMeRe schema’, 2014, 
‘CLARIN-D schema’, 2015) which have been tested with French and German corpora and which are 
currently being adopted by other further projects. The schemas developed by the SIG are defined 

following the rules for customization described in the TEI guidelines
14

. The basic structure and CMC-

specific models of the schemas have been discussed with the TEI community in several panels at the 

annual TEI conferences and members’ meetings and will be presented to the TEI Technical Council in 
the form of feature requests, i.e. suggestions for the extension of the “official” TEI standard. The latest 
version of the schema which builds on its predecessors is described in Sect. 4.2.2. 

4 Groundwork and best practices from projects in Germany, France, Italy and 

Slovenia 

4.1 The CLARIN-D curation project ChatCorpus2CLARIN (Germany)  

4.1.1 Project description 

 

In the project ChatCorpus2CLARIN, an existing chat corpus for German (the Dortmund Chat Corpus, 

Beißwenger, 2013) served as a use case to demonstrate how an integration of CMC and social media 

resources into the CLARIN-D corpus infrastructures could be accomplished in a way that the target 

resource (1) conforms to established standards for the representation and linguistic annotation of 

corpora in the Digital Humanities context and (2) can be a useful resource for doing comparative 

analyses of CMC discourse with other types of corpus resources in CLARIN-D (text and speech 

corpora). The original resource has been compiled in 2002–2005 and comprises 1 million tokens of 

German chat discourse from various domains (social chat, chat in the context of learning and teaching, 

advisory chats, chats in the media context). The data is represented using a ‘homegrown’ XML format 

which describes (different types of) individual user posts, selected linguistic phenomena (such as 

emoticons, addressing terms, action words and acronyms) and selected metadata about the chats and 

their participants. The corpus has been available online for download since 2005.
15

 It has been used as 

a resource in a broad range of research and teaching contexts in linguistics and language technology. 

In the project, the original resource was remodeled building on schema drafts from the TEI CMC-SIG 

(Sect. 3) to increase its interoperability with other types of corpora provided via CLARIN-D. To 

extend the research and query options for the target resource the corpus, in addition, was enhanced 

with a layer of linguistic annotations (tokens, parts of speech, lemmas). 

The project was headed by Michael Beißwenger (U Dortmund) and Angelika Storrer (U 

Mannheim). Researchers from the CLARIN-D hubs at the Institute for the German Language (IDS), 

Mannheim (Harald Lüngen), and from the Berlin-Brandenburg Academy of Sciences (Axel Herold) 

were closely involved into all work packages of the project. A visualization of the workflow and 

resources used in the integration process is given in Figure 1 and described in detail in Lüngen et al. 

(2016). 

 

                                                           
14 http://www.tei-c.org/release/doc/tei-p5-doc/en/html/USE.html 
15 http://chatkorpus.tu-dortmund.de/  
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Figure 1: Integration of the Dortmund Chat Corpus into the CLARIN-D corpus infrastructure. 

 

Main resources and work packages in the project workflow were: 

 An experimental CMC corpus: For developing and testing the solutions developed for 

representing and annotating the corpus, we compiled a small experimental corpus with data 

from several CMC and social media genres (chat, news messages, Wikipedia talk pages, 

tweets, whatsapp interactions). This was done to guarantee that the annotation schema and 

tagset are useful not only for chat but also for a range of other types of (mainly) written 

CMC genres. 

 Linguistic annotation: Tokenization, part-of-speech (PoS) tagging and lemmatization were 

done in two stages: (1) an automatic tagging process done at Saarland University applying 

the NLP toolchain described in Horbach et al. (2014) and (2) a manual post-editing phase 

with two trained annotators for a part of the resource (to demonstrate how a ‘gold’ 
annotation for chat data could look like). 

 The ‘STTS 2.0’ Part-of-Speech Tagset: As target standard for the PoS layer, we adopted 

the tag set (‘STTS 2.0’; Beißwenger et al., 2015) developed in the GSCL shared task on 
automatic linguistic annotation of CMC and social media (EmpiriST2015; Beißwenger et al., 

2016)
16. ‘STTS 2.0’ builds on the categories of the “Stuttgart-Tübingen Tagset” (STTS, 

Schiller et al., 1999) and introduces two types of new tags: (1) tags for phenomena which are 

specific for CMC and social media discourse, (2) tags for phenomena which are typical of 

spontaneous spoken language in colloquial registers and which can also be found in corpora 

of transcribed speech (e.g., in the FOLK corpus of spoken language at the IDS which uses an 

STTS extension which is compatible with ‘STTS 2.0’, Westpfahl and Schmidt, 2016). The 

resulting tag set is still downwardly compatible with STTS (1999) and therefore allows for 

interoperability with other corpora that have been tagged with STTS. 

 Legal clearance and anonymization: Prior to the integration of the curated resource in 

CLARIN infrastructures, we sought a legal opinion to get a better picture of the legal 

conditions for republishing the material as a whole or in parts. The legal opinion 

(iRights.Law, 2016) carefully checked for possible restrictions arising from individual 

property rights, copyrights and other legal statutes. One result was that the possibility to 

identify individuals from their utterances (with the exception of public figures) needed to be 

circumvented by means of an anonymization. Only parts of the anonymization task could be 

done automatically; occurrences of names that had not been annotated in the original source, 

                                                           
16 http://sites.google.com/site/empirist2015/ 
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or that could not be matched to entries in the participant list automatically, had to be 

anonymized manually which was a very time-consuming process so that the date for the 

release of the integrated resource had to be postponed to spring 2017. 

 Development of a schema for remodeling the chat corpus in TEI: To achieve 

interoperability with a broad range of other language resources in the digital humanities, the 

original resource was converted into a TEI format using customizations. Main features of the 

TEI schema developed in the project are outlined in Sect. 4.2.2. 

 

The TEI schema, PoS tagset and anonymization guidelines will be reused and refined in follow-up 

CMC corpus projects within CLARIN-D – e.g. for representing and annotating data in the project 

MoCoDa (Mobile Communication Database) in which a database and web frontend for the repeated 

collection of data donations from whatsapp, sms and similar CMC ‘apps’ for mobile use will be 
created. The project which started in January 2017 is funded by the Ministry for Innovation, Science, 

Research and Technology of the German federal state North Rhine-Westfalia and by Michael 

Beißwenger (U Duisburg-Essen), Wolfgang Imo (U Halle-Wittenberg) and Evelyn Ziegler (U 

Duisburg-Essen). 

 

4.1.2 Results beyond the resource: The ‘CLARIN-D TEI schema’ for CMC 
 

The TEI schema developed in the project (the ‘CLARIN-D TEI schema’) is the result of a continued 
development based on two previous schemas for the representation of CMC discourse: the schema 

suggested by Beißwenger et al. (2012) and the schema developed in the CoMeRe project (Chanier et 

al., 2014; cf. Sect. 4.1.2). The development of the schema was fostered by extensive discussions 

within the TEI CMC-SIG (Sect. 3) and by discussions within the DFG scientific network Empirikom
17

. 

While aiming at providing a generic model for CMC discourse within the framework of the TEI, the 

CLARIN-D schema focuses on the representation of discourse captured in chat logfiles, whatsapp 

interactions, tweets and Wikipedia discussions. To amend the TEI guidelines (TEI-P5) for this CMC 

genre and reflect properties specific to logfiles, different types of customizations of the TEI guidelines 

had to be implemented: 

(1) New elements: Three new elements were introduced to cater for building-blocks of computer-

mediated interactions not yet covered by the TEI guidelines, namely <post> (which has first been 

described in the ‘DeRiK TEI schema’, Beißwenger et al., 2012 and see figure 2) and <prod> 
(originally introduced in the CoMeRe schema, Chanier et al., 2014). <post> is used to represent any 

written contribution to an ongoing CMC interaction which (1) has been composed by its author in its 

entirety as part of a private activity and, subsequently, (2) has been sent to the server en bloc. In 

contrast to <post>, <prod> represents non-verbal acts within a CMC environment (for details cf. Sect. 

4.2.2). As another new element, we introduced <signatureContent> to allow for the unified 

representation of (most often automatically created) user signatures. This element may occur in meta-

data descriptions of the discourse participants. 

(2) New attributes: A new binary attribute @auto (‘automatically generated’) was introduced to 
better reflect the influence of the communication system on the discourse. In many CMC systems, 

non-verbal actions of participants may result in automatically generated verbal messages, e.g. the 

insertion of quoted material when hitting a “reply” button, the insertion of signatures into posts, or the 
generation of status messages. In combination with TEI’s @who attribute, fine grained modeling of a 
message’s creation context becomes possible. Because computer-assisted writing or collaborative 

writing in CMC may lead to parts of messages being produced by different participants, the 

exploitation of @who was allowed within a wider range of elements than is accepted in TEI proper 

(see figure 2). 

                                                           
17 http://www.empirikom.net 
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 (3) Adaptation and extension of content models: The content model of the generic <s> 

(sentence), <p> (paragraph), and <quote> elements was extended to allow for sub-elements such as 

<closer>, <signed>, or <postscript> to occur in a wider range of contexts than envisioned by the TEI. 

In CMC discourse, these types of text structure tend to be used without the rigid positional constraints 

found e.g. in traditional books and letters. The content model of some of the elements containing e.g. 

TEI’s <p> and <s> elements was adapted to allow for combining these elements with the newly 
introduced elements as well as less restricted use of these elements in their typical contexts. 

In addition to these customizations, we have defined best practices for using the TEI-P5 models 

<w>, <phr>, <signed>, <time>, <div>, <name> and other elements for annotating CMC phenomena 

and for adding part-of-speech information for every word token. Best practices have also been 

proposed for metadata modeling the discourse level as well as on the level of individual posts. 

4.2 The CoMeRe project (France) 

4.2.1 Project description 

 
The CoMeRe project (‘Communication Médiée par les Réseaux’, supported in 2013-2015 by the 

National Written Corpora Consortium IRCE
18

) brought together researchers who had previously 

collected different types of CMC corpora in their local research teams or in previous research projects, 

and had structured these in a variety of formats (different XML schemas for text chat corpora, SMS 

corpora, and for LEarning and TEaching Corpora (LETEC)). 

The primary aim of CoMeRe was to design a common model for CMC discourse that would fit the 

pre-existing CMC corpora, as well as new corpora collected both during the project or post-project. 

The secondary aim was to release these corpora in a common repository as open data, in order to 

provide access to a dataset with significant coverage to researchers interested in the linguistic study of 

CMC genres. 

To address the project’s primary goal, it was first necessary to develop a common document model 
that would fit different types of multimodal CMC data, the TEI CoMeRe schema (2014). All the 14 

corpora stored in the CoMeRe repository (2016) have been structured according to this schema. To 

ensure open access to everyone, the data were collected from sources with appropriate licenses, 

anonymized, and the corpora were released under Creative Common licenses with the least possible 

constraints for reuse. 

 

4.2.2 Results beyond the resource: models for representing multimodal CMC in TEI 

 

The opportunity to collect various types of CMC corpora in different formats led us to develop a 

uniform format complying with the TEI-CMC SIG (Sect. 3). The CoMeRe schema had to be 

compatible with various genres, including sms, wiki discussions, tweets, weblogs, emails, discussion 

forums, text chats, oral and multimodal interactions, and multimodal interactions in 3D environments. 

For a part of these genres (such as text chat or sms interactions) the users’ interactions may be 
encoded in a way similar to the encoding suggested by Beißwenger et al. (2012), directly relying on 

the new <post> element (Sect. 4.1.2). For other corpora based on textual interactions, it has been 

                                                           
18 http://corpusecrits.huma-num.fr/ 

<post xml:id="m645" who="#A02" synch="#t058" type="standard" auto="false"> 
   <note auto="true" who="#A02">for all</note> 
   <anchor type="sentence_start"/> 
   <ref type="addressingTerm" corresp="#A27"> 
      <w xml:id="m645.t1" type="ADV" lemma="nun">nun</w> 
      <w xml:id="m645.t2" type="VVFIN" lemma="bitten">bitte</w> 
      <w xml:id="m645.t3" type="NE" lemma="[_FEMALE-STUDENT-A27_]">[_FEMALE-STUDENT-A27_]</w> 
      <w xml:id="m645.t4" type="$." lemma="!">!</w> 
   </ref> 
   <time> 16:48 </time> 
</post> 

Figure 2: CLARIN-D TEI snippet encoding a chat message, demonstrating the use of <post> and 

custom attributes. The attributes @who, @corresp, and @synch point to the list of participants 

and the timeline, respectively, in the TEI header. 
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necessary to enrich the <post> element with extra attributes such as explicit references to previous 

posts (email, discussion forum, weblog, wiki discussions), or to add sub-elements which describe 

specific structures encountered within the message contents (tweets). Since the LETEC (LEarning & 

TEaching) corpora had the most complex structure (Chanier and Wigham, 2016), they served as a 

basis to develop the CoMeRe schema. A LETEC corpus is a structured entity containing all the 

elements resulting from an online learning situation whose context is described by an educational 

scenario and a research protocol. The core data collection includes all the CMC interaction data, the 

course participants’ productions, and the tracks, resulting from the participants’ actions in the learning 
environment. 

Indeed, LETEC participants in a course generally used several CMC tools to communicate over a 

period of 8 to 10 weeks. Participants resorted to various written synchronous and asynchronous 

communication tools, including emails, text chats, and discussion forums. The challenge was to 

organize the various interactions in a coherent way within the corpus structure which was the reason to 

develop the notion of Interaction Space (IS), with participants interacting on similar subjects using 

different tools within a time frame. The CoMeRe project members all agreed to adopt this concept, 

detailed in Chanier et al. (2014), which was generic enough to encompass the CMC genres they were 

dealing with. 

Briefly, an Interaction Space is located within a timeframe, during which interactions occur between 

a set of participants within an online location. This location is defined by the properties of the set of 

environments used by the participants who may be either individual members or groups. The 

environments may be synchronous or asynchronous, mono- or multimodal, simple or complex. The 

traces of actions within an environment and one particular modality of a CMC tool are termed ‘acts’. 
Working with this concept, the TEI CoMeRe schema was proposed. The various components of the 

Interaction Space are defined in the <teiHeader> of the TEI file, while the actual use of the 

environments by the participants interacting is described in the <body> part of the TEI file.  

IS relates to the intrinsic dialogic nature of such corpora and interactions and all CoMeRe corpora 

were structured this way. In most cases, the structure of the dialogues could be automatically detected. 

Only Wikipedia discussions (and particularly the Wikiconflits corpus described in Poudat et al., 2017) 

needed further checking – because of the particularities of Wiki editing and of the fact that 

wikipedians do not necessarily follow Wikipedia editing recommendations. 

Another best practice we worked on concerns the encoding of information on participants: this 

information is of course crucial for the researcher. Here again, LETEC was the type of corpus in 

which we had the more detailed information about participants, including information on their role 

(teacher, learner, domain experts), their sex, age, linguistic competence (languages studied, mastered 

at different levels), the institutions they belong to, etc. Another part of the information relates to the 

characteristics and the composition of the groups which circumscribe the space of participants' 

interactions: the classroom, the subgroups belonging to one or different institutions, the roles played 

by the participants within each group (tutor, facilitator, learner, etc.). This detailed encoding about 

participants was also applied to the other CoMeRe genres which did not concern learning situations. 

For instance, in SMS corpora, questionnaires helped researchers to collect information about 

participants’ habits and usage of SMS, the types of phones and the writing tools they use (Panckhurst 

et al., 2016). All information on participants have to be encoded in a standard way, and the schema we 

developed will also be used in the working groups of the new national consortium CORLI (Corpus, 

Langues and Interactions). 

Lastly, and this will be further developed within CORLI, LETEC situations not only concern 

environments where participants interact simultaneously within different CMC textual tools, but also 

CMC oral tools, and tools based on non-verbal interactions (such as collaborative word processors, 

concept maps, whiteboards, even interactions generated through avatars which move in 3D worlds 

(Wigham and Chanier, 2013)). Thanks to the speech component of the TEI, data from CMC oral tools 

could be encoded with the <u> element. However, a new element, currently entitled <prod>, had to be 

created in order to encapsulate the transcription of non-verbal acts. In the IS model, all the three 

elements <post>, <u>, and <prod> appear at the same level in the hierarchy. This equality reflects the 

fact that participants can interact at the same time through textual, oral, or nonverbal acts, each of 

them associated to an author, a specific duration, and a content which may provoke another 
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participant's reaction. Studying multimodal dialogues requires an encoding of the cross references of 

the different acts through their head characteristic or their contents.  

All the CoMeRe corpora were encoded according to these principles, and were deposited into 

ORTOLANG
19

. This infrastructure represents the most important linguistic data service at the national 

level. It takes care of curation and long-term archiving. It plays a role similar to other CLARIN 

national structures, and should in the near future become a part of the European network. 

Finally, we are currently working on best practices regarding the PoS tagging of CMC corpora. 

Only one corpus has been processed so far (a text chat corpus, see Riou and Sagot, 2016), thanks to 

the MElt tagger. The CoMeRe project has a special interest in further advancing that agenda in line 

with the European partnership. 

 

4.3  The DiDi project (Italy) 

4.3.1 Project description 

 

The goal of the regionally funded 2-year DiDi project was to build a South Tyrolean CMC corpus and 

document the current language use. For this purpose, we collected language data from a social 

networking site (SNS) and combined it with socio-demographic data about the writers, obtained from 

a questionnaire (Frey et al., 2016). We chose to collect data from Facebook because this SNS is well 

known in South Tyrol, offers a wide variety of different communication methods, and is used 

throughout the territory by many social groups and people of different age.  

The autonomous Italian province of South Tyrol is characterized by a multilingual environment 

with three official languages (Italian, German, and Ladin), and an institutional bi- or trilingualism 

(depending on the percentage of the Ladin population). Although the project focused on the German-

speaking language group, all information regarding the project, for example, the invitation to 

participate, the privacy agreement, the project web site, and the questionnaire for collection socio-

demographic data was published in German and Italian. Consequently, speakers of both Italian and 

German participated in the text collection campaign. 

The multilingual CMC corpus combines Facebook status updates, comments, and private messages 

with socio-demographic data of the writers. The corpus was enriched with linguistic annotations on 

thread, text and token level, and provides the following socio-demographic information about the 

participants: gender, education, employment, internet communication habits, communication devices 

in use, internet experience, first language(s) (L1), and usage of a South Tyrolean German or Italian 

dialect and its particular origin. On text level, the corpus was semi-automatically annotated with 

language code(s) and a political vs. non-political topic label. On token level, the corpus was 

automatically annotated with part-of-speech, lemma, and CMC phenomenon (e.g. emoticons, emojis, 

and iteration of graphemes and punctuation) information, and manually normalised, anonymised and 

annotated with information about the use of German variety.  

Another focus of the project was on the users’ age and on the question whether a person’s age 
influences language use on SNS; where age is understood in two ways: as a numerical value that 

reflects the life span of an individual and as digital age that reflects a person’s experience with the new 
media.  

Overall, the DiDi corpus comprises public and non-public language data of 136 South Tyrolean 

Facebook users. The users could choose to provide either their Facebook wall communication (status 

updates and comments), their chat (i.e. private messages) communication or both. In the end, 50 

people provided access to both types of data. 80 users only provided access to their Facebook wall and 

6 users gave their chat communication. In total, the corpus consists of around 600,000 tokens that are 

distributed over the text categories status updates (172,66 tokens), comments (94,512 tokens) and chat 

messages (328,796 tokens). German language content comprises 58% of the corpus. 13% are written 

in Italian and 4% in English (the remainder of the messages was either classified as unidentifiable 

language, non-language or other language). The distribution of the languages is in line with the 

language backgrounds of the participants and is comparable to the multilingual community of South 

Tyrol. 

                                                           
19 https://www.ortolang.fr/ 
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4.3.2 Results beyond the resource: A strategy for collecting private, non-public CMC data 

 

Although the creation and analysis of CMC corpora is currently an active research area, projects 

exploring private conversations have been rare (but see Dürscheid and Stark (2011) and other 

sms4science
20

 projects, Verheijen and Stoop (2016), and also, for example, the “What's up 
Switzerland?” project21

). Instead, projects often explore publicly available data from SNS (like 

Facebook or Twitter), or data from Wikipedia or discussion boards, where data are relatively easy to 

obtain. Compared to publicly available data, the acquisition of private data is considerably more 

difficult in terms of privacy issues, technical implementation and sampled data retrieval. Obtaining 

private CMC data is time-consuming for both the researchers and the participants because direct 

interaction between the two is needed. Additionally, the data acquisition process might involve various 

media discontinuities; this, in turn, causes problems in terms of consistency during data transfer and 

increases the risk of possible data loss. 

Bolander and Locher (2014) and Beißwenger and Storrer (2008) discuss general issues and 

challenges for corpora of publicly available CMC data. When dealing with non-public data, the issues 

of data acquisition for CMC corpora become even more demanding: legal concerns add to ethical 

issues, and technical demands related to authentic data retrieval and the linking of mixed resources 

(for example, linking language data and socio-linguistic meta information) get more challenging. Also, 

for technical and legal reasons of data acquisition an interaction between the user and the researcher 

becomes an inevitable necessity.  

The legal situation of using publicly available user-generated language data for research is still 

under debate, but the trend leans towards seeking explicit user consent. Also, the data will be bound to 

copyright restrictions, making every modification, (re)publication or citation, potentially problematic 

(Baron et al., 2012). Furthermore, ethical considerations demand that researchers acquiring private 

personal data should seek the user’s consent in advance and that the data is anonymised (Beißwenger 
and Storrer, 2008). For non-public data, this legal and ethical issues are even more critical. But also 

technical constraints make it necessary to interact with the users: most media platforms offer 

interfaces for third parties to explicitly request permission from the users to use their data. Finding a 

representative sample of participants for the corpus is another problem that, in fact, many corpus 

creation projects face. Often expensive public relation campaigns and incentives are necessary to get 

users to participate in projects where the requested data is personal, private and potentially intimate. 

Different approaches exist to gather the otherwise non-accessible private data, most of them asking for 

individual submissions of language data by the users. 

Frey et al. (2014) considers ‘submission by the user’ to be too tedious for users and researchers, and 
also troublesome because of privacy concerns on the user side and authenticity doubts on the research 

side (the users might feel that their writing does not reflect “proper” language use, and brush it up 

before donating it). Instead, they suggest automatic data collection via a web appilcation: In this way, 

it is possible to gain user consent and socio-linguistic metadata with the highest privacy for 

participants (without personal interaction, no backtracking via mail addresses, etc.) and also to collect 

authentic language data. Additionally, it makes participating more attractive by simplifying the 

procedure of sharing language and metadata in an integrated, easy and time-saving way, that is also 

genuine in that media setting (i.e. the participation stays within the same platform, using the platform's 

interface and methods that are already familiar to the user). The data collection process consists of the 

following steps: (1) inform potential participants about the research project, the privacy policy and the 

data usage declaration; (2) provide options for the user to choose which content to share (private inbox 

and/or personal wall) and thereby increase the transparency for the user; (3) authenticate the user via 

the Facebook login dialogue (by using the Facebook API); (4) obtain the consent to use, save and 

republish the user's data (via the web application as well as via the Facebook infrastructure for privacy 

policies); (5) manage the registered user and the granted permissions via the Facebook login dialogue 

and the Facebook API; (6) request an anonymous and individual user identifier for the survey client, 

save permission flags, and enlist the user into an internal database; (7) redirect the user to the survey 

                                                           
20 http://www.sms4science.org 
21 http://www.whatsup-switzerland.ch/ 

Selected papers from the CLARIN Annual Conference 2016

10



for the acquisition of the user's meta information; (8) provide dynamic feedback to the user about the 

current progress of the project (for example, about the amount of participants); (9) provide the 

possibility to share the application with Facebook friends to attract more users. 

The web application and these steps keep the participation process as slim and simple as possible, 

and it takes users two clicks to donate their language data. There is no one-to-one interaction between 

an authenticated person and a researcher. Furthermore, legal and ethical constraints are met without 

additional effort: meta information of the questionnaire and actual language data are automatically 

linked with an individualised anonymous user identifier, provided by Facebook for every registered 

user of the web application; so, these identifiers can be used with third-party survey services without 

privacy problems. Moreover, the procedure facilitates the isolation of user acquisition and interaction 

with the actual crawling of language data. After logging in, the application grants access to the user's 

account for a period of 60 days, and the web application only manages registered users. Thus, using 

such a web application enables efficient data crawling: users do not have to wait for the language data 

download to complete, and the risk of data loss and other loading and saving issues decreases, as data 

can be retrieved in independent processes whenever capacities allow it best. Furthermore, server or 

system failures do not result in data loss since the data can be requested repeatedly. And finally, there 

are various possibilities to support the attractiveness of the research project: Dynamic feedback can be 

given via the application interface allowing participants to be part of a collective community project. 

The application can be easily shared as Facebook post, blog comment, twitter status, e-mail or any 

other media content, and after having finished the survey, participants can directly share the 

application with their friends. This workflow is genuine to social media contexts and addresses 

interested users wherever they happen to be. In addition, participants can be reached by Facebook via 

targeted advertising campaigns that address a specific user subset and are usually paid by conversions 

or actual reach of the advertisement. 

For more details about the procedure and a discussion of problems and weaknesses see Frey et al. 

(2014). The anonymized corpus without the private messages is freely available for researchers, and 

the complete anonymized corpus is available after signing an agreement.
22

 

4.4     The Janes project (Slovenia) 

4.4.1 Project description 
 

The Janes project
23

 is compiling a corpus of Slovene user-generated content (Fišer et al., 2016) that 

contains five different text types of public user-generated content of varying lengths and 

communicative purposes: tweets, forum posts, user comments on on-line news portals (and, for 

completeness as well as for enabling comparative analyses, also the news articles themselves, even 

though they are not user-generated and will therefore not be further discussed in this paper), talk and 

user pages from Wikipedia, and blog posts along with user comments on these blogs. The collection of 

tweets and Wikipedia talk pages is comprehensive in the sense that the corpus includes all the Slovene 

users and their posts that we could identify at the time of harvesting. For the other text types, due to 

time and financial constraints, we selected only a small set of the most popular sources that at the 

same time offer the most textual content. 

The most recent version of the corpus is v0.4 and it contains around 9 million texts comprising 

roughly 200 million tokens, 107 of which come from tweets, 47 from forum posts, 34 from blogs and 

their comments, 15 from news comments and 5 from Wikipedia. The texts in the corpus are structured 

according to the text types they belong to (e.g. conversation threads in forums) and contain rich 

metadata, which have been harvested directly during crawling and further enriched within the Janes 

project. The directly harvested metadata include date and time of posting, username, URL of the text, 

the discussion thread a text belongs to, the number of likes and retweets, etc. The enriched metadata, 

which have been added at either user- or text-level, are of two types: those that were added manually 

(account type, author’s gender) and those that were added automatically (user’s region, text sentiment, 
text standardness) (Čibej and Ljubešić, 2015, Fišer et al., 2016, Ljubešić et al., 2015). Figures 3 and 4 
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show the distribution of sentiments and of levels of standardness, respectively, by account type and 

gender. 

 

                  

 

For linguistic research on, as well as processing of non-standard language, the most relevant part of 

the metadata is the assignment of standardness scores to each text. We developed a method (Ljubešić 
et al., 2015) to automatically classify each text into three levels of technical and linguistic 

standardness. Technical standardness (T1, quite standard – T3, very non-standard) takes into account 

the use of spaces, punctuation, capitalisation and similar features, while linguistic standardness (L1, 

quite standard – L3, very non-standard) takes into account the level of adherence to the written norm 

and more or less conscious decisions to use non-standard language, involving spelling, lexis, 

morphology, and word order. On the basis of a manually labelled test set, the method has a mean error 

rate of 0.45 for technical and 0.54 for linguistic standardness prediction. 

As further described in Section 4.5.1, the standard linguistic annotation workflow has been adapted 

to better tackle CMC-specific features and comprises five steps: tokenization, sentence segmentation, 

rediacritisation, normalization, morphosyntactic tagging, and lemmatization (Ljubešić and Erjavec, 

2016, Ljubešić et al., 2016a, Ljubešić et al., 2016b) and the Janes corpus v0.4 is annotated with these 
levels of linguistic description.  

The corpus is encoded according to a bespoke XML schema that compactly reflects the structure of 

the corpus and its metadata. Version 1 will be encoded in a CMC-aware TEI (Beißwenger et al., 

2012), cf. Figure 5. Apart from the XML source files, the corpus is also made available to linguists on 

the local installation of the noSketchEngine and SketchEngine concordancers (Kilgarriff et al., 2014), 

Figure 4: Standardness of tweets by 

account type (left) and gender (right) (L1 - 

completely standard, L2 - slightly non- 

standard, L3 - very non-standard). 

Figure 3: Sentiment of tweets by 

account type (left) and gender (right). 

<ab xml:id="janes.blog.publishwall.4264.3" type="blog" subtype="T1L3"> 
   <s> 
      <w lemma="kaj" ana="#Rgp">Kaj</w><c> </c> 
      <w lemma="biti" ana="#Va-r3s-y">ni</w><c> </c> 
      <w lemma="ta" ana="#Pd-nsn">to</w><c> </c> 
      <choice> 
         <orig><w>tazadnje</w></orig> 
         <reg> 
            <w lemma="ta" ana="#Q">ta</w><c> </c> 
            <w lemma="zadnji" ana="#Agpnsn">zadnje</w> 
         </reg> 
      </choice><c> </c> 
      <choice> 
         <orig><w>AAjevska</w></orig> 
         <reg><w lemma="aa-jevski" ana="#Agpfsn">AA-jevska</w></reg> 
      </choice><c> </c> 
         <w lemma="molitev" ana="#Ncfsn">molitev</w> 
         <pc ana="#Z">?</pc> 
   </s> 
</ab> 

Figure 5: TEI encoding of a text in the JANES corpus 
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both as the entire Janes v0.4 corpus with the metadata that all the subcorpora have in common and as 

separate subcorpora with all the metadata available for the given subcorpus. Access to the corpus is 

currently restricted to project members, but steps are being taken to comply with the copyright, terms 

of use and privacy issues in order to make an anonymised, sampled and shuffled corpus available to 

other researchers as well by the end of the project (Erjavec et al., 2016a). 

 

4.4.2 Results beyond the resource: Adaptation of NLP tools for processing Slovenian CMC  

language 
 

In this section, we present the toolchain for automatic linguistic annotation of CMC we have mostly 

developed within the Janes project, as well as the datasets to enable its further improvements. Since 

most of the developed tools rely on supervised machine learning, we briefly report on the training data 

used and, where available, the estimated accuracy of each tool.  

Tokenisation and sentence segmentation. For tokenisation and sentence segmentation, we used a 

new Python tool that covers Slovene, Croatian and Serbian (Ljubešić and Erjavec, 2016). Like most 
tokenisers, it is based on manually defined rules in the form of regular expressions and uses language-

specific lexicons with, e.g. lists of abbreviations. In addition to standard rules, the tokeniser has an 

additional non-standard mode in which it uses less strict rules. For example, a full stop can here end a 

sentence even though the following word does not begin with a capital letter or is even not separated 

from the full stop by a space. Nevertheless, tokens that end with a full stop and are on the list of 

abbreviations (e.g. prof.) will not end a sentence. The non-standard tokeniser mode also has several 

additional rules, such as additional regular expressions devoted to recognising emoticons, e.g. :-], :-

PPPP, ^_^ etc. A preliminary evaluation of the tool on tweets showed that sentence segmentation 

could still be significantly improved (86.3% accuracy), while tokenisation is relatively good (99.2%), 

taking into account that both tasks are very difficult for non-standard language.  

Normalisation. Normalising non-standard word tokens to their standard form has two advantages. 

First, it becomes possible to search for a word without having to consider or be aware of all its spelling 

variants and second, normalisation makes it possible to use downstream tools for standard language 

processing, such as part-of-speech taggers. In the Janes corpus, the word tokens have been normalised 

when necessary by using a sequence of two steps. First, we use a dedicated tool (Ljubešić et al., 

2016a) to restore diacritics (e.g.                    ). The tool learns the rediacritisation model on a 

large collection of texts with diacritics paired with the same texts with the diacritics removed. The 

evaluation showed that the tool achieves a token accuracy of 99.62% on standard texts (Wikipedia) 

and 99.12% on partially non-standard texts (tweets). Second, the rediacriticised word tokens are 

normalised with a method that is based on character-level statistical machine translation (Ljubešić et 

al., 2016b). The goal of the normalisation is to translate words written in a non-standard form (e.g. 

jest, jst, jas, js) to their standard equivalent (jaz). The current translation model for Slovene was 

trained on a preliminary version of the manually normalised dataset Janes-Norm (cf. below), while the 

target (i.e. standard) language model was trained on the Kres balanced corpus of Slovene (Logar 

Berginc et al., 2012) and the tweets from the Janes corpus that were labelled as linguistically standard. 

It should be noted that normalisation will sometimes also span word-boundaries, i.e. there are cases 

where one non-standard word corresponds to two or more standard words or vice versa (e.g. ne malo 

  n malo; tamau   ta mal ). 
Tagging and lemmatization. As the final step in the text annotation pipeline, the normalised 

tokens were annotated with their morphosyntactic description (MSD) and lemma. For this, we used a 

newly developed CRF-based tagger-lemmatiser that was trained for Slovene, Croatian and Serbian 

(Ljubešić and Erjavec, 2016). The main innovation of the tool is that it does not use its lexicon 
directly, as a constraint on possible MSDs of a word, but rather indirectly, as a source of features; it 

thus makes no distinction between known and unknown words. For Slovene, the tool was trained on 

the ssj500k 1.3 corpus (Krek et al., 2013) and the Sloleks 1.2 lexicon (Dobrovoljc et al., 2015). 

Compared to the previous best result for Slovene with the Obeliks tagger (Grčar et al., 2012), the CRF 
tagger reduces the relative error by almost 25% achieving a 94.3% accuracy on the test set comprising 

the last tenth of the ssj500k corpus. The MSD tagset used within the Janes project follows the 

MULTEXT Version 4 specifications (Erjavec, 2012), except that we, following Bartz et al. (2014), 

introduce new MSDs for the annotation of CMC-specific content, in particular Xw (e-mails, URLs), 
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Xe (emoticons and emoji), Xh (hashtags, e.g. #kvadogaja) and Xa (mentions, e.g. @dfiser3). The 

lemmatisation, which is also part of the tool, takes into account the posited MSD. For pairs word-

form:MSD which are already in the training lexicon, it simply retrieves the lemma, while for the rest it 

uses its lemmatisation model to guess the lemma. 

Manually annotated datasets. To further improve our annotation tool chain, we have manually 

annotated two gold-standard datasets (Erjavec et al., 2016b): Janes-Norm (Erjavec et al., 2016c), 

which contains 7,816 texts or 184,755 tokens, is a gold-standard dataset for tokenisation, sentence 

segmentation and word normalisation, while Janes-Tag, (Erjavec et al., 2016d), a subset of Janes-

Norm, comprises 2,958 texts or 75,276 tokens, and is a gold-standard dataset for training and 

evaluating morphosyntactic tagging and lemmatisation. 

The annotation guidelines which were produced to guide the annotation of these two corpora to a 

large extent follow the guidelines for annotating standard (Holozan et al., 2008) and historical 

(Erjavec, 2015) Slovene, with some medium-specific modifications (e.g. the annotation of emoticons, 

URLs, hashtags, and mentions). At the normalisation level, special attention was paid to non-standard 

words with multiple spelling variants and those without a standard form (e.g. orng, ornk, oreng, orenk 

for ’v  y’), foreign language elements (e.g. updateati, updajtati, updejtati, apdejtati for ’to updat ’) 
and linguistic features that are not normalised (e.g. hashtags, non-standard syntax and stylistic issues). 

At the morphosyntactic description (MSD) and lemmatisation levels, the guidelines were designed to 

deal with foreign language elements, proper names and abbreviations as well as non-standard use of 

case and particles. All the texts were first automatically annotated, then checked and corrected 

manually by a team of students, with two students annotating each text and the divergent annotation 

checked by an experience curator. The platform used for manual annotation was WebAnno (Yimam et 

al., 2013). 

Janes-Norm and Janes-Tag are deposited on the CLARIN.SI repository and freely available for 

research under the CC BY licence. 

5 Outlook 

In this paper, we gave an overview of results and best practices from projects in four countries 

dedicated to the creation of corpora of computer-mediated communication and social media 

interactions (CMC). The joint goal of the projects is to establish standards for the collection and 

representation of CMC corpora and for their integration into common resources infrastructures. 

Up to now, the network has brought forward two main initiatives: a conference series dedicated to 

all issues related to building, annotating and analyzing CMC corpora, and a TEI-SIG focused on the 

integration of standards for CMC resources into the TEI framework. Both initiatives are “bottom up” 
with the goal to connect researchers all over Europe and to work on solutions driven by practices that 

have proven useful in ongoing projects. The latest edition of the conference included 22 contributions 

by 40 authors from 24 research institutions in 11 countries (Fišer and Beißwenger, 2016). 
Nevertheless, there’s still a lot of open, non-trivial issues in the field. One example is the lack of 

legal standards for collecting and republishing CMC data as part of language resources. Corpus 

builders are typically laymen when it comes to legal issues. A general legal opinion on these issues 

commissioned and disseminated by and via an acknowledged language resources initiative (e.g., 

CLARIN or its national consortia) would therefore be an important prerequisite for the further 

development of the CMC corpora landscape and community. 

In view of the importance of CMC in everyday communication, in business, public administration, 

science and education, efforts in the field of establishing state-of-the-art research and resource 

infrastructures for the analysis of CMC phenomena are an investment in our future knowledge about 

how the adoption of CMC technologies affects society and how communicative practices reflect the 

presence of CMC as an innovative means for the organization of social interaction. 
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Abstract 

In recent years, multiple solutions have become available providing search on huge amounts of 
plain text and metadata. Scalable searchability on annotated text however still appears to be 
problematic. With Mtas, an acronym for Multi-Tier Annotation Search, we add annotation 
layers and structure to the existing Lucene approach of creating and searching indexes, and 
furthermore present an implementation as Solr plugin providing both searchability and 
scalability. We present a configurable indexation process, supporting multiple document 
formats, and providing extended search options on both metadata and annotated text, such as 
advanced statistics, faceting, grouping and keyword-in-context. Mtas is currently used in 
production environments, with up to 15 million documents and 9.5 billion words. Mtas is 
available from GitHub1. 

1 Introduction 

Many solutions providing search on both plain text and metadata rely on the inverted index based 
Apache Lucene2. The existing and popular extension Solr offers additional features such as distributed 
indexes, scalability, and load balanced querying to the construction of a sustainable and scalable 
infrastructure for these types of search requirements. However, for annotated textual resources these 
solutions appear less suitable due to the additional complexity introduced by the various annotation 
layers and limited options available within Solr and Lucene. Also, results and derived statistics are 
mainly based on numbers of documents, while often individual hits are required. There seems to be an 
increasing demand for solutions to these problems.  

Several approaches are already available, amongst others from the CLARIN community, e.g. 
BlackLab, KorAP, SketchEngine, Corpus Workbench, PaQu, GrETEL, Corpuscle to name a few. 
Various considerations have led us to develop a new initiative in this area, most notably scalability and 
integrated metadata/annotation search. We provide an overview of functional requirements from our 
infrastructure projects and scientific users, and elaborate on development decisions taken in relation to 
existing solutions. After a short introduction of the implemented CQL support, we discuss 
performance and capabilities of statistics, faceting, grouping and termvectors. We conclude with 
performance, consistency checks and some suggestions on future work. 

2 Requirements 

In this section we describe the main high-level requirements that determine the general scope and 
direction of Mtas development. While it is certainly true that, depending on the envisaged use case or 
in comparison with other systems, additional requirements could be formulated that equally deserve 
attention, a number of specific strategic, functional and operational requirements provides the main 

                                                 
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http:// 
creativecommons.org/licenses/by/4.0/ 
1 https://github.com/meertensinstituut/mtas 
2 https://lucene.apache.org/ 
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foundation for our development ambitions.  From a strategic perspective, multi tier annotation search 
represents one of the key components that supports the data management life cycle in our domain. 
Annotated text is essential to unlock (textual) data contents beyond the metadata level. Therefore we 
consider it imperative that we build up internal knowledge and experience in this area. Moreover, in 
order to achieve sufficient control and room for experimentation we strive for close collaboration with 
system providers or, if close collaboration proves impossible, investment in independent system 
creation. Close collaboration with researchers ensures that we invest in those functional areas that are 
immediately of interest to the research community we work with. Finally, our operational 
requirements are related to ease of deployment, testing and maintenance of the system. For example, 
ease of integration of new collections and the ability to quickly deploy various instances of the system 
for testing or production purposes are very important.  

Besides the Nederlab project3 (Brouwer, et al., 2014) serving as one of the primary use cases and 
application platforms for the system design, the development of Mtas is firmly situated in the 
CLARIN domain as part of the Dutch CLARIAH project. One of the major requirements therefore is 
the ability to include arbitrary (CMDI) metadata schemas in search processes. Considerable 
experience is at hand in making metadata available in metadata search processes, e.g. in the CLARIN 
VLO. This search domain however needs to be extended to include annotated text, containing 
multiple, often interdependent, annotation layers. These layers consist of normalized and spell-
corrected texts, translations, lemma, part of speech (including feature lists), named entities, entity links 
to external knowledge bases such as DBpedia, chapters, paragraphs, sentences and other hierarchical 
annotations such as morphology or syntactic information. Given the myriad of annotation formats 
encountered in the domain, the system should be configurable to cope with a fair amount of different 
annotation formats. 

At the level of individual annotation layers, support must be provided for multivalued attributes, 
differentiation between multiple set values (e.g. to cater for multiple tag sets simultaneously occurring 
in source documents) and full Unicode support at the value level. The system should support CQL 
(Corpus Query Language), possibly extended with additional features for higher order structures, such 
as for example hierarchies. The choice for Corpus Query Language is motivated by the fact that this is 
commonly used by various systems in the community, albeit with local differences in interpretation. 
Also, with the advances of the Federated Content Search program in CLARIN it is anticipated that 
Corpus Query Language will be adopted to extend the current SRU/CQL (Search/Retrieval via URL 
and Contextual Query Language) capabilities allowing for a more easy alignment with FCS activities.  

With respect to result delivery, both (annotated) documents and keyword-in-context representations 
must be delivered, as well as statistical information regarding absolute and relative frequencies and hit 
distributions across result sets. Result set distributions must be calculated across each available 
metadata dimension, including time intervals, and not only over single but also multiple metadata 
dimensions, e.g. a distribution across both time and genre. Result sets may also be grouped according 
to result characteristics, such as grouping of all adjectives preceding a noun, to assist in determining 
collocations. Also, the system should be able to produce frequency lists across any result set and type 
of annotation; word forms, part of speech, named entities, etc. Finally, the system should be highly 
scalable, be able to work across multi-billion word corpora, be easily manageable and be freely 
available for use to a wide user community under an open source license4. 

2.1   Current solutions 

A choice between search engines is often a balancing act between one’s requirements and depends 
upon one’s functional scope, corpus size, available expertise or conditions of use. Several systems 
designed for searching annotated text structures are currently available, each with its own strengths, 
weaknesses and track record, e.g. BlackLab (Reynaert, et al., 2014), KorAP (Banski, et al., 2013), 
Corpus Workbench (Evert & Hardie, 2011), Sketch Engine (Kilgarriff, et al., 2004), PaQu (Odijk, 
2015), GrETEL (Vandeghinste, et al., 2014) and Corpuscle (Meurer, 2012).  

Although many of these provide partial coverage of the listed requirements, as can be seen from our 
findings listed in Table 1, none of them provides a balanced coverage to be immediately applicable to 

                                                 
3 https://www.nederlab.nl/ 
4 https://github.com/meertensinstituut/mtas 
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our projects at hand. It thus became clear that, if any of these existing solutions were to be used, they 
would need to be modified to suit our needs.  It should also be noted that the presented list is not 
considered to be exhaustive, but indicates the functional scope of the project. Other, non-functional, 
factors in the system choice were a preference towards a widely adopted and supported open source 
framework with clear design principles an active community maintaining the framework. This allows 
us to benefit from new insights gained and new progress made by the wider community and minimizes 
the risk of getting stuck in a dead-end program. Should such a framework reach its end-of-life then 
most likely it will be possible to secure a graceful migration path towards other systems.   

As a development approach, new features were to be added using an iterative approach with short 
development cycles. This helps to identify risks in early stages of development and prevents over-
engineering. ‘Gold plating’ is to be avoided, focusing on only delivering those features that are 
relevant to the use cases and research questions at hand.  

Looking at the requirements it becomes clear that the open source and scalability requirements 
narrow the choice to only a limited number of systems. The Corpus Workbench is considered to be 
nearing its end-of-life judging from the new developments at IMS. Initial tests with Neo4J indicated 
that, even with adjustments, for graph databases such as Neo4j, performance and scalability is 
expected to remain problematic: the more general graph structure prevented us to take full advantage 
of the sequential nature of annotated text with reasonable response times. The Corpuscle system, 
besides its small user community and our inability to locate the source code, is considered to a rather 
exotic implementation being written in Common Lisp. 

The BlackLab solution, being based also on Lucene, may seem to have some resemblances with our 
approach, although in Mtas we choose to take a completely different approach to represent distinctive 
annotation layers and hierarchical structure in Lucene. However, in our initial attempts to extend the 
BlackLab functionality, starting with taking advantage of the advanced scalability, sharding and other 
options provided by Solr, such as faceting, it became clear that the underlying architecture of the 
system prevented us from doing so without significantly altering the underlying code base. Rather than 
modifying the complete code base we choose to re-implement the system in such a manner that it was 
interoperable with Solr from the start.  

Solr/Lucene is fast, scales well, and has a large basis of users as well as developers. The latter 
stands in sharp contrast to several existing corpus search and management systems, for which one or 
few developers have the task of maintenance and further development if the system. With Solr/Lucene 
one gets speed and scalability almost for free which makes it an interesting option as an 
implementation basis. Also, we had already gained considerable experience using Solr/Lucene for 
metadata and plain text indexing, it ties in well with existing infrastructure components and it provides 
good options for scalability and large corpus maintenance through its sharding functionality. Sharding 
refers to the possibility to create horizontal partitions of the data. Horizontal partition is a term that 
originates from the database community and refers to splitting one or more tables by row.  In Solr, 
shards have one or more replicas and each replica is a core. A core refers to a single index and 
associated transaction log and configuration files. In our use cases, individual collections or sub 
collections can be indexed into separate cores and, using the sharding features, be addressed separately 
or collectively. 
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Open source ✓  ✓ ? ✓ ? ✓ ✓ ✓ 

Highly scalable ✓ ✓   ✓ ? ✓ ✓ ✓ 

Distributed search ? ?    ? ✓ ✓ ✓ 

Arbitrary (CMDI) metadata schemas      ? ✓ ✓ ✓ 

Annotated text ✓ ✓ ✓ ✓ ✓ ✓   ✓ 

- full support annotations   ✓ ✓     ✓ 

- hierarchical structure   ✓ ✓     ✓ 

- configurable mapping of input format on index         ✓ 

- support FoLiA annotation format   ✓  ✓    ✓ 

- corpus query language (CQL) ✓ ✓   ✓ ✓   ✓ 

- full statistics  ?       ✓ 

- term vectors over any result document set ✓ ✓       ✓ 

- grouping ✓ ✓   ✓ ✓   ✓ 

- faceting         ✓ 

- keyword in context (kwic) ✓ ✓ ✓ ✓ ✓ ✓   ✓ 

Table 1: Overview findings native coverage of our specific requirements for several existing solutions 
directed towards searching annotated text and/or structures. 

3 Extending Lucene and Solr 

Basic Lucene search functionality is based on the idea that data is grouped into documents. Each 
document consists of several fields and each field can have multiple values. Using this approach for 
metadata purposes, several values of genre, e.g. fictie and proza, can be associated with each 
document. For fields containing textual data, position information is available for each value. To this 
existing Lucene approach, we add annotations and structure by using prefixes to distinguish between 
text and different annotations. Annotations and structure are stored together with text in a separate 
designated type of Lucene field, thus providing simultaneous access to traditional Lucene fields for 
storing metadata features and Mtas enabled content. This provides a direct solution to store and search 
for annotations on individual words within a text, and only an adjusted tokenizer is needed to offer the 
correct token stream to the indexer. Ranges of words, distinct sets of words (e.g. named entities) and 
hierarchical relations are stored as a payload A payload, in Lucene terms, refers to an arbitrary array of 
bytes associated with a Lucene token at a certain position. Several additional extensions are used 
implementing different query strategies, most of them extend default Lucene methods. Our extension 
assumes a basic tokenization enriched with annotations on both single and multi-token levels. In most 
cases word level tokenization is used. It also possible to define other tokenizations, for example at the 
morpheme level, and in this case words will usually span multiple tokens. Table 2 provides a 
representation of various layers expressed in our index. Single and multi-token elements can be 
distinguished in the position column and parent hierarchy may be derived from the parent column. 
Prefixes displayed in this table are described through the configurable mapping (see 3.1). 
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Id Offset Position Parent Payload Prefix Postfix 

72 1443 8100 0 5   s s 

0 1515 1536 0 72 
 

t Amsterdam 

1 1515 1536 0 72 
 

t_lc amsterdam 

2 1605 1616 0 3 1.0 feat.spectype deeleigen 

3 1540 1668 0 72 1.0 pos SPEC 

4 1674 1683 0 72 
 

lemma Amsterdam 

53 5458 5617 0 72 0.885417 chunk NP 

56 6122 6324 0 72 
 

entity loc 

5 1808 1822 1 72 
 

t is 

6 1808 1822 1 72 
 

t_lc is 

7 1894 1905 1 10 0.999891 feat.wvorm pv 

8 1938 1949 1 10 0.999891 feat.pvtijd tgw 

9 1984 1995 1 10 0.999891 feat.pvagr ev 

10 1826 2037 1 72 0.999891 pos WW 

11 2043 2052 1 72 
 

lemma zijn 

54 5625 5777 1 72 0.993895 chunk VP 

… 

48 5019 5105 0 49 
 

dependency.dep 
 

49 4880 5120 0 1 72 
 

dependency su 

47 4936 5014 1 49 
 

dependency.hd 
 

… 

66 7550 7628 1 68 
 

dependency.hd 
 

67 7633 7714 4 68 
 

dependency.dep 
 

68 7410 7729 1, 4 72 
 

dependency predc 

… 

Table 2 Sample representation of Mtas index showing offsets, positions and postfix information for 
various prefixes. 

 

Lucene uses an inverted index, storing the mapping from content, such as a word, to its location in a 
document for quickly retrieving search results and location in a text. While the inverted index plays an 
important role in most search operations, especially for dealing with multiple tiers in annotations it is 
also necessary to use forward indexes. These play an important role in result delivery processes such 
as keyword-in-context, lists and grouping functionality. We currently provide three main types of 
forward indexes for each available document, based on position, parent id and object id. These indexes 
are created and updated automatically when documents are added or deleted, or when cores are 
merged or optimized5. 

From a maintenance perspective, this approach provides the possibility to index collections 
separately into separate cores and simply activate new cores using Solr. Alternatively, separate cores 
can be merged into a single core as well. This is particularly useful when working with large data sets. 
One of our projects aims to make large Dutch annotated text corpora available to the scientific 
community. Using separate cores for the indexing process allows us to prepare these corpora in 
parallel and perform additional checks on metadata and content before merging or adding the new core 
to the set of Solr cores available for search and retrieval in the production environment.  

3.1 Indexing and configurable mapping 

The document indexing process itself is a complex process where the original text document is 
converted to a stream of tokens with possibly multiple tokens on the same position, addition of 
prefixes, interpretation of ranges and sets of positions as a token, assignment of unique subsequent ids 

                                                 
5 A special codec extending the default postings format is used. By using this codec, the required files for the forward index 
are automatically constructed and managed. 
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to all tokens and finally the construction of individual payloads containing all the right references. 
Depending upon the processed annotation structures and requested search capabilities, a series of 
choices has to be made to index available documents. We provide a configurable tokenizer that has 
been tested against FoLiA, a WPL Sketch Engine like format and TEI among others. Configuration of 
this tokenizer can be specified in a separate file allowing search options to be adjusted and configured 
for specific needs. The indexer can thus be instructed to use a different indexing strategy for each 
individual file to be indexed. Also, the process may be instructed to differentiate between locally 
available files and remote ones.  

The configurable tokenizer is particularly useful in situations where documents using multiple 
annotation formats are imported into the same index. Apart from the mapping challenges of multiple 
tag sets, the relevant information content that needs to be extracted from the annotated documents 
often occurs in different locations in the document. In our projects, by using configuration files put 
together to match both specific document structure and user requirements, we are also able to collect 
all information for more complex structures like e.g. entities, paragraphs and chunks from the 
documents, and include this in the token stream. 

The indexer can be instructed about which configuration file to use when indexing a specific 
document type. In one of our current projects, this is used to index multiple annotation formats 
produced by different annotation services. Here, users transfer their textual documents to a personal 
workspace, request some processing service to work upon the document and the resulting annotated 
document is automatically indexed using this system. Since many of the annotation services produce 
different formats, this method at least provides the possibility of searching and retrieving such 
annotations from one uniform index. This method is also considered useful in combination with our 
archiving software allowing us to make the contents of the archive available not only at the metadata 
level, but also at the annotated content level while maintaining the flexibility to allow multiple 
annotation formats to be stored in our repository. 

We also took direct advantage of this setup in one of our projects where three data sets were 
indexed with part of speech encodings from three different tag sets. Rather than using a runtime query 
expansion mechanism we decided to use one of the tag sets as a pivot, mapped all other tag sets onto 
the pivot and indexed both the original tag and pivot tag sets values in our index. Each word is thus 
annotated with multiple part of speech tags and in some cases, even multiple part of speech tags from 

the same set (e.g. V  V-fin or V-infin). 

4 CQL support 

Using the new approach based on prefixes and adjusted payloads, the default query parsing 
mechanisms of Solr and Lucene in most cases will not suffice. Our choice of query language support 
is furthermore largely motivated by the idea that this should match closely with current practices in the 
field. This reduces the learning curve for our potential end user community. This also has the practical 
advantage that front-end development may reuse some of the visual query construction mechanisms 
already available in the domain targeted at various proficiency levels (beginner, advanced, expert) of 
end users. Therefore, we support Corpus Query Language introduced by the Corpus Workbench. A 
CQL parser, based on JavaCC, has been developed mapping CQL queries onto the provided Mtas 
query methods. Not only does this language seem to be easily apprehensible by users with more 
specific search requirements, the syntax of this query language also directly matches the prefix/postfix 
structure we incorporated into the Mtas index structure. A query for a word with part-of-speech 
annotation noun, represented in the index as a single position token with prefix pos and postfix value 
N, is expressed in CQL as 

[pos="N"] 

 

while the search for a paragraph, represented in the index as a multiple position token with prefix p, 
can be performed using angular brackets 

<p/> 
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The use of the and-operator & and the or-operator |, together with the use of parentheses, provides 
advanced options for more complex conditions on single words. Multiple conditions may be lined up 
into sequences, a question mark can be used to mark a part as optional; multiple occurrences of the 
same part may be indicated with a single number or a minimum and maximum between curly 
brackets, e.g. 

 
[pos="LID" | lemma="the"][pos="ADJ"]{0,2}[pos="N"] 

[pos="ADJ"]([word="," | word="and"][pos="ADJ"])?[pos="N"] 

 
This can be even further extended by combining these constructed conditions on words and 

sequences to a new condition by using containing or within operators, e.g. 
 
<entity="loc"/> within (<s/> containing [lemma="amsterdam"]) 

The conventions to search for words at the beginning or end of multiple token annotations, e.g. an 
adjective at the start of a sentence, or a noun within three positions before the end of a paragraph, 
closely follow the syntax as known from other formats using this angle bracket notation. 

<s>[pos="ADJ"] 

[pos="N"][]{0,2}</p> 

 
By using a dash, the position of a word in the original document can be referred to, e.g. to get the 

first word of a document, or to query for an adjective within the first ten words 

[#0] 

[#0-9 & pos="ADJ"] 

 

In addition to the standard CQL constructs shown above some additional extensions were made to 
the allow operations that were encountered in specific use cases under consideration while developing 
Mtas. One feature that was introduced is the ability to request the full prefix list from the system. 
Although not directly expressed in CQL, it is highly useful to be able to automatically extract this list 
given that the underlying index may contain arbitrary prefixes depending on the configuration settings 
while indexing. This list also distinguishes between single and multiple positions allowing to adjust 
any CQL query accordingly. 

 
The not operator is supported by specifying an exclamation mark in front of the prefix 
 

[!pos="ADJ"] 

 
Many CQL implementations allow the user to put a word between double quotes as a short hand 

notation for querying for a single word using the bracket notation. However, since Mtas offers the user 
full freedom in choosing prefixes to distinguish the different annotation layers, such a notation would 
be ambiguous without defining the default prefix to apply for such requests. Therefore, requests like 
the following only can be formed when such a default prefix is provided 

"the" [pos="ADJ"]?[pos="N"] 

  
Furthermore, the multitude of annotation layers may result in queries not matching some results 

because of annotations unknown to the user. For example, some texts may contain anchors, indicators 
of some event occurring after the first and before the second word, that would for the following two 
examples cause the second query to have matches that a user unfamiliar with these anchors would 
have expected also to match the first query 

[pos="ADJ"] [pos="N"] 

[pos="ADJ"]<anchor/>?[pos="N"] 
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To overcome this problem, an optional ignore query can be provided together with each CQL 
expression, to define everything that should be ignored when searching for sequences and recurrences. 
By describing the anchor in such an ignore query, the first of the two expressions will now match 
exactly the same expressions as the latter. 

In some of our use cases, the use of a lexicon service to expand queries was required. Instead of 
defining an explicit value between double quotes, we therefore allow the use of a variable as postfix 
within the condition of a single position token, where a list of possible values for this variable should 
be always provided, e.g.  

[pos="ADJ"][lemma=$1]  

where $1 will be replaced with items from a list, e.g.: {"horse", "cow"} 

 
Although many of the basic queries for annotated texts seem to be covered by our implementation 

of CQL, especially more complex queries involving syntactic phenomena, such as dependencies, are 
expected to demand additional query language features to be able to take full advantage of the 
capabilities of the index. 

5 Result delivery 

One of the primary use cases for the system, the Nederlab project, currently provides access, both in 
terms of metadata and annotated text, to over 15 million items for search and analysis as specified in 
Table 3. Collections are added and updated regularly by adding new cores, replacing cores and/or 
merging new cores with existing ones. Currently, the data is divided over 23 separate cores. The 
Nederlab underlying hardware platform is a Dell PowerEdge R730 - Xeon E5 - 2630L v3 (1.8GHz) - 8 
x 16 GB - 2 x 2 TB HDD with 67 GB of the available 128 GB memory assigned to Solr. 
 

For 14,663,457 of these 
documents, as described in 
Table 4, annotated text 
varying in size from 1 to over 
3.5 million words is included. 
The remaining part of the 
15,859,099 documents 
mentioned in Table 3 
concerns descriptions of 
persons, volumes and other 
items for which only 
metadata is available.  

On querying the index, 
Solr allows to filter documents with conditions on metadata in regular fields. By providing a parser 
plugin, this filtering is extended with the possibility to use CQL conditions on annotated text within 
reasonable time. Searching for all 1,944,167 documents containing an adjective followed by a noun6 
takes less than 4 seconds, searching for the 161.734 documents with a sentence containing both the 
word amsterdam and the word rotterdam takes 6 seconds. Additional restrictions on metadata only 
reduces the number of potential hits, and therefore result in faster search results.   

Many of the features described below have been integrated into the working environment of one of 
our main infrastructure projects where the translation of statistical information to a user-friendly 
representation for the end user is performed using pie charts, time line views and other visualization 
methods. Notice that, although we tried to use both illustrative and realistic examples, the quality of 
the provided annotations in part of the resources is not quite up to standard, which may sometimes 
lead to unexpected results. 

                                                 
6 Only 2.217.779 documents contain text with part of speech annotation. 

 Total Mean Min Max 

Solr index size 1,146 G 49.8 G 268 k 163 G 

Solr documents 15,859,099 689,526 201 3,616,544 

Table 3: Size and content of the Solr index consisting of 23 separate 
cores within the Nederlab project (January 2017). 

 Total Mean Min Max 

Words 9,584,448,067 654 1 3,537,883 

Annotations 36,486,292,912 2,488 4 23,589,831 

Table 4: Number of available words and annotations for the 
14,663,457 documents containing annotated text (January 2017). 
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5.1 Statistics 

Whereas Solr only produces statistics on the number of documents, additional methods had to be 
implemented to produce, within the (filtered) set of documents, statistics on the number of words and 
the number of hits for specific CQL queries. Furthermore, computing statistics on the composition of 
these numbers within documents should be possible, e.g. statistics on the number of hits for a CQL 
query divided by the total number of words within each document.  

 

Number of documents 138,152 Geometric mean 0.16290333781014 

Sum 23894.977875106 Variance 0.002695471072453 

Mean 0.17296150526309 Population variance 0.0026954515615442 

Sum of squares 4505.2933656369 Standard deviation 0.051917926311179 

Sum of logs -250690.38070139 Median 0.17269981462327 

Maximum 0.45167923235093 Skewness 0.0043594322359785 

Minimum 0.00070521861777151 Kurtosis 0.59294319460155 

Quadratic mean 0.18058553060646   

Table 5: Statistics for the number of adjectives followed by a noun divided by the number of nouns 
within all documents containing an adjective followed by a noun, and with at least 2000 words, 
computed in 53 seconds. 

 
 
As illustrated in Table 5, several 

statistical properties can be computed, 
where more advanced items like 
median, skewness, and kurtosis tend to 
require more time, since not only a few 
aggregations but all individual values 
on document level have to be collected 
from the participating cores. 

Besides these properties, also 
frequency distributions can be 
retrieved that can be used to create a 
graphical representation of the 
distribution of the studied value. Figure 
1 demonstrates such a distribution for 
the example described in Table 5. 

 
 

 

 

Figure 1: Frequency distribution for the number of 
adjectives followed by a noun divided by the number of 
nouns within all documents containing an adjective 
followed by a noun, and with at least 2000 words, 
computed in 56 seconds. 
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5.2 Faceting 

Taking advantage of the available metadata, 
statistics can be computed for each occurring value 
of one or multiple metadata fields. This basically 
extends the available Solr options for faceting with 
the previously described statistical extensions. 

Again, the mean number of adjectives followed 
by a noun divided by the number of nouns is 
computed, but now for all documents within a 
decade. In Figure 2 this mean value is plotted for 
each decade between 1270 and 2010 for all 
documents containing at least one noun. 

 

Besides based on classic metadata fields like 
year of publication, faceting can also be based on 
the number of words per document, which is 
directly derived from the annotated text during 
indexing. This is illustrated in Figure 3, where 
instead of using decades, the values found are 
grouped by and plotted against number of words. 

Also, more advanced statistics are available, 
e.g. the standard deviation as a measure of spread 
around the mean value as has been illustrated in 
Figure 4. 
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 Figure 2: The distribution of the number of 
adjectives followed by a noun divided by 
the number of nouns: the mean value 
computed over all documents with 
publication year within the same decade is 
plotted against all 74 adjoining decades 
between 1270 and 2010 for all documents 
containing at least one noun. 
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Figure 3: The distribution of the number of 
adjectives followed by a noun divided by the 
number of nouns. The mean value computed 
over all documents with size within the same 
range of size 100 is plotted against all 100 
adjoining ranges of document sizes between 0 
and 10,000 for all documents containing at 
least one adjective followed by a noun. 
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Figure 4: The distribution of the number of adjectives followed by a noun divided by the number 
of nouns. The mean value and standard deviation computed over all documents within the same 
genre is plotted for all genres, sorted ascending by mean value,  for all documents containing at 
least one noun.  

 
Finally, in Figure 5 the evolution of the distribution for the mean sentence length of documents 

within a decade is plotted, illustrating the possibility to study statistics over multiple dimensions.  
 

 
Figure 5: Evolution over time of the distribution for the mean sentence length of documents within a 
decade; Distribution is plotted for all documents containing at least one sentence and published in or 
after 1650, necessary data computed in 198 seconds. 
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5.3 Grouping 

The previously presented possibilities of faceting can be seen as statistically grouping results based on 
metadata. Grouping of query results based on one or multiple annotation layers on the other hand 
produces lists of occurring values with number of occurrences and documents, sorted by frequency in 
descending order. These type of queries can be computationally quite expensive, especially for queries 
with large numbers of hits and also large numbers of distinct associated values for the annotation 
layer(s). 

 
 
When grouping the occurring part-of-speech 

annotations associated with a query for the words 
de or het, the number of hits is large: 
459,302,283 in 15,859,099 documents. However, 
there are only ten distinct associated values for 
the part-of-speech annotation layer, therefore 
performing this grouping is still possible within 
reasonable time. The result is illustrated in Figure 
6 with, due to the large range, frequencies plotted 
on a logarithmic scale for each of the occurring 
values. 

 
On grouping the occurring terms for adjectives 

followed by lemma liefde and for adjectives 
followed by lemma haat, the number of distinct 
associated values for the occurring terms, 7,400 and 2,605, is much higher. But, since the numbers of 
hits, 86,973 and 10,381, are substantially lower, performing such a grouping can still be performed 
within reasonable time. The result, the most frequent adjectives for lemma’s liefde and haat, are listed 
in Table 6 and Table 7 

 

ADJ + “liefde” documents hits 

grote 2,539 3,115 

zyne 901 1,968 

eene 1,213 1,867 

vol 1,454 1,798 

ware 1,337 1,749 

myne 617 1,586 

groote 1,182 1,504 

christelijke 991 1,385 

eeuwige 899 1,375 

oude 1,038 1,166 

Table 6: Grouping of the occurring terms for the 
86,973 adjectives followed by lemma “liefde”. 
Computing the 7,400 unique values took 295 
seconds, the 10 most frequent values are listed 
together with number of hits and documents. 

ADJ + “haat” documents hits 

vol 333 363 

eeuwige 46 237 

algemeenen 211 234 

blinde 166 175 

felle 149 160 

diepe 122 133 

fellen 117 128 

doodelijken 115 121 

onderlinge 105 115 

ouden 100 113 

Table 7: Grouping of the occurring terms for the 
10,381 adjectives followed by lemma “haat”. 
Computing the 2,605 unique values took 181 
seconds, the 10 most frequent values are listed 
together with number of hits and documents. 

 

 
Taking advantage of the full possibilities offered by CQL, grouping can be used to retrieve more 

complex results, e.g. all person or location entities occurring within sentences containing the word 
rembrandt, as listed in Table 8 and Table 9. Notice the multiple token results in the list of person 
entities. 

 

 
Figure 6: Number of occurrences and documents 
by grouping a query on “de” or “het” on the 
associated part-of-speech over all documents, 
computed in 209 seconds. 

1.E+00

1.E+02

1.E+04

1.E+06

1.E+08

L
ID

V
N

W

S
P

E
C N

B
W

W
W V
Z

T
S

W

A
D

J

V
G ?

Words

Documents

Selected papers from the CLARIN Annual Conference 2016

30



 

 

 documents hits 

rembrandt 3,475 15,009 

rubens 354 506 

van den 178 274 

van gogh 173 206 

vermeer 147 192 

jan steen 130 156 

van der helst 86 152 

saskia 69 148 

hals 83 144 

shakespeare 100 138 

Table 8: The 10 most frequent person entities 
within sentences containing Rembrandt, computed 
in 65 seconds. 

 documents hits 

amsterdam 407 696 

nederlandse 153 216 

nederland 143 178 

nachtwacht 122 170 

holland 96 132 

leiden 82 125 

un 61 122 

land 96 118 

rijn 92 118 

hollandse 69 92 

Table 9: The 10 most frequent location entities 
within sentences containing Rembrandt, 
computed in 77 seconds. 

Finally, grouping does not need to be restricted to a single layer of annotation, as can be seen when 
grouping on term, part-of-speech, and form for all occurrences of the lemma zijn. The 5 most frequent 
combinations occurring in documents from 1800 are listed in Table 10. 

 

term pos tense form documents hits 

is WW present pv 913 77,542 

was WW past pv 665 44,558 

zijn WW present pv 251 24,159 

zijne VNW - - 198 20,546 

waren WW past pv 456 14,794 

Table 10: The 5 most frequent combinations of term, part-of-speech and form when grouping for 
occurrences of the lemma zijn  in documents from 1800, computed in 29 seconds. 

5.4 Termvector 

A commonly requested feature for information retrieval systems working on text corpora is the ability 
to extract term lists from retrieved result sets. Our solution is capable of delivering termvectors on any 
of the annotation layers available in the index (words, lemmas, part of speech, named entities or 
otherwise) and, combined with the statistical features described above, deliver information on the 
distribution characteristics in the result set. The list of terms can be sorted on term or frequency, where 
the latter is more computationally expensive and complex when retrieving results over multiple cores, 
and can be restricted by a regular expression and/or a user defined set of words. 
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Term Frequency Relative frequency 

welke 4,170,151 12,242,628 2.94 1 3,996 0.0032 0.0021 0.0046 223.4 10.9 

zijne 2,628,115 7,541,324 2.87 1 4,523 0.0030 0.0020 0.0036 56.1 5.29 

hunne 2,291,385 5,237,717 2.29 1 3,994 0.0025 0.0016 0.0031 63.8 5.53 

goede 2,268,787 4,081,615 1.80 1 1,318 0.0027 0.0015 0.0043 709.2 14.2 

einde 1,954,052 3,351,655 1.72 1 893 0.0021 0.0012 0.0031 4932 27.3 

Table 11: List of the 5 most frequent terms containing 5 letters and ending with e for all 
14,663,457 documents. Besides the number of documents, and further statistics on the frequency, 
also statistics on the relative frequency within the documents are computed in 172 seconds.  

Computing data for the list in Table 11, describing the most frequent terms containing 5 letters and 
ending with -e for all documents in all participating cores, took less than 3 minutes. Besides the 
number of documents, statistics on both frequency and relative frequency are included. The total 
length of the termvector, describing the total number of matching terms, is not computed by default, 
since this potentially is a very heavy operation.  

5.5 Document 

Although computing the full termvector over a set of documents can be quite expensive, as noted in 
the previous section, this type of computation is less excessive when only a single document is 
involved. In Table 12, the frequency distribution for a Dutch translation of the bible is illustrated, 
together with the ten most frequent terms for this document. Computing these results took 
approximately 6 seconds. 

 

words 2,409,382 

unique 47,421 
 

 

term frequency 

ende 126,688 

de 97,311 

van 50,364 

het 38,744 

in 34,849 

dat 33,020 

die 30,010 

den 29,271 

te 27,758 

en 26,516 
 

Table 12: Frequency distribution for a single document: the frequency distribution for a Dutch bible 
translation is computed within 6 seconds; the total number of words and total number of unique words 
together with the 10 most frequent terms are listed and the distribution of the frequency of occurrence 
is plotted, demonstrating behaviour as predicted by Zipf’s law. 
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5.6 Keyword-in-context (kwic) 

Using Mtas as a plugin, the default presentation of 
results from Solr, providing (part of) the list of 
matching documents and listing stored values for all 
or limited set of fields is extended by providing the 
option to list a set of matches to one or multiple CQL 
queries. This keyword-in-context like functionality 
provides the user with the option to investigate 
specified annotations on or around the location of 
hits within the annotated text. This includes multiple-
position tokens, positions and hierarchical structure, 
as can be seen from the example in Figure 7 where 
such a kwic result from a query for  

[pos="LID"][pos="ADJ"] 

"Amsterdam" 

 

is visualized. The application of a forward index, as 
described previously, makes the additional time 
needed to generate these representations almost 
always negligible compared to the time needed for the 
execution of the query involved. 

5.7 Consistency checks 

When developing Mtas, no suitable reference sets of resources, queries and results were available to 
test the provided functionality. Direct checks on consistency of the indexation process were therefore 
limited to manual tests on relatively small documents. However, much of the tokenization process can 
be tested indirectly with queries, using general knowledge on the structure of the resources. For 
example 

• For most documents, the number of words satisfying the condition of being contained within a 
sentence, must equal the total number of words. 

• For most part-of-speech annotated documents, the sum of the total number of words within each 
occurring part-of-speech value, must also equal the total number of words. 

Furthermore, many aspects of the implemented Mtas functionality could also be tested by 
comparing results for specific queries. Consistency in these results from different methods, some of 
them even being native Solr functionality, does indirectly provide a test on those methods themselves. 
For example 

• The number of documents for each term in the native Solr termvector should equal the number 
of documents in the Mtas termvector result, and also the number of hits for each separate term 
from the Mtas termvector should equal the number of hits in the Mtas statistics for a query to 
this specific term. 

• The number of documents in native Solr facets should equal the number of documents in the 
corresponding Mtas facet, and also the number of hits within the Mtas facet response should be 
reproducible by requesting Mtas statistics with corresponding conditions on the metadata. 

Finally, for the implemented Mtas functionality, consistency checks were done in comparing query 
results over separate cores with results where sharding was applied.  

 
 

Figure 7:Keyword-in-Context result for a 
query to an article and and adjective 
followed by "Amsterdam" 
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6 Performance 

Performance measurements strongly depend on the number of documents, document size, type of 
query performed and available hardware options 7  Together with differences in implemented 
functionality, this makes it difficult to really compare Mtas performance with e.g. the solutions listed 
in Table 1. We tried to provide some indication of the performance by including the required search 
time in most of the previously introduced examples. 

 
The advantages of a distributed setup in the process of adding and updating data have already been 

mentioned. The influence of distribution on performance of our implemented system can be illustrated 
more explicitly. For the graph in Figure 8, basic statistics for the number of sentences were computed 
multiple times for a setup with a single core, and for setups with multiple cores.  

 

 
Figure 8: Measurements of query time for basic statistics on the number of sentences against number 
of matching documents for a single core setup, and for setups with multiple cores varying from two to 
fourteen. 

 
As can be seen from the graph, most measured times for setups with multiple cores lie below the 

linear trendline from the single core setup. Total query time is likely strongly to be determined by disk 
access speed, where the spread in time possibly is caused by the availability time being influenced by 
disk access in the same location shortly before. The upper and lower limit in this band do not seem to 
be heavily influenced by the number of cores and/or documents. 

 

                                                 
7 Underlying hardware platform is Dell PowerEdge R730 - Xeon E5 - 2630L v3 (1.8GHz) - 8 x 16 GB - 2 x 2 TB HDD; 
currently, with 67 GB of the available 128 GB memory assigned to Solr. 

0

2

4

6

8

10

12

0 5 10 15

T
im

e
 (

s)

Number of documents Millions

1 core 2 cores 3 cores 4 cores

5 cores 6 cores 7 cores 8 cores

9 cores 10 cores 11 cores 12 cores

13 cores 14 cores Linear (1 core)

Selected papers from the CLARIN Annual Conference 2016

34



 

 
Figure 9: Measurements of query time for computing a termvector against number of matching 
documents for a single core setup, and for setups with multiple cores varying from two to fourteen. 

 
 
Another illustration of performance for distributed queries is given in Figure 9, where the required 

time to compute a termvector sorted by frequency is measured, again in a single and multiple core 
situation. Again, most measured times for setups with multiple cores lie below the linear trendline 
from the single core setup. Furthermore, we seem to be able to distinguish two levels in this plot that 
can be explained by the algorithm used to efficiently compute a termvector over multiple cores. In this 
approach, sometimes a second termvector has to be computed by individual participating cores to be 
able to compute the required merged result, especially when the number of documents and/or 
participating cores increases. 

 

7 Conclusion and future work 

We provide a scalable Solr/Lucene based solution, capable of performing CQL queries across a range 
of annotation formats. Query capabilities have been extended into the statistical domain allowing 
gathering of statistical information from the retrieved result sets. Our system supports retrieval of 
termvectors across search results documents. Result delivery features key word in context, listings and 
groupings.  

 
Although most of the requirements for e.g. the Nederlab project are probably sufficiently covered 

by the current implementation, multiple additional features seem to be desirable. By using technical or 
performance related considerations and by watching the search and analysis techniques applied in the 
research fields involved, several suggestions can be made: 

• Exploring the hierarchical structure, already fully integrated in the index structure, is not 
covered very well in the CQL query language. Further development, e.g. integrating an 
additional query language to exploit this structure and possibly adjusting the index structure to 
new types of queries, should preferably be done in collaboration with specialized researchers 
and based on specific use cases. 

• Queries containing CQL conditions seem to perform reasonably well, but little or no attention is 
paid to including e.g. the number of hits in determining the score value for each document. 
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Within the use cases at hand, currently no clear thoughts seem to be available with respect to the 
desired manners of weighing documents.  Further adjustments to the scoring mechanism should 
be accompanied by theory and/or explanations to guarantee acceptance and understanding. 

• Within the research areas of use cases involved, new techniques concerning clustering and 
analysis seem to gain popularity, especially when huge amounts of data are involved. Although 
some experiments related to these techniques are planned, these projects all seem to rely on very 
basic and often inefficient use of the possibilities offered by Mtas. Often, users plan to export 
potentially very large result sets and analyze them with the external tools they are used to. 
Integrating the computation of e.g. covariance matrices, and furthermore offering options to 
reuse the found factorizations in further search requests, although probably still keeping the 
cluster and factorization computations outside Mtas, seems a far more efficient approach, 
probably also directly applicable by other research projects. 

• Whereas currently in Mtas annotated text is assumed to contain a basic granularity on word 
level, enriched with annotations on both single and multiple word level, some textual data does 
not completely fit into this scheme. Fully including annotated text containing a translation for 
example will be problematic, since translations will align probably on sentence or paragraph 
level, but not (always) on the level of words. Including a decomposition of words into syllables 
and morphemes also does not seem to fit the current structure.  

• As illustrated in examples above, many statistical properties on the number of hits already can 
be determined. Less attention is paid to e.g. the distribution of these properties within single 
documents, bootstrapping methods and applying more advanced techniques in comparing 
documents, although these techniques do seem to applied regularly in the research areas 
involved. 

• Producing termvectors over multiple cores is reasonably fast, but only regular expressions or 
explicit lists can be used to restrict the outcome. There seems to be a need to reduce these 
termvectors even further by using conditions on additional layers, e.g. only nouns. To achieve 
this, without falling back on far less performing grouping methods, adjustments to the 
indexation process have to be made. This may also improve the speed of other queries involving 
conditions on multiple annotation levels on the same position or word. 

• To get the most relevant terms, TF-IDF for termvectors should be made available as statistic 
and sort condition, both on document level and for multiple documents within some 
configurable reference set.     

Important for all future development seems to be to focus on a combination of performance and more 
advanced analysis techniques, preferably driven by use cases from active projects and in collaboration 
with researchers with experience and basic knowledge of the algorithm involved. 
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Abstract
This paper offers a use case of the CLARIN research infrastructure (Hinrichs and Krauwer, 2014)
from the fields of historical linguistics and the history of linguistics. Using large electronically
available corpora of historical English and German, it investigates differences in terminology
used in the two languages when referring to the people and the language of Albania. The search
and data exploration tools that are available for the DTA and the DWDS corpora as part of the
CLARIN-D infrastructure (Hinrichs and Trippel, in press) make it possible to determine semantic
change for the terminology under consideration. The paper concludes with a discussion of broader
implication of the present use case for the use of historical corpora and the functionality of query
tools needed for digital humanities research.

1 Introduction
The name for the country that lies on the western coast of the central part of the Balkan peninsula in south-
eastern Europe, as well as for its people and its language, presents interesting variation in both German
and, to a far lesser extent, English, raising questions about the nature and the chronology of the variation.
The country in question is, in its usual form today in English, Albania, the people Albanians, and the
language Albanian, and on the German side, the most usual terms nowadays are Albanien, Albaner, and
Albanisch. However, if one looks at materials from a century ago, the picture is somewhat different in
that variant forms of the substantival stem are rather widespread in German: Albanese- and Albanier- for
the people and Albanisch- and Albanesisch- for the language. Even in English, in one author, linguist
Leonard Bloomfield (Bloomfield (1914; 1933), the variant Albanese for the language name is encoun-
tered, as in the following quote from Bloomfield (1933, p. 14), with for emphasis Albanese added by the
authors:

In the same way, finding all these languages and groups (Sanskrit, Iranian, Armenian, Greek,
Albanese, Latin, Celtic, Germanic, Baltic, Slavic) resemble each other beyond the possibility
of mere chance, we call them the Indo-European family of languages.

Since Bloomfield’s first academic mentor in linguistics was the Austrian-born Indo-Europeanist Ed-
uard Prokosch and since Bloomfield spent part of his postdoctoral training with leading Indo-European
scholars at the University of Leipzig and at the University of Göttingen in 1913-14, one cannot help but
wonder whether Bloomfield’s choice of the term Albanese in place of Albanian, the term used by other

This  work is  licenced under  a  Creative  Commons Attribution  4.0  International  Licence.  Licence  details: http://
creativecommons.org/licenses/by/4.0/
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contemporary English-speaking scholars, has its roots in the German scholarly tradition. The hypothesis
that Bloomfield borrowed the term Albanese from German scholarly tradition presupposes that the lemma
Albanese was, in fact, the preferred way to refer to people of Albania in German at the beginning of the
20th century. This in turn raises the question about the usage patterns in German of the nouns Albaner-
versus Albanese- and the related adjectival forms of Albanisch- and Albanesisch- at that time.

With the increased availability of large electronic historical language corpora, it has become signifi-
cantly easier to trace the usage patterns of words and to document changes in word meaning over time.
In the present paper, three electronic collections of historical and contemporary German will be con-
sulted to answer these questions and to shed some light on the variation noted above in both German and
English: the Google Books collection of digitized English and German books (henceforth: GBCE and
GBCG, respectively), the Deutsche Text Archiv (henceforth: DTA; www.dta.de) (Geyken et al., 2011),
and the corpus of the Digitales Wörterbuch der deutschen Sprache (www.dwds.de) (Geyken, 2007), both
available at the CLARIN Center at the Berlin-Brandenburg Academy of Sciences (BBAW) as part of the
CLARIN-D research infrastructure.

The remainder of this contribution is structured as follows: Section 2 contrasts the usage of the term
Albanese in English and German by consulting the Corpus of Historical American English (COHA)
(Davis, 2012), the Google books collections for English and German (Michel et al., 2012) and DTA
collections for German. Section 3 utilizes the DiaCollo tool (Jurish 2015) to trace changes in meaning
over time for the German words under consideration. Sections 4τ6 discuss some methodogical issues and
broader implications of the present use case and summarize the results.

2 Comparative Study of Historical Corpora for English and German
A comparative diachronic study of the terms Albania versus Albanien, Albanian/Albanese versus Alba-
nisch/Albanesisch, and Albanians versus Albaner/Albanesen needs to consult historical corpora of both
English and German. Since the focus is on American English, the COHA corpus of Historical American
English is the most relevant English data source for the present investigation. For historical German,
the DTA corpus collections with texts ranging from 1600 to 2000 is used as a data source. Both the
COHA and the DTA corpus collections are linguistically annotated and include lemma and part-of-speech
information. In addition to the two linguistically annotated corpora, the Google Books collections for
English and German were consulted with the help of the Google Ngram viewer. The inclusion of these
collections as data sources is motivated by the size of the Google Books collections.
2.1 Results for the COHA corpus of Historical American English
The COHA corpus is a balanced corpus of 400 million words with texts ranging from 1810 to 2000. It
is currently the largest corpus of its kind and contains texts from the following genres: fiction, academic
writing, magazines and newspapers. For the search string albanian1 , COHA returns 387 occurrences in
total, with 10 data points for the 19th century. The query term albanese yields a total of 28 occurrences
for the following decades (with frequencies shown in parentheses: 1830(1), 1880 (1) 1940 (12), 1950
(4), 1960 (1), 1970 (3), 1980 (5), and 1990 (1). Examination of the linguistic context for each occurrence
reveals that only the two data points from the 19th century refer to a person from the country of Albania.
All other data points refer to someone named Albanese. These findings show that mere frequency counts
can be quite misleading and need to be followed up with an inspection of the context of use for each
occurrence or require high-quality named-entity tagging that would identify the proper name usage of the
search term.
2.2 Results for the Google Books Collection for English and German
Figure 1 presents the results for all word forms of Albanian- and Albanese- for the GBCE corpus of
English and confirms, as expected, that the former outranks the latter by a wide margin for entire period
covered by the GBCE. As is the case for the COHA corpus, almost all data points for Albanese in the
GBCE concern persons with the last name Albanese, rather than persons from Albania.

1The search terms for albanian and for albanese need to be submitted in all lowercase letters in the COHA interface.
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Figure 1: GBCE search results for Albanian/Albanese.
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Figure 2: GBCG search results for Albanisch/Albanesisch.
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Figure 3: GBCG search results for Albaner/Albanier/Albanese.
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Lemma Frequency Count Earliest DP Latest DP
Albanien 109 1627 1913
Albanisch 97 1650 1913
Albanesisch 19 1789 1913
Albaner 61 1663 1913
Albanier 21 1661 1881
Albanese 36 1789 1913

Table 1: DTA query results.

Figure 2 shows the results for all word forms of Albanisch- and Albanesisch- for the GBCG. Albane-
sisch- outranks Albanisch- in relative frequency for most of the 19th century and up until 1914 and then
shows a steady decline for the remainder of the century. This result increases the likelihood that Bloom-
field may have adopted this term from his German-speaking academic teachers and during his postdoc-
toral stay in Germany in 1913/14. However, the search results for the nouns Albaner- and Albanese- in
Figure 3 differ from the results in Figure 2 in that the former outranks the latter for entire period covered
by the GBCG.

Are we to conclude from Figure 3 that Albaner was the preferred term of reference for persons from
Albania, with Albanese and Albanier secondary variants? The mere frequency counts in Figure 3 do not
suffice to give a reliable answer to this question. Rather, close inspection of the linguistic contexts for each
occurrence of the terms in question is required to determine the intended referent. While the Google Books
Ngram Viewer provides links to the digitized objects for each occurrence found for the search terms under
consideration, there are a number of limitations due in part to Google’s proprietary page ranking algorithm
and in part to copyright restrictions. Copyright restrictions prohibit easy and complete inspection of the
underlying digitized texts since for some sources only metadata can be provided. Presentation of the data
via page rank, rather than by chronological order, makes it difficult to easily detect systematic changes in
word meaning for the search terms in question.
2.3 Results for the DTA Corpus
The DTA contains German texts ranging from 1610 to 1900. The texts have been digitized and transliter-
ated, using a high-precision double-keying method. The archive is still under construction. The version
used for the present study dates from September 2016 and consists of 142,348,468 lexical tokens with
993,828,135 Unicode characters that are taken from 595,929 digitized pages and 2,448 different pub-
lished works. The texts represent different genres, including novels and other literary works, scientific
and journalistic texts.

The DTA corpus does not suffer from the same limitations as the GBCG. Search results can be ren-
dered in ascending or descending chronological order with open access to all digitized texts via a web
application supporting any web browser; seamless linking of facsimiles, digitized object data with the
search term highlighted in red in its surrounding context, as well as complete and high-quality metadata
all support a comprehensive and reliable inspection of the entire data set. Table 1 provides the frequency
counts for the same set of words investigated in the GBCG corpus.

Inspection of the linguistic contexts for all DTA data points reveals that the adjectival and nominal uses
of [a|A]lbanesisch- refer to the country or the language spoken in Albania, and all instances of Albanese
and Albanier refer to persons from Albania. By contrast, all instances of the lemma [a|A]lbaner- in the
DTA refer to people or locations north of Rome and not to people from Albania, which is the present
usage of this lemma. Typical bigrams found in the DTA include Albaner See (‘Alban lake’), Albaner
Gebirge (‘Alban mountains’), Albaner Könige (‘Alban kings’) as local rivals of the Roman Empire.

Unlike the other three terms, the lemma Albanisch has two distinct senses in the DTA, with some of
its uses referring to entities related to the territory north of Rome and other instances referring to entities
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related to Albania. Examples (1) and (2) illustrate these distinct uses, with the term albanische in (1)
referring to the location north of Rome and in (2) referring to the language spoken in Albania.

(1) Dass
That

Alba
Alba

als
as

Haupt-
main

und
and

Muttergemeinde
mother community

galt,
featured

ist
is

gewiss,
certain

und
and

bloss
only

in
in

diesem
this

Sinn
sense

wird
is

Rom
Rom

auch
also

als
Alban

albanische
colony

Colonie
considered

bezeichnet.

‘That Alba featured as main and mother community is certain, and only in this sense is Rome considered an
Alban colony.
source: Mommsen (1854), p. 29

(2) Die
the

albanische
Albanian

Sprache
language

ist
is

der
the

älteste
oldest

griechisch
Greek

aeolische
aeolic

Dialect.
dialect

‘The Albanian language is the oldest Greek aeolic dialect.’
source: Libelt (1828), p. 430

The use of the term Albanesisch to refer to the language spoken in Albania may therefore at least partly
be motivated by the well-attested and well-motivated pragmatic strategy of trying to avoid ambiguity.
Such an ambiguity would have arisen if the term Albanisch would have been used instead. The fact that
the bigram albanesische Sprache occurs with higher frequency than the albanische Sprache in the GBCG
corpus, as shown in Figure 4, provides cross-corpus evidence for this strategy being at work. Notice also
that the bigram albanesische Sprache maintains higher frequency in the GBCG corpus for about the same
time period during which the unigram albanesisch outnumbers the albanisch.

Likewise, the choice of the terms Albanese-, and Albanier- to refer to the people from Albania and of
the term Albaner- to refer to people from a region north of Rome suitably avoids ambiguity of reference.

For the period covered by the DTA corpus, the language of Albania was referred to as Albanesisch and
the people were referred to as Albanesen or Albanier. These corpus findings support the hypothesis that
Bloomfield’s use of the English term Albanese may be due to his close contacts with German scholars who
would have used the German cognate. What still remains to be accounted for is the linguistic change that
took place in the 20th century, when the term Albanesisch was replaced by Albanisch as the name of the
language, and the term Albaner replaced Albanesen and Albanier as the name of the people of Albania.
The DWDS corpus and the tools DiaCollo (Jurish, 2015), which are made available by the CLARIN
center at the BBAW make it possible to trace these two changes.

3 Tracking Semantic Change in the DTA and DWDS Collections
The web application DiaCollo collects for a given query term sets of collocates for regular time slices
within a text collection. Changes in collocation behavior of a target word are one diagnostic for detecting
changes in word meaning over time since the choice of collocates help to disambiguate the meaning of a
word.

Figure 5 contrasts the collocates found by DiaCollo for the word albanisch in the DTA and DWDS cor-
pus collections. DiaCollo supports continuous word cloud animations for the entire time interval chosen
for a particular query. For the query at hand, the time interval is specified by the parameter-value set-
ting DATE(S):1670-2010. A continuous DiaCollo animation over the entire interval is available at URL
http://kaskade.dwds.de/dstar/public/diacollo/. In this paper, we can only show individual
frames from this more complete animation. The upper panel in Figure 5 shows the noun Erz (‘ore’) as
the only collocate in the DTA texts for the decade (SLICE:10) starting with 1890; the lower panel pro-
vides the five strongest collocates (KBEST:5) for the term albanisch for the decade of 1960-1970. The
collocates are shown as word clouds, which are one of the visualization options offered by the DiaCollo
tool and chosen for this query by the parameter setting FORMAT:cloud. In the queries shown in Figure 5,
the collocates are grouped by lemmas (rather than word forms) and filtered by the part-of speech label NN
(short for: normal noun). This label is part of the Stuttgart-Tübingen tagset (STTS; Schiller et al. (1995))
that has been used for morph-syntactic tagging of the DTA and DWDS corpus collections.
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Figure 4: Bigram Comparison of albanische Sprache und albanesische Sprache in the GBCG.
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Figure 5: Collocations of albanisch in the DTA and the DWDS corpora: decades of 1890 (left panel)
versus 1960 (right panel).
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Collocate Noun From To
Erz ‘ore’ 1890 1910
Patriarchat ‘patriarchy’ 1910 1920
Regierung ‘government’ 1910 1920
Nationalversammlung ‘national assembly’ 1920 1930
Aufständische ‘rebels’ 1940 1960
Telegrafenagentur ‘telgraph agency’ 1940 1960
Front ‘battle line’ 1940 1960
Regierung ‘government’ 1940 1960
Grenze ‘border’ 1940 1960
Kp Führer ‘Communist Party leader’ 1950 1970
Parteiführer ‘Party leader’ 1950 1970
Stalinist ‘Stalinist’ 1950 1970
Spalter ‘divider’ 1950 1970
Marxismus-Leninismus 1950 1970
Ausschluß ‘exclusion’ 1970 1980
Partei ‘party’ 1970 1980
Volk ‘people’ 1970 1980
Antrag ‘petition’ 1970 1980
Serbe ‘Serbian’ 1980 1990
Jahr ‘year’ 1980 1990
Flüchtling ‘refugee’ 1990 2000
Bevölkerung ‘population’ 1990 2000
Bevölkerungsmehrheit ‘population majority’ 1990 2000
Untergrundarmee ‘underground army’ 1990 2000
Terrorist ‘terrorist’ 1990 2000

Table 2: DTA and DWDS query results for NE collocates of albanisch.

Collocation strength is measured by a suite of statistical scores that includes the scaled log-Dice co-
efficient (SCORE:log Dice (ld)). The scaled log-Dice score is defined by the following equation, due
to Rychlý (2008), where f1,f2, and f12 present the raw frequency counts of the collocate, the query term,
and of the joint occurrences of the query term and the collocate, respectively.2

scoreld = 14 + log2(
2 ∗ (f12 + ϵ)

((f1 + ϵ) + (f2 + ϵ))
(3)

The color spectrum, shown to the left of the word cloud panels in Figure 5, is correlated with the log
Dice scores from -2 to 10, in ascending order of collocation strength. Hence, the color used to display
a given collocate in a DiaCollo word cloud indicates the collocation strength of the word: Flüchtling
‘refugee’ and Untergrundarmee ‘underground army’ are, therefore, the strongest collocate for albanisch
for the decade 1990-2000 shown in the lower panel in Figure 5.

While the DiaCollo search spans over the time frame of 1610 - 2000, so as to include the time cover-
age of the DTA and the DWDS, the first decade that yields a common noun with sufficient collocation
strength for albanisch is the one beginning with 1890. This could either mean that prior to 1890 the
lemma albanisch did not occur with sufficient frequency itself or that the set of co-occurring lemata was
too widely dispersed. Table 2 lists the set of common noun (NN) collocates identified by DiaCollo for
the time period from 1890 to 2000 and records the decade during the first and last occurrence for each

2Other score functions available in Diacollo include pointwise mutual information and binomial log-likelihood ratio.
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collocate. Inspection of the linguistic contexts, in which albanisch co-occurs with the noun Erz (‘ore’)
reveal that the ore referred to comes from the Alban region north of Rome. By contrast, for all collocates
listed for the 20th century in Table 2, albanisch is linked to the country of Albania. This suggests that the
change in meaning originated at the turn of the 19th and 20th century. The frequent change in the five
strongest collocates per decade is indicative of the many changes in the history of Albania during 20th
century.

The second semantic change involving the term Albaner can also be traced with the help DiaCollo
tool. The upper panel in Figure 6 shows the noun Römer (‘Romans’) as the only collocate in the DTA
texts for the decade (SLICE:10) starting with 1670; the lower panel provides the five strongest collocates
(KBEST:5) for the term Albaner for the decade of 1990-2000.

The disjoint sets of collocates between the decades starting with 1670 and 1990 indicate that the mean-
ing of the term Albaner has shifted from referring to people or other entities associated with a territory
north of Rome, to the people or other entities from the Balkan country Albania, with the collocates Serbe
(‘Serb’), Kfor, Kfor-Soldat (‘Kfor-soldier’), Provinz (‘province’), and Vertreibung (‘forced migration’)
all salient lemmas at that time, due to the Balkan wars.

Collocate Noun From To
Römer ‘Roman’ 1670 1880
Gebirge ‘mountain range’ 1700 1970
Stein ‘stone’ 1700 1970
Berg ‘mountain’ 1910 1990
Jahr ‘year’ 1910 1990
Serbe ‘Serb’ 1910 2000
Provinz ‘province’ 1990 2000
Vertreibung ‘forced migration’ 1980 2000
Kfor ‘Kfor’ 1980 2000
Kfor-Soldat ‘Kfor soldier’ 1980 2000
Friedenstruppe ‘peace keeping force’ 1990 2000

Table 3: DTA and DWDS query results for NN collocates.

Collocate Noun From To
Rocca ‘Rocca’ 1850 1970
Jugoslawien ‘Jugoslavia’ 1860 1980
Kosovo ‘Kosovo’ 1910 2000
Mazedonien ‘Macedonia’ 1980 1990
Pristina ‘Pristina’ 1980 1990
Rugova ‘Rugova’ 1980 1990
UCK ‘UCK’ 1980 1990
Kosovska Mitrova ‘Kosovska Mitrova’ 1990 2000
Serbien ‘Serbia’ 1990 2000

Table 4: DTA and DWDS query results for NE collocates.

Table 3 lists the set of common noun (NN) collocates identified by DiaCollo for the time period from
1670 to 1990 and records the decade during of first and last occurrence for each collocate. While most
collocates are clearly indicative of a particular reading of the term Albaner, the collocates Gebirge, Stein,
Berg, and Jahr are not. Examination of the linguistic contexts of the collocates reveals that with the
exception of Jahr, where Albaner- refers to persons from Albania, for all other collocate nouns the query
term refers to the Italian region north of Rome.

The term Serbe is the first collocate in chronological order that clearly shows the shift in meaning for
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Figure 6: Collocations of Albaner in the DTA and the DWDS corpora: decades of 1670 (left panel) versus
1990 (right panel).
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the term Albaner. Additional data points can be obtained by a DiaCollo query that filters for collocates
belonging to part-of-speech category NE (short for: proper names in the STTS tagset). The results of this
query are shown in Table 4. Among the NE collocates, the first occurrence of the collocate Jugoslawien
for the query term Albaner provides evidence that the shift in meaning is starting already in the second
part of the 19th century.

Data mining of the DWDS corpus of the 20th century provides additional evidence of a transitional
period between the uses of the term Albanese at the beginning and of the term Albaner at the end of the
20th century. The DWDS contains a total of 33 occurrences of the term Albanier between 1914 and 1991.
We suspect as well that homonomy avoidance, documented as a driving force in some semantic change
(Hock and Joseph 1996: 224), may have been at work here.

4 Methodological Issues and Wider Implications
This corpus study was prompted by the writings of the American linguist Leonard Bloomfield and aimed
at answering a specific research question concerning Bloomfield’s use of the English term Albanese. The
findings of the study have allowed us to track changes in the German lexicon for the language and the
people of Albania. While these results are valuable in their own right, it is worthwhile to reflect on some
lessons learnt in the course of this investigation. We will concentrate on those aspects and methodological
issues which go beyond this particular use case and are applicable more widely to corpus studies based
on diachronic language data.

In the present study, we consulted different corpora of various sizes and with varying degrees of lin-
guistic post-processing, including spelling normalization, lemmatization, part-of-speech tagging, as well
as collocation and bigram analysis. With Google’s Ngram Viewer and DiaCollo word clouds we also uti-
lized two kinds of visualizations to highlight relevant patterns in the data of interest. Such visualizations
are essential, given the size of the Google Books and DTA corpus collections, and their utility extends
well beyond the type of linguistic study that we are engaged in here to other areas of digital humanities
research. In fact, they have given rise to a text-mining approach in its own right under the name of cul-
turomics3 and have have been widely applied in recent years to detect social dynamics of various kinds
and different humanities disciplines.

As the proponents of culturomic methods have pointed out themselves, it is important to be aware of
the limitations of the Google Books corpus data4. These limitations include errors due to optical character
recognition (OCR), metadata quality, the opportunistic data collection method, and lack of lemmatiza-
tion for the Google Books corpus for German. Historical texts are particularly prone to OCR errors, and
metadata quality can be unsystematic if the texts included in the corpus are not first editions. Since there
are no published evaluation results on these two issues for the Google Books corpus, its reliability is un-
known. For the DTA, published results on both matters are available. (Haaf et al., 2013) overall accuracy
rate of 99.9909% for a balanced DTA text sample, which implies on average 91 transcription errors in
one million characters. The data collection policy for the DTA adheres to the principle that only first edi-
tions of individual texts are included in the DTA collection so as to ensure highly reliable metadata. The
reliability of metadata is particularly important for search terms that occur with low frequency in a given
corpus, as is the case for the set of lexical items under investigation in this paper. Unreliable metadata,
due to automatic harvesting methods and/or lack of information about first editions, can lead to rather
distorted results about historical trends in word usage and frequency.

Another difference between the Google Books collection for German and the DTA corpus collections
concerns the lack of linguistic analysis and annotation for the former. The Google Books corpus for
German is not lemmatized, and Google Ngram queries do not support regular expressions. Taken together,
this means that only word form frequencies and no lemma frequencies can be displayed in the Google
Ngram Viewer. Such limitations do not apply to DTA queries since the DTA data are lemmatized and the
DTA’s query language DDC (Jurish et al., 2014) supports searching for word forms (tokens) and lemmata.
For morphologically rich languages like German this functionality is essential.

3See, inter alia, (Michel et al., 2012; Lieberman et al., 2007).
4See //www.culturomics.org/Resources/faq for a more in-depth discussion.
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The search functionalities for the Google Books collection for German and for the DTA corpus differ
not only in expressivity of the underlying query languages, but also in terms of the information that these
two well-designed web applications convey. The main goal of the Google Ngram viewer is to visualize
changes in the frequencies of ngrams over time. This is what makes it so attractive for diachronic corpus
studies. The main focus of the DTA query interface, on the other hand, is on the seamless rendering
and browsing of different textual views: a keyword-in-context view for a particular query along with a
pointer to the relevant section of the underlying manuscript and its transcription. The keyword in context
presentation of each data point is essential for a careful examination of the meaning of the query term and
avoids the danger that arises if only unigram frequencies can be compared. In the course of the present
investigation, we encountered precisely this type of situation, when the query term Albanese was a proper
name, rather than the type of referent we were interested in. This potential error was only detected by
consulting the source text in the Google Books collection. However, due to copyright restriction such
double-checking is not always possible.

The above discussion shows that corpora such as the DTA, whose construction is quite labor-intensive,
due to the amount effort required in double-keying, spelling normalization, linguistic annotation, and
manual metadata creation have distinct advantages in data accuracy and reliability over the Google book
corpus collections. However, this does not mean that the Google Books collections are irrelevant for
diachronic linguistic studies. They are very useful as a secondary source of information that help to
double-check the validity of results obtained from corpora such as the DTA.

5 Further Applications
While this study documents the ways in which certain words have waxed and waned in their use and
frequency, with consequences for their meaning, there are wider implications that go beyond those im-
portant lexical details. In particular, the value of the corpora consulted and of the search tools they provide
has clearly been demonstrated by the results that they allow for. At the same time, these results show that
there are limitations on lexeme-based searches, in that our understanding of the developments that the
Alban(es)- lexical items underwent crucially emerged from an examination of the context for each item,
provided by the corpora and tools, disambiguating Italian Albaner from Balkan Albaner. These devel-
opments in turn provided some insight into mechanisms for semantic change viewed “up close” in a
relatively short time span. Finally, it is a well-known problem in dealing with names of peoples and of
groups that one and the same group can have multiple names in different, even related, traditions (e.g.
Deutscher, German, allemand, etc.); this problem is acute in the case of group names from the distant
past. The example of Alban(es)- shows how it is possible to untangle multiple names for the same referent
through careful corpus searches and accompanying manual work. The ability to do so enhances, for in-
stance, the prospects of undertakings like the Herodotos Project (https://u.osu.edu/herodotos/),
aimed at developing a comprehensive listing of group names mentioned in Classical sources and model-
ing the networks of those groups.

In support of the Herodotos Project, Erdmann et al. (2016) employ a Named Entity Recognition system
that identifies textual references to group names and the personal and place names with which they co-
occur, but they have yet to disambiguate the nature and context of each reference. Like the Alban(es)-
lexical items, there are many references in Ancient Latin or Greek corpora that can map to multiple
concepts, meaning that one name could refer to any one of several groups, given the context. Conversely,
there are many concepts that map to multiple references, and furthermore, the very identity of these
concepts and the nature of these mappings can change over time, just as Albaner evolved from referring
to an area near Rome to referring to the Albanian people. The same data-driven approach combined
with manual analysis employed in this paper can elucidate such evolving reference-concept mappings,
enabling projects like the Herodotos Project to better understand the relationships between the named
entities it extracts from historical texts.

One example of a case study of interest to the Herodotos Project is provided by the term Thebes and
references Thebans in Greek. Theban, of course, refers to people from Thebes, a geographically based
designation. However, the geography is ambiguous in that there is a Thebes in ancient sources in Egypt
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and one in Greece (specifically in the region called Boeotia), as well as a few others too, so that Greek
ΘƦơƠῖƮƨ (Thēbaîoi) could in principle refer to people from either city and in fact any use of the stem
ΘƦơƠ- (Thēba-) would be potentially ambiguous. Typically contextual information can disambiguate
various instances of the stem ΘƦơƠ-. For instance, in Iliad 14.113-4, Diomedes says:
(4) πƠƲƯὸư ƣ᾽ ἐƭ ἀƢƠƧƮῦ ƩƠὶ ἐƢὼ ƢέƬƮư ƤὔχƮƫƠƨ ƤἶƬƠƨ /

patròs d’ ex agathoû kaì egō génos eúkhomai eînai /
ΤƳƣέƮư, ὃƬ ΘήơῃƱƨ χƳƲὴ ƩƠƲὰ ƢƠῖƠ ƩƠƪύπƲƤƨ
Tydéos, hòn Thēbēsi khytē kata gaîa kalyptei
‘I too can declare my stock to be from a noble father, Tydeus, whom the heaped earth in Thebes
now covers’

In this case, the reference to the Greek hero Tydeus, within the immediate context here, serves to locate the
referent of ΘήơῃƱƨ ‘in Thebes/DAT.PL’, as the Greek Thebes, not the Egyptian one. Similarly, reference
in Homeric epic to “Thebes with one hundred gates” indicates a reference to the Egyptian city, not the
Greek one.

There are many more cases like the Thebes case, since many colonies were named after the home city
of the colonizers; for instance, there is a ΚύƫƦ (Kymē) in Euboea, an island just east of central Greece,
but there is also one in southern Italy which was founded by settlers from the Greek city. Contextual cues
such as those leveraged by the DiaCollo tool can similarly differentiate which place is referenced in such
cases.

One final example comes from the opening of Caesar’s De Bello Gallico in which he asserts that one of
the groups inhabiting Gaul is known as Celti in their language, and Galli in Latin (Caesar, BG 1.1). In other
words, Caesar not only maps two references to one concept, but also clarifies who is more likely to use
which reference. In this case, gathering collocations for both references in a range of texts and analyzing
the output would shed critical light on perspectives and biases before and after Caesar’s campaign into
Gaul. The sentiment of such collocations would demonstrate how Galli-reference users depicted the Gauls
as compared to Celti-reference users. A diachronic analysis would address questions such as whether
these biases converged or diverged after Caesar’s campaign and how long convergence/divergence took
in addition to other such questions. Perhaps the two references are actually better modeled as referring
to two distinct but related concepts: the romanticized idea of Celti versus the barbarian caricature of the
Galli. This stance can be supported or rejected with such an investigation, and developing a language-
agnostic version of DiaCollo would greatly contribute to the feasibility and success of such investigations.

6 Conclusion
The methodology demonstrated here, combining automatic collocation analysis and manual inspection
of the results can both identify and shed light on complex relationships between lexical items and the
concepts they refer to, as well as how those reference mappings evolve over time. While DiaCollo en-
ables this process to be very effective in German, a comparable language-agnostic tool will need to be
developed in order to address many cases of interest in other languages without requiring potentially
problematic translation. Regardless of the future of such technology, it is clear that homonymous named
entities and entities with multiple names present a major challenge for attempts to automatically infer
information about them. We present here a framework for addressing such challenges in a manner so-
phisticated enough to inform and impact qualitative research in the humanities.
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Abstract

This paper describes the speech processing activities conducted at the Polish consortium of the
CLARIN project. The purpose of this segment of the project was to develop specific tools that
would allow for automatic and semi-automatic processing of large quantities of acoustic speech
data. The tools include the following: grapheme-to-phoneme conversion, speech-to-text align-
ment, voice activity detection, speaker diarization, keyword spotting and automatic speech tran-
scription. Furthermore, in order to develop these tools, a large high-quality studio speech corpus
was recorded and released under an open license, to encourage development in the area of Polish
speech research. Another purpose of the corpus was to serve as a reference for studies in pho-
netics and pronunciation. All the tools and resources were released on the the Polish CLARIN
website. This paper discusses the current status and future plans for the project.

1 Introduction

Much of the data used in Humanities and Social Sciences (HSS) research is stored in the form of audio
recordings. Examples of this include radio and television programmes, interviews, public speeches (e.g.
parliament, public events), lectures, movies, read literary works and other recordings of speech. This data
contains valuable information from many aspects of HSS research. This encompasses both the linguistic
(with the emphasis on vocabulary and pronunciation) and sociological (emphasis on speaker) points of
view. During our project, we have met many scientists that have shown interest in processing either
already available data and corpora, or would like to process recordings (e.g. interviews) they intended to
make in the future.

The main issue with processing acoustic data is that it is more expensive and time consuming than, for
example, traditional, textual data. It demands both the know-how and lots of effort to achieve comparable
results. That is why it is often overlooked by researchers who either do not have the time or the funding
to deal with such issues. Our primary goal was to create free and accessible solutions for researchers
from the HSS community.

Similar efforts in other Clarin consortia already exist, like WebMAUS (Kisler et al., 2016) speech seg-
mentation services at LMU, AVATech (Lenkiewicz et al., 2012) by Max Planck Institute and Fraunhofer
Institute which provide video and audio processing services including speech segmentation, VAD and
speaker diarization, and TTNWW (CLARIN-NL, 2013) which includes speech transcription services
for Dutch. It is worth noting that many of them (although not all) are language dependent, requiring a
re-implementation of these services in individual countries.

This paper will first describe the tools and corpora created during the project. Next, it will describe a
few of the existing and planned applications of the tools and services. Finally, it will describe the plans
of development for the upcoming years.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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2 Speech Tools

One of the earliest decision during the project was to release all the tools in the form of web services,
rather than downloadable applications. There are many advantages to this: ease of use (no installation
required), better support, stable environment and performance. However, a few disadvantages as well:
more effort required from the consortium, increased response time if many people use the platform,
issues with releasing sensitive data. Most of these have been addressed individually and by releasing the
source code of the tools for ambitious individuals.

The main website located at http://mowa.clarin-pl.eu was divided into three sections:
speech corpora downloads, grapheme-to-phoneme (G2P) conversion and the rest of the speech process-
ing tools. The reason for removing the G2P from the rest of the tools is because it uses a different set of
modalities (i.e. text-to-text) from the rest of the tools (audio and optionally text into text).

The tools were selected from the basic pipeline used in speech processing and speech recognition.
Rather than hiding them, it was decided to expose the intermediary steps in the pipeline as standalone
services. Figure 1 shows a typical speech processing pipeline used to produce the information shown
at the bottom of that graph. The grey-filled blocks are the services that were exposed as standalone
services. The remaining three blocks were omitted either because they were already available in other
forms (language modeling) or because they were deemed not too useful for HSS research (audio analysis,
acoustic modeling).

2.1 Grapheme-to-phoneme conversion

This tool allows converting any text written in the orthographic (i.e. written) form into its phonetic (i.e.
spoken) form. It is one of the primary steps in any process that involves speech data. but may also serve
as a tool outside of the acoustic speech processing context.

The tool is created using a rule-based system. It accepts any form of text, although it does not perform
text normalization (it does not expand numbers, dates or abbreviations automatically). The system is
completely rule based and contains a list of exceptions for names, foreign and other atypical words. A
statistical system, based on the Sequitur (Bisani and Ney, 2008) tool, is also available but due to available
data, it does not outperform the rule based system in any way. The tool can generate both word lists (with
multiple pronunciations) and a canonical transcription of the text.

There are several enhancements planned for the future of this tool. The foremost includes the nor-
malization, mentioned above. This problem is particularly difficult for inflected languages (e.g. Slavic
languages). This work is already in progress as of writing this paper (Brocki et al., 2012). Other improve-
ments would include adding different forms of phonetic alphabets (while retaining the same rule-set) and
possibly adding other levels of annotation (e.g. accents and syllabification). Some uses may also bene-
fit from using a graph-based representation, but these (and other) improvements will be added pending
further interest from the community.

2.2 Speech-to-text alignment

Speech alignment is one of the most useful tools available. It is used to align a sequence of words to the
provided audio recording of speech. This can be understood simply as automatically generating a set of
time-codes, when both the audio and its transcription are known. It is a very useful tool because it can
be used to easily look up specific events in large sets of recordings. It also makes possible to compute
statistics related to the duration and other characteristics of individual speech events.

The tool was created, based on the SailAlign (Katsamanis et al., 2011) concept, in order to work
efficiently with long audio files. The engine is constructed around the Kaldi toolkit (Povey et al., 2011),
just like most of the tools in this paper, but the main work-flow is managed using a set of libraries written
in Java. The alignment is produced both on the level of words and phonemes. The tool currently only
generates outputs in the form of a Praat TextGrid file (Boersma and others, 2002), but others could be
added in the future. The service also generates a link to the new EMU-webApp website (Winkelmann
and Raess, 2014), which allows viewing the result of the segmentation directly in the browser (see figure
3).
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Figure 1: The pipeline of several speech processing mechanisms. The input signal on top is processed to
produce the information on the bottom. The grey blocks were exposed as services in the CLARIN-PL
infrastructure.

f S tS e b Z e S I ni e x S on S tS b Z m i ft S tsi i ni e

i S tS e b Z e S I n s t e g o s w I ni e v u w g o p I t a

p a ni e x S on S tS u p o ts u S p a n t a g b Z en tS I

v g on S tS u

Figure 2: An example of a transcription of the poem “Chrząszcz” by Jan Brzechwa, as produced by the
grapheme-to-phoneme tool. Uses a slightly modified version of the Polish SAMPA phonetic alphabet.
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Figure 3: An example of a segmentation generated by the speech-to-text alignment service, displayed in
the EMU-webApp interface.

For the future, several improvements are planned. A better acoustic model, possibly based on ANNs
is going to be implemented. Adaptation of both the acoustic and the language model could also be
beneficial to the overall process, especially when it comes to noisy data. The tool works fine for clean
and predictable data, but it still produces errors or fails entirely for very noisy or otherwise low SNR
signals.

Finally, a UI enhancement could be created to allow the user to manually invoke the re-alignment of
a certain portion of the output, while also allowing to fix some of the information (like the orthographic
or the phonetic transcription). This could turn the already very useful, but sometimes imperfect fully
automatic tool, into a perfect semi-automatic tool.

2.3 Voice activity detection

Voice activity detection (VAD) is frequently found as a pre-processing step of many speech processing
tools. Its purpose is to isolate portions of audio that contain speech from those that contain other types of
acoustic events, like silence, noise or music. Apart from the aforementioned use as a pre-processing step,
it can also be useful as an indexing tool for large quantities of audio. This tool is completely language
and domain independent, although it may fail with very noisy data.

This tool was constructed using an Artificial Neural Network based classifier that performs VAD in an
online manner. The non-speech data is further analyzed using an SVM classifier to try and classify types
of noise. This last step was not developed very thoroughly and performs rather poorly, depending on the
data, but given a proper use-case and training data, it could be modified to work better.

The VAD component was used extensively during previous projects and was already known to perform
reasonably well for real-world data. A simple experiment confirmed a fairly high level of recall (∼99%)
with a not so good precision (∼58%), which was a conscious decision (preferring not to lose any speech,
while sometimes accepting non-speech falsely). The subsequent tools (ASR modules) can deal with a
small amount of noise in the data, but would suffer greatly if any speech was omitted.

2.4 Speaker diarization

This tool is used to segment a large audio file into portions spoken by individual speakers. There are
several types of speaker related segmentation strategies that can be performed: speaker change detection
recognizes only the segments where different speakers are talking, speaker diarization additionally anno-

Selected papers from the CLARIN Annual Conference 2016

57



że 5.91 0.3 7228.28

że 20.21 0.35 5301.86

że 20.21 0.13 5266.03

że 1.11 0.13 4021.23

że 1.23 0.17 4014.55

że 0.79 0.12 3494.49

że 28.29 0.17 1822.69

że 16.6 0.08 0

listopada 7.43 0.58 3877.51

listopada 29.26 0.5 2541.87

polityki 11.27 0.63 7678.28

Figure 4: The output of the keyword spotting tool, searching for the words “że”, “listopada” and “poli-
tyki” in an example recording. Each line contains one occurrence of a keyword with the following fields:
word, start time, duration, keyword likelihood. Note that the short word “że” often occurrs as a part of
longer words and is thus erroneously detected multiple times.

tates which segments belong to the same speaker and speaker identification recognizes exactly who the
speaker talking in each segment is (e.g. by name). Our tool only does the second algorithm.

It is mostly useful for adaptation of various tools and models to individual speakers but some re-
searchers have mentioned that they would like to use it for other types of analyses that require speaker
segmentation. Our tool is based around the LIUM (Meignier and Merlin, 2010) toolkit and just like the
previous one, it is completely language independent. Other toolkits were also tested during the project
(for example SHoUT(Huijbregts, 2006)) but LIUM seemed to perform best on real-world data.

2.5 Keyword spotting

Often times, an accurate transcription of audio material is not necessary because we are only interested
in individual words appearing in the text. Keyword spotting (KWS) is a process that takes an audio file
with a list of keywords and generates a list of their occurrences with in the audio file.

Our system is based around the Kaldi toolkit, but it is also expanded to support an open vocabulary
scenario. Given the limited language model vocabulary size, it would be impossible to predict all the
words that people may be looking for. Therefore, our system uses a combination of words and syllables,
so when a word out of vocabulary needs to be found, its syllable representation is used instead. This
makes the tool sometimes more useful than full speech transcription, because it can deal with words that
are out-of-vocabulary (OOV), but is more prone to errors when given very short keywords. If the word is
phonetically a part of another word it may still be recognized as a separate word.

A small corpus was prepared to test this component and the overall precision was very high (>∼95%)
with the recall being reasonably high for known words (∼82%) and low for words that were OOV
(∼20%). It seems that the syllable model worked well sometimes but still needs improvement to deal
with OOVs.

2.6 Automatic speech transcription

This tool uses an Automatic Speech Recognition (ASR) system (based on the Kaldi toolkit) to generate
a probable orthographic transliteration of audio recording of Polish speech. Initially, this tool was not
planned for inclusion in the project but due to overwhelming interest, it was added in the second part of
the project. The current system uses our Euronews model for recognizing broadcast news (Marasek et
al., 2014) and in order for it to be useful for other types of recordings, it has to be adapted to the proper
domain. More details on the developed architecture is given in section 3.1 below.
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3 Speech Corpus

In order to produce most of the tools mentioned in the previous section, a large set of good quality
recordings is required. This is usually expensive to produce and even if such data is available for purchase
from third-parties, it is usually very expensive and unobtainable by most researchers. Prior to our work,
there was no free, high quality, large-vocabulary audio corpus of Polish speech. Our goal was to create
such a corpus and release it on an open license, both for commercial and non-commercial use.

The corpus was recorded in a studio environment using two microphones: a high-quality studio mi-
crophone and a typical consumer audio headset. The corpus consists of 317 speakers recorded in 554
sessions, where each session consists of 20 read sentences and 10 phonetically rich words. The size of
the audio portion of the corpus amounts to around 56 hours, with transcriptions containing 356674 words
from a vocabulary of size 46361. In addition to the studio corpus, a smaller corpus of telephony quality
was also recorded. It contains 114 sessions, amounting to around 13 hours of recorded speech.

Both the studio and telephone quality corpora were released in two forms. The first one is the EMU
database (Cassidy and Harrington, 2001), which allows for easy lookup of data and even some statistics
thanks to the integration with the R platform. Unfortunately, the current version of the system relies on
downloading the rather sizable corpus locally onto the computer. A new release of the corpus is planned
using the more modern EMU Speech Database Management System (EMU-SDMS) that works in the
web browser. This will make the corpus much more convenient, since it won’t require downloading of
all the data.

3.1 Baseline speech recognition system

Given that the main purpose of preparing the corpus was the development of speech tools, it seemed
fit to deliver the corpus in a form that would make it easy to make such a tool. Since most of the tools
mentioned in the previous chapter rely on the Kaldi speech recognition system, a baseline setup for
developing such a tool was constructed. This setup was designed to replicate the approach used in the
official project for other languages. The main idea is to have all the tools necessary in one folder, with
one main script performing the training of the full system, from start to finish. If the user doesnâĂŹt
wish to modify anything, they can simply run the one script and wait a few hours to get a fully-trained,
fully-working large-vocabulary continuous speech recognition system. Users are, however, encouraged
to read the comments in the script and figure what is actually being performed.

The corpus was split into a training and test portion, roughly 90% and 10% respectively: 56 random
sessions were chosen to be in the test set, and the remaining 499 session were stored in the test set. A
trigram statistical language model was trained using a large collection of texts in Polish collected from
various online sources and interpolated on the transcriptions from the training portion of the corpus only.
Since the source material for this portion of the setup cannot be distributed freely, the trained language
models are provided as a download.

The acoustic models were trained using the standard GMM training procedure: first the monophone
(mono) models were trained, followed by triphone (tri2a). The standard feature front-end is then replaced
by an LDA multi-splice set (tri2b), followed by adapting the models to speakers (tri3b). Next, the silence
models are are retrained and the phonetic dictionary is rescored (tri3b-sp). Then an experiment is per-
formed with increasing the number of mixtures (tri3b-20k) and with using MMI training (tri3b-mmi).
This last one is also repeated using a larger beam, followed by rescoring using a much larger language
model, to give the final result of 7.37% word error rate (WER). If we use the lattice from the wide beam
stage and instead of rescoring look for the best sequence of words (in other words, if we had the ideal
language model), we can get a score as low as 3.23% WER.

In addition to the standard GMM acoustic models, two artificial neural network (ANN) based systems
were also tested. The time-delay neural network (TDNN) system achieves a score significantly better
than GMMs and the LSTM is even slightly better than that. The LSTM (being a recurrent ANN model)
is however much slower to train and the marginal improvement in WER may not be worth it for most
people.
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WER % experiment

30.06 mono
17.56 tri1
16.75 tri2a
15.75 tri2b
13.50 tri3b
13.10 tri3b-sp
12.88 tri3b-20k
12.41 tri3b-mmi
11.64 +wide beam
7.37 +large LM rescoring
3.23 oracle of wide beam

Table 1: GMM acoustic model results.

WER % experiment

9.25 TDNN
5.91 +large LM rescoring
2.83 oracle
8.91 LSTM
5.78 +large LM rescoring
2.61 oracle

Table 2: ANN acoustic model results.

4 Applications

A couple of projects have already utilized our tools and resources for their own uses. Our speech align-
ment tool was used by a consortium partner in order to further annotate the corpora on their Spokes
platform (Pezik, 2015). The studio speech corpus was used in a paper by a Czech research team (Nouza
et al., 2015). We have also managed to cooperate with a team from the Institute of Applied Linguistics
at the Warsaw University on their project titled “Respeaking - the process, competences and quality”
(project code NCN - OPUS6 -2013/11/B/HS2/02762). Finally, one of the most interested groups were
researchers of sociology interested in automatic transliteration of sociological interviews. We managed
to receive several hours of recordings by a group of researchers from the The Cardinal Wyszyński Uni-
versity in Warsaw. Some preliminary results show promise but more work is needed to achieve success.

We intend to open several new areas of applications in the future. The new project will concentrate
mostly around these three domains: parliamentary speeches, historical early and mid-20th century news
segments and improved systems for the transliteration of sociological interviews.

5 Future plans

With the project being prolonged for the two more years, several improvements are planned. The main fo-
cus will be on creating working speech recognition solutions for the aforementioned domains. To achieve
this, certain tools, like the G2P conversion including text normalization and possibly other modules, like
speaker diarization and VAD, will have to be improved. The biggest improvements, however, will lie in
the speech recognition engine, itself. Many experiments are planned, including various adaptation tech-
niques, Deep Neural Network for acoustic modeling (Vu et al., 2014), Recurrent Neural Networks for
language modeling (Mikolov et al., 2013).

No new corpora will be recorded, although lots of data will have to be collected, in order to adapt
the tools to their respective domains. It is unclear whether all of the data will be released for other
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researchers, due to legal concerns. Our primary intention will be to improve the services available on our
website and to provide the trained models and tools for free, for others to use as they deem necessary.
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Abstract 

Common Language Resources and Technology Infrastructure (CLARIN) provides access to 

language resources for scholars in the humanities and social sciences. In theory, scholars and 

students of Translation Studies may be assumed to be active data providers of language 

resources, as well as prolific users of the CLARIN services. However, data show that the uptake 

of CLARIN services by this user group is rather low. This paper investigates the needs of the 

students of Translation Studies and evaluates the CLARIN Virtual Language Observatory 

(VLO) from their perspective. It is based on a pilot study applying open and closed situated user 

assignments and an evaluation of the VLO service. The results provide insights into the needs 

of this user group and give suggestions to data and service providers that could increase the 

adoption of CLARIN services by the user group. 

 

1  Introduction 

E-research has transformed the process of research and has become a more ubiquitous research practice. 

CLARIN (Common Language Resources and Technology Infrastructure) aims at providing sustainable 

access for researchers in the humanities and social sciences to digital language data and tools. As 

observed in other service-oriented e-research infrastructures (Chunpir et al., 2015), the phase of 

development, setting-up and running of the CLARIN infrastructure and services was followed by the 

requirement to conduct studies into user involvement and user experience. The survey of user 

involvement in CLARIN was presented (Wynne, 2015) at the CLARIN Annual Conference 2015, 

showing user activities by discipline. Rather surprisingly, Translation Studies were not listed among the 

disciplines
1 
(Wynne, 2015) of the users involved in CLARIN services.  

At least some branches of Translation Studies, especially Corpus-based Translations Studies (Baker, 

1993, 1995; Laviosa, 2002; Fantinuoli and Zanettin, 2015)
2
 and Computational Translation Studies

3
, are 

carried out with digital methods and tools They not only heavily rely on various languages resources, 

e.g. parallel and comparable corpora, translation memories, terminology resources, and lexica for 

research purposes, but they also generate both mono-, bi- and multilingual language resources (Budin, 

2015). Language resources are also extensively used and generated by translation practitioners and by 

                                                
This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: 

http://creativecommons.org/licenses/by/4.0/ 
1 Probably included in the category Other humanities. 
2
 Corpus-based theoretical and descriptive research in Translation Studies has investigated topics such as translation 

universals and norms, ideology and individual translator style, and corpus-based tools and methods are included in the curricula 

of translation training institutions (see Fantinuoli and Zanettin, 2015). 
3
 In this paper, Computational Translation Studies are understood as a paradigm and research methodology that takes place 

at two levels as proposed by Budin (2015): Translations Studies carried out with computational methods and Translation 

Studies investigating computational processes, for example from a sociological or cognitive perspective (for instance to 

optimize the human-computer-interaction in translation workflows). 
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trainers and students in translation training. For these reasons, the absence of documented users from 

the field of Translation Studies in the study mentioned above appears noteworthy and calls for further 

investigation.  

The specific needs and requirements of this user group that could contribute to a higher uptake of the 

CLARIN services, in particular Virtual Language Observatory (VLO), by this user group are being 

investigated in this study. In no way suggesting that the study’s results can immediately be generalised, 

as at this stage the investigation is a pilot study of real world research (Robson and McCartan, 2016) 

and didactic in action, this paper sets out to show the specific needs and requirements of a specific user 

group, and to give impulses for studies into user experience of the CLARIN service VLO. 

The paper is structured as follows: First, we briefly present selected considerations that were vital for 

the design of this pilot study in section 2. In section 3, we elaborate on the actual pilot study and present 

the objectives of the study, the data collection process and settings, and participants. We also illustrate 

the task design in detail. This is followed by a presentation of results related to each task, the 

interpretation of results, and discussion. We conclude by summing up the key findings and give an 

outlook for potential further research. 

2  Background 

2.1  Language resources in Translation Studies and translation practice 

The production, compilation, use, and re-use of various language resources, such as mono- and 

multilingual corpora, translation memories, terminology resources, and lexica is well-documented and 

explored in settings related to translation: in translation practice (inter alia Beeby et al., 2009; Bowker, 

1998, 2002 and 2004; Gallego-Hernández, 2012; Wilkinson, 2005), in translation training (inter alia 

Kenny, 2007; Krüger, 2012, Kübler, 2003; Maia, 2003) and directly in the research in Translation 

Studies (inter alia Baker, 1993, 1995; Granger, 2003, Fantinuoli and Zanettin, 2015). 

Computer-assisted translations tools (CAT tools) are used by 73 per cent of translation practitioners 

(Ehrensberger-Dow et al., 2016). This implies that these practitioners are also highly active in generating 

and reusing a particular type of language resources, namely translation memories, which are “a very 

specialised kind of parallel corpus, and are usually relevant, reliable and well integrated into the 

translation workflow. Of course, translators do not have a translation memory ready for all occasions” 

(Zanettin, 2012:247). In such cases, translation practitioners either build their ad hoc corpora or look for 

stable corpora (Sánchez-Gijón, 2003) and other language resources, such as terminological resources 

and lexical resources. Curated one-stop entry-points where these types of datasets could be found via 

search activities, addressing specific needs of translation practitioners and scholars, could, therefore, 

find a good acceptance by this user group. 

2.2  Repositories and catalogues 

Since creating digital resources from scratch is often time-consuming and expensive, re-use of the 

existing data and resources is recommended. To re-use the existing resources, researchers, and also other 

potential users, have to be aware of the existence of suitable resources and need “efficient ways to 

navigate to the language resources that matter, whatever the selection criterion is” (Van Uytvanck et al., 

2012). Various portals, repositories, and catalogues that originate in various e-research projects and 

initiatives could also provide entry points to the datasets usable in the scope of Translation Studies. 

Among them are rather general repositories and catalogues that cater to diverse user groups, e.g. ELRA 

catalogue and META-SHARE, and catalogues curated for specific sub-types of tasks – as language 

resources originally created with a specific purpose are not always generally reusable – and user groups, 

such as commercial users in the field of machine translation in the case of the LT-Observe catalogue 

(Maegaard et al., 2016).  

VLO is one component of the CLARIN research infrastructure that falls into the former group, 

addressing a broad range of researchers in the humanities and social sciences. It is a metadata-based 

portal for language resources, providing multiple views on metadata for linguistic data and software and 

trying to give a consistent online overview of the data that is available in a variety of CLARIN Centres 

(Van Uytvanck et al., 2010; Van Uytvanck et al., 2012). The VLO offers faceted search (language, 

subject, collection, format, resource type, organisation, continent, national project, country, keyword, 

modality, data provider, genre) and string search (Odijk, 2014). 

Selected papers from the CLARIN Annual Conference 2016

64



2.3  Approaches to search activities 

Search activity, i.e. search for new or additional data, whether due to a pertinent practical need or in the 

scope of the first stage of scholarly research (Kemman et al., 2014) is often the first entry point and 

contacts of users with the services of an infrastructure, and may have an impact on their further 

engagement with the infrastructure, and willingness to contribute resources, etc. Optimal alignment of 

the entry points of repositories and catalogues to user requirements also implicate that approaches to 

search activities and specific user group competences, and requirements are understood. 

From the perspective of information retrieval, search activities are commonly divided into two broad 

categories: lookup and exploratory (Marchionini, 2006), although lookup tasks can be embedded in 

exploratory tasks and vice versa. Lookup search is assumed to have precise search goals, such as finding 

facts to answer a specific question. Exploratory search includes a variety of qualitative definitions, so 

this search is naturally faceted (Wildemuth and Freund, 2012), and has open-ended search goals and 

inexact task requirements. This approach to search activities corresponds to the functionalities of the 

VLO and seems to be suited as an underlying premise when designing tasks to investigate user search 

activities and requirements of the service. 

Another factor that should be considered is the competence of users to identify information 

requirements, find relevant information, and evaluate the search results. Expertise plays a significant 

role in the approaches that users utilise to seek information. The distinction should be made between 

technical and domain expertise. Jenkins et al. (2003) observe that whereas each of the dimensions is 

valuable, users are most likely to succeed in search activities when both are present. These factors should 

be considered when developing tasks for a user-centred study or investigation of user requirements. 

Students, i.e. participants in this pilot study, are often classified as experts-in-training (Hagemann, 

2016).  

 

 
Figure 1: Two dimensions of expertise: domain and technical (adapted from 

Russel-Rose and Tate, 2013). 

 

2.4  Users’ search competences 

Present day translation training is informed by both academic research and professional experience. The 

training incorporates situated learning (Risku, 2016), by which it emulates the actual translation practice 

through the use of authentic resources, tools, assignments and processes relevant for translators. These 

curricula often follow one of the most exhaustive translation competence models, that of the European 

Master in Translation framework
4
, which covers six main competences (see Fig. 2), among others the 

                                                
4
 The network aims at promoting quality in translation training and is led by the Directorate General for Translation of the 

European Commission. The label is awarded only to academic translation programmes meeting admission criteria (currently 

64 programmes). However, the competences developed in the framework are widely integrated also in curricula of the 

programmes that had not been awarded the official label. For more information, see https://ec.europa.eu/info/european-masters-

translation-emt_en (accessed 1.4.2017). 
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information mining competence, and the technological competence. Information mining competence 

includes, inter alia:  

•  identifying information and documentation requirements, 

•  extracting and processing information for a given task, 

•  evaluating the reliability of sources, 

•  effectively using search engines (EMT Expert Group, 2009). 

 

 
Figure 2: Competences in present translation training: Wheel of competence 

of the European Master of Translation (based on EMT Expert Group, 2009). 

 

Although e-research practices (such as the role of digital curation practices) are not explicitly 

integrated into present day academic translator curricula, there is a substantial overlap between 

information mining and technological competences, and research competences, therefore translation 

courses can be expected to train some research competences indirectly (Vandepitte, 2013; Austermühl 

2016). As translation training caters to both prospective translators-practitioners and researchers in 

Translation Studies, students were treated as double experts-in-training and investigated as users in this 

pilot study. 

3  Pilot study with students of Translation Studies 

3.1  Objectives 

As discussed above, scholars and students of Translation Studies use language resources in their research 

and practical work. For this reason, the objective of the pilot study was to investigate which selection 

criteria matter to users in Translation Studies when they try to navigate through a research infrastructure 

to the language resources that they need. Secondly, we wanted to test one of the services of the CLARIN 

infrastructure, namely the VLO faceted browser, as it offers the exploratory functionalities for language 

resources (Odijk, 2014), and to find out the perceived quality of the results in the VLO by this user 

group. Lastly, the objective of this pilot study was to determine how students as prospective translators 

and researchers in Translation Studies would engage with the service and what is needed to ensure a 

higher uptake of the service by this user group.  

3.2  Data collection setting and participating users 

Data collection for this study was carried out at two Austrian universities in five courses with students 

of Translation Studies at the BA and MA levels during two academic years (winter semester 2015, 

summer semester 2016
5
, and winter semester 2016

6
). The course at the BA level is recommended for 

students in their 5th semester. Therefore the majority of the students participating in the study were in 

their final year of the BA studies. The majority of the students at the MA level participating in this study 

                                                
5
 References to the VLO refer to the version 3.3. 

6
 References to the VLO refer to the version 4.0.2. 
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was in their second semester, or at even in more advanced stages of their MA studies. The courses that 

served as the platform for this study are obligatory for all students with all working language 

combinations in the program. This means that we had unique access to users with a broad range of 

working language combinations and could, therefore, cover a spectrum of languages with various 

degrees of support (Rehm and Uszkoreit, 2012). The participants’ working languages ranged from rather 

traditional combinations (e.g. German, English, French, Spanish, Polish, Italian) to Arabic and Austrian 

Sign Language. Details on participants’ working languages are given in the next section. 

All five courses focused on practical aspects of specialised translation, emulating the actual practice 

through the use of authentic resources, tools, assignments and processes. The format of the face-to-face 

sessions was designed to cover selected topics on language resources, and an introduction to e-

infrastructures, repositories, catalogues and similar services. None of the participants had previous 

experience with searching for language resources in repositories or catalogues.  

In the study design, the length of time of the study and each task needed particular attention. This was 

a critical issue because the participants were performing activities that took some length of time to 

complete. Moreover, search tasks can be exhausting both mentally and physically (Kelly, 2009), and 

prolonged search activities may negatively impact the results. For these reasons, as well as due to time 

limitations (length of an academic session, availability of students limited to one semester) and logistical 

limitations (number of available computer working stations), the data collection was conducted in 

several phases, and with a different setup and number of participating users. Each phase focused on one 

specific task as elaborated in the next section. 

Each phase of the study was initiated by a face-to-face information session, in which the overall 

objectives and logistical details of the study were presented to the students by the course trainers. A 

written task description was also presented to participants to read until they understood it thoroughly. 

Participants were given time to ask questions and to opt out of the study. The observance of the 

anonymity of the data collected was explained and stressed. To keep the search process natural, we did 

not ask the participants to think aloud, but collected self-reported research results and comments as 

described in detail in the section below.  

3.3  Task design 

Task design utilised qualitative and quantitative approaches combining mainly open and to a limited 

extent closed tasks to operationalize exploratory search activities by double experts. This method 

allowed the findings to be identified both through pre-formulated research questions and through the 

formulation of newly raised topics of interest that had not been anticipated during the planning phase of 

the study.  

We merged tasks into three task groups (one task group per study phase), two of them with two 

subtasks each to address specific research questions separately (see Tab. 1). We instructed the 

participants to inform us when they had completed each task; however, each task had a maximal time 

limit for completion. 

Selection criteria can be understood as usability, i.e. a set of criteria that facilitate human decision-

making (Maegaard et al. 2016). Based on this set of criteria, users conduct their exploratory search for 

language resources. As there is a little insight into the selection criteria for language resources preferred 

by the investigated user group, the first task (T1) aimed at establishing the set of selection criteria, based 

on which the users may decide if a language resource is relevant and operationally reusable for their 

purpose. The participants (n0=25) were given an open assignment to identify the criteria without linking 

it to a specific service or e-infrastructure to ensure a minimal bias towards their selection of criteria. The 

users were asked to provide a weighted list of their selection criteria. 

The tasks T2a and T2b were based on the criteria identified in T1. The objective of T2a was to 

establish how many unique language resources relevant for this user group could be found in the 

CLARIN VLO that cannot be found in other repositories and catalogues. In this task, the participants 

(n1=25) were asked to query portals (CLARIN VLO, META-SHARE, and ELRA), and catalogues (LT-

Observe, Opus) for language resources in their working languages (Croatian, Czech, English, French, 

German, Italian, Polish, Romanian, Russian) based on preselected criteria, identify them and document 

their research results in a form. The participants were asked to search for all relevant types of languages 

resources: mono-, bi-, and multilingual corpora, parallel and comparable corpora, translation memories, 

terminological resources, lexical resources, etc. This task also included self-reporting the information 
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where the language resource had been found, and where the metadata had been extracted from. The 

participants were instructed not to valorise the metadata by cross-pollinating them from various sources 

or improving them by additional research, but to assign a score from 1 to 5 (1 for very high quality, 5 

for very low quality) to the perceived quality of the metadata provided for each resource found in 

different portals and catalogues in task T2b (What is the perceived quality of the metadata of the LRs 

found in the VLO?).  

 

Phase Task Task objective Type of task Data collected 

Definition of 

selection 

criteria 

T1 When searching for LRs, 

which criteria are essential 

for the user group? 

Open Criteria sets with descriptors 

Identification 

of language 

resources 

based on 

selection 

criteria 

T2a How many (unique) LRs 

relevant for this user 

group can be found in 

VLO? 

Semi-open 

(task 

completion 

based on pre-

defined 

criteria) 

Number of resources; list of 

identified resources with 

descriptors of criteria based 

on found metadata records 

T2b What is the perceived 

quality of the metadata of 

the LRs found in VLO? 

Closed  Values 1-5 (1 for very high 

quality, 5 for very low 

quality)
7
 

Discovering 

language 

resources in 

VLO 

T3a When searching for 

multilingual LRs in VLO, 

what metadata is missing 

according to the user 

group? 

Open Metadata with descriptors 

T3b How does the user group 

perceive the interface and 

the functionalities of the 

VLO while searching for 

(multilingual) LRs? 

Open Written self-reports 

Table 1: Overview of the task design with task objectives, type of task, pre-task activities, and data 

collected in each task. 

 

The third task group (T3a, T3b) solely concentrated on the CLARIN VLO. The participating users 

were briefed on the aims and objectives of CLARIN, the main principles and search functionalities of 

the VLO (e.g. faceted browsing, textual queries, and advanced querying), and were given a 

demonstration. The third task group was conducted twice as the task was first carried out with the VLO 

refer to the version 3.3, which became obsolete less than a month later, and was replaced with a more 

sophisticated upgrade. Therefore, we decided to run the tasks T3a (When searching for multilingual LRs 

in the VLO, what metadata is missing according to the user group?) and T3b (How does the user group 

perceive the interface and the functionalities of the VLO while searching for (multilingual) LRs?) again 

in the VLO version 4.0.2. The participants (n2=14) that performed the task in the VLO version 3.3 

worked with the following languages: Arabic, Bosnian/Croatian/Serbian, English, French, German, 

Italian, Spanish, Russian, and Sign Language. The participants (n3=21) that performed the task in the 

VLO version 4.0.2 worked with Bosnian/Croatian/Serbian, English, French, German, Italian, Polish, 

Spanish, Russian, and Welsh.  

Both times the participants were asked to run a search for multilingual language resources in the VLO. 

They were given basic preselected search criteria to yield comparable results. In task 3a (When searching 

for multilingual LRs in the VLO, what metadata is missing according to the user group?) they were 

asked to list further categories of metadata that could be useful from the perspective of Translation 

Studies to be included as “[…] one of the main purposes of metadata is to enable discovery of a resource” 

                                                
7
 The inverted score scale was adopted for practical reasons: The participants were already familiar with this scoring system 

as it mirrored the academic marks. 
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(Odijk, 2014). In addition, they were asked to provide a comment on the satisfaction with the search 

functionalities (T3b).  

4  Results and discussion 

In this section we present the results of all the tasks described in section 3, followed by a brief discussion. 

4.1  Selection criteria as a basis for explanatory search in repositories 

As the investigated users often need very specific types of language resources, e.g. when they work in 

a particular language combination or a particular domain, they need text and terminology from the 

domain, and language resources exactly in the languages in question, etc. The results of the task T1 thus 

unsurprisingly showed that the users highly valued the information on the Language(s) covered by the 

resource, but also the criterion Representativeness of the domain (see Fig. 3).  

Related to this criterion are also two further criteria: the Reliability of the resource (for explanation 

see below) and Up-to-dateness of the resource. Participants described the criterion Up-to-dateness as 

the fact that a resource captures the latest data relevant to the domain, language, etc. This is deemed 

essential in specific domains (e.g.) legal, or after a spelling reform.  

As certain language resources are preferably used directly in a computer-assisted translation tool, 

Format (e.g. tmx) was the third most identified criterion. A separate criterion Downloadable might 

appear redundant. However, it should be taken into account that the criteria should not be evaluated 

separately, but as a set of criteria to reflect the complexity of exploratory search activities. 

 

 
Figure 3: Selection criteria for language resources from the perspective of Translation Studies 

students (n=25) (results related to task T1). 

 

It should also be emphasised that the selection criteria do not directly correspond to metadata 

describing a language resource. Metadata records are interpreted by the user and checked against the set 

of criteria to facilitate the decision-making and if needed, abort or continue the exploratory search. For 

example, reliability can be understood as the degree of authoritativeness of the originator and is 

perceived as an important indicator of the quality of the resource, especially for certain specialised 

translation assignments in legal, administrative, but also technical domains. In the absence of this 

metadata category, reliability could be derived from the combination of metadata records. 
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4.2  Relevant language resources and metadata  

Based on the criteria defined in task T1, the participants queried repositories and catalogues (task T2a), 

which resulted in identifying of 210 relevant resources
8
 in total, found in all repositories and catalogues 

(CLARIN, META-SHARE, ELRA, LT-Observe). The raw dataset included multiple identifications of 

the same language resource as more than one language was queried in this task. Some multilingual 

resources were identified several times, for example, the resource Europarl Parallel Corpus fulfilled 

the criteria of the search for Spanish as well as for English. A subsequent clean up of the doublets 

covering several languages (e.g. Europarl Parallel Corpus, FAO Glossary of Biotechnology for Food 

and Agriculture, JRC-Acquis Multilingual Parallel Corpus, and others) was needed and removed 33 per 

cent of entries from the raw dataset. A comparison of all the identified relevant language resources in 

the cleaned up dataset showed that the majority of the identified resources could be found in more than 

one repository or catalogue. Ten language resources were uniquely found through CLARIN VLO, all 

but one of them being text corpora. The participants identified a wide variety of resources: monolingual, 

bilingual and multilingual corpora, translation memories, terminological resources, and lexical 

resources. 

The median of the perceived quality of the metadata (1-5, 1 for very high quality, 5 for very low 

quality) for the resources uniquely found through the VLO (task T2b) was 3. Overall, participants 

repeatedly assigned high quality scores for the quality of the metadata found in the catalogue LT-

Observe
9
. It should be noted that this is a catalogue that consists of identified language resources for 

machine translation scenarios, based on evidence-based usability. The metadata in the catalogue has 

been validated and valorised by human experts (Maegaard, 2016).  

4.3  Discovering language resources through CLARIN VLO and user requirements 

The focus of the last task group was exclusively on the VLO, and bi- and multilingual resources (e.g. 

comparable corpora, parallel corpora, translation memories, lexical resources, terminological resources) 

found through the VLO. The answers of the participants were abstracted and grouped into categories 

(see Fig. 4 and Fig. 5)
10

. 

 

 
Figure 4: Desirable additional metadata for bi- and multilingual language resources from the 

perspective of Translation Studies students (n=35) (results related to task T3a). 

 

                                                
8
 Multiple selections in more than one language were possible.  

9
 http://www.lt-innovate.org/lt-observe/resources-list 

10
 Multiple answers were possible. 
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The most requested additional metadata information voiced by participants was Domain (see Fig. 4). 

The participants also listed additional metadata that they considered useful in relation to bi- and 

multilingual resources: for example, in parallel data the information what is the original text and what 

is the translation. Further requested information was the degree of automated translation, i.e. whether 

the resource had been translated by a human translator, by a human translator utilising computer-assisted 

translation tools, or by a machine translation system. In addition to this, the information regarding the 

translation process could be useful, e.g. whether the output of automated translation was post-edited, 

etc. Some participants would also find the information about the translator(s) (e.g. name, details about 

the translator’s working languages) useful. This metadata might not be applicable for all types of 

resources since we concentrated solely on bi- and multilingual resources in this task. 

Regarding the search functionalities, the majority of participants were satisfied with the given search 

functionalities. Considering the importance of the selection criteria Language and due to the fact that 

the investigations in Translation Studies are usually conducted contrastively between two specific 

languages, the participants were not satisfied with the fact that it was not possible to search for language 

combinations (Fig. 5). The participants suggested that a multi-value selection for a single facet (e.g. 

language) would be very desirable. Regarding functional desiderata, the users suggested that 

functionalities that would make storing of search queries and search results possible. Furthermore, 

localisation of the search interface into different languages would be useful.  

 

 

 
 

Figure 5: Desirable functional and search requirements, and interface 

features from the perspective of Translation Studies students (results 

related to task T3b). 

 

The repetition of the task T3b (How does the user group perceive the interface and the functionalities 

of the VLO while searching for (multilingual) LRs?) in the VLO version 4.0.2 generated almost identical 

results. Therefore, the results of the repetition of this task support the initial user requirements 

established in VLO version 3.3 towards the interface, faceted search, and functional requirements.  

4.4  Discussion 

What can we learn from the obtained user search and selection criteria, users’ performance in finding 

relevant language resources in the CLARIN VLO, as well as their comments on the search 

functionalities and requirements? To a large extent, the metadata fields provided in the CLARIN VLO 

(language, type, genre, licence, time coverage, etc.) help and support the users to decide whether the 

resource is relevant and useful for their task. Since relevant language resources seem to be also explored 

through other portals and services, the users might prefer them over CLARIN if they establish that they 

suit better their user requirements. This may result in a lower user involvement and may also have an 

effect on the involvement of this user group as data providers.  

The information about user requirements of this user groups, specifically about desiderata in terms of 

metadata, could be of interest for providers of bi- and multilingual language resources, especially 
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intrinsically translation-related language resources, such as translation memories, and would allow them 

to fine-tune the metadata provided for a better searchability in VLO, and thus a higher re-use of the 

resource. 

Based on the pilot study with the students of Translation Studies, we derived to the following 

desiderata of the features in the VLO: 

•  Multi-value selection within a facet: Multi-value selection for a single facet (e.g. language) could 

support a better user experience for those users, who want to narrow down their search to a certain 

language pair. Users in Translation Studies are often interested in a contrastive comparison of 

language resources in a specific language combination.  

•  Domain-specific search: User interested in specialised translation and languages for special 

(specific) purposes, often need language resources from a particular domain, for instance, legal 

or medical domain. The VLO faceted search currently supports the search by subject. The 

granularity and depth of facet Subject vary considerably (e.g. legal documents vs. the legal 

prescriptions concerning hunting). As observed in this study, the search does not support users 

unfamiliar with the topics covered, who want to explore the resources intuitively by domain, or 

by classification system. Clustering of subjects into domains would encourage a more explorative 

approach to the discovery of resources in the VLO. 

•  Multilingual (localised) interface: Users searching for language resources in languages other than 

English may not have a strong command of English, or may simply be inclined to search in the 

language(s) of the potential language resource. This seems to occur more often when searching 

for a multilingual language resource (e.g. Italian-German terminological resource) in languages 

other than English. 

•  Multilingual (localised) metadata: Multilingual metadata in languages other than English would 

support and complement the multilingual search interface. Multilingual metadata would be 

presumably needed for those language resources, in which English is not one of the languages of 

the resource. Reusing the data by national projects and national consortia, as well as 

automatization of the process, could support this endeavour. 

•  Storing of search queries or search preferences: This feature could support repetitive search 

sessions, e.g. for comparative or didactic purposes, but would require a user account.
11

  

•  Storing of search results: This feature could support a repetitive or on-going discovery of 

language resource in the VLO but would require a user account.
12

 

•  Valorisation of metadata: Awareness for the multifaceted needs of various user groups should be 

raised among data providers. For instance, the information what is the original and what is the 

translation would be valuable. 

Since the completion of the pilot study, new features have been introduced in the VLO version 4.1.0
13

. 

It is now possible to select multiple values within a facet, thus broadening the selection with the operator 

OR, or narrowing down the selection with the operator AND. Broadening the selection with the operator 

OR is the default setting of the multiple value selection behaviour
14

.  

As deduced from the pilot study, the new feature will greatly improve the usability for users searching 

for language resources in a certain language pair or language combination. From the perspective of the 

users in Translation Studies, the search could be optimised by the default operator AND, as users 

typically want to narrow down their search to a specific language combination. Alternatively, the 

preference for the default setting could be stored in search queries or search query preferences as 

suggested above. We would also suggest making the advanced search feature more prominent (e.g. 

position it on the top of the interface) as it has a major impact on the user experience and the users’ 

satisfaction with the search functionalities. 

                                                
11

 Regarding sharing of the search query, the current version of the VLO 4.1.0. supports the following: bookmarking the 

search query, copying the link and sharing the link via email. 
12

 Regarding sharing of the search results, the current version of the VLO 4.1.0. supports the following: bookmarking the 

search query, copying the link and sharing the link via email. 
13

 https://vlo.clarin.eu/about (accessed 8.4.2017). 
14

 https://vlo.clarin.eu/help (accessed 8.4.2017). 
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In addition to the suggested features for the VLO outlined above, outreach activities designed for 

users in Translation Studies (students, researchers, trainers, and practitioners) would help to make the 

VLO service and other CLARIN services more known in the community. A wider recognition of the 

CLARIN services among the Translation Studies community could result in bringing a new user group 

on board as well gaining active providers of language resources. 

5  Conclusion and outlook 

This pilot study addressed the needs of the students of Translation Studies as prospective translators and 

researchers in Translation Studies, focusing primarily on Corpus-based Translation Studies and 

Computational Translation Studies, as one of the user groups of the CLARIN service VLO. Their 

assessment of the gaps in terms of the usability of the service was investigated, and suggestions were 

made for possible optimisation. It was established that the resources found through the VLO would need 

some additional metadata information, especially bi- and multilingual language resources, in order to be 

better suited for reuse by researchers, trainers, and students in Translation Studies. Although the 

metadata that is not generated by the data provider cannot be added to the VLO by third parties, 

awareness for the multifaceted needs of various user groups should be raised among data providers. This 

especially applies in cases, in which the resources provided had been generated by translators, translation 

scholars and translation students, to ensure a higher uptake of the VLO service as well as other CLARIN 

services by this user group. Moreover, outreach activities tailored for users in Translation Studies would 

help to make the VLO service and other CLARIN services more known in the community and would 

help to gain a user group as well as a data provider group. 

Due to the specific nature of the modern translation training, which emulates the actual translation 

practice, and covers a wide array of competences, the present pilot study could be a starting point for 

further research on the specific needs of the users from Translation Studies of the CLARIN services. 

Dissemination activities targeting translation scholars, students, trainers, and translators would increase 

the visibility and the uptake of the CLARIN services by these user groups. 

The study also discussed and implemented considerations and preparation that should be taken into 

account when designing tasks for exploratory search in the VLO or similar services. User requirements 

of similarly under-represented user groups could take this pilot study as their departing point. In addition 

to task completion and self-reporting, further avenues of user search behavior could be explored to arrive 

at precise and complementary data, such as task completion time, query time, query length, scroll depth, 

cumulative click, etc. to better understand users’ search activities and adapt the CLARIN services to 

evidence-based user requirements. 
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Abstract 

TalkBank promotes the use of corpora, web-based access, multimedia linkage, and human lan-

guage technology (HLT) for the study of spoken language interactions in a variety of discourse 

types across many languages, involving children, second language learners, bilinguals, people 

with language disorders, and classroom learners. Integration of these materials within CLARIN 

provides open access to access a large amount of research data, as well as a test bed for the de-

velopment of new computational methods. 

 

1 Introduction 

The TalkBank system (http://talkbank.org) is the world’s largest open access repository for spoken 

language data. It provides language corpora and resources for a variety of research topics in Psycholo-

gy, Linguistics, Education, Computer Science, and Speech Pathology.  There are currently seven fund-

ed TalkBank components.  The National Institutes of Health (NIH) funds the development of the 

CHILDES database (http:childes.talkbank.org) for the study of child language development 

(MacWhinney, 2000), PhonBank (phonbank.talkbank.org) for the study of phonological development 

(Rose & MacWhinney, 2014), AphasiaBank (aphasia.talkbank.org) for the study of language in apha-

sia (MacWhinney & Fromm, 2015), and FluencyBank (fluency.talkbank.org) for the study of the de-

velopment of fluency and disfluency in children and language learners (Bernstein Ratner & 

MacWhinney, 2016).  The National Science Foundation (NSF) provides additional funding for Fluen-

cyBank, as well as funding for HomeBank (http://homebank.talkbank.org) with daylong audio record-

ings in the home (VanDam et al., 2016).  The National Endowment for the Humanities (NEH) and the 

Deutsche Forschungs Gesellschaft (DFG) have provided funding for web-based access to materials 

from Classical Latin and Historical German (http://sla.talkbank.org).  

In addition to these seven funded projects, TalkBank has developed resources for TBIBank (trau-

matic brain injury), RHDBank (right hemisphere damage), ASDBank (autism), DementiaBank (de-

mentia), CABank (Conversation Analysis) (MacWhinney & Wagner, 2010), SamtaleBank (Danish), 

GestureBank (gesture), SLABank (Second Language Acquisition) (MacWhinney, 2015b), BilingBank 

(bilingualism), ClassBank (classroom interactions), and TutorBank (human tutors).  All these re-

sources use a common transcript format called CHAT which is used by the CLAN analysis programs 

and other open-access resources. Except for some of the corpora from clinical areas and the daylong 

recordings from the home, these resources are available without passwords.  

TalkBank includes 348 corpora contributed by researchers across all these fields.  After corpora 

have been contributed, they undergo additional reformatting, curation, indexing, annotation, and link-

age to media.  The result is a unified open-access database with a fully consistent system of transcrip-

tion and annotation across all corpora.  We believe that this type of data integration with open access 

is important for maximizing the value of the corpora contributed to TalkBank, and that this method 

can serve as a model for other CLARIN data sites. 

In 2014, the TalkBank center at Carnegie Mellon University in Pittsburgh became a CLARIN-B 

site, and in 2016 it became a CLARIN-K site. TalkBank is the first CLARIN site outside of Europe. 

                                                
This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http:// creativecom-

mons.org/licenses/by/4.0 
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This paper will summarize the principles underlying the design of TalkBank, the ways in which Talk-

Bank has implemented CLARIN standards, and how it can provide resources for the CLARIN com-

munity.  

2 The Motivation for TalkBank 

Most language resources derive from written sources, such as books, newspapers, and the web. It is 

relatively easy to enter such written data directly into computer files for further linguistic (Baroni & 

Kilgarriff, 2006) and behavioral (Pennebaker, 2012) analysis. On the other hand, preparation of spo-

ken language data for computational analysis is much more difficult. Despite ongoing advances in 

speech technology (Hinton et al., 2012), collection of spoken language corpora still depends on a time-

consuming process of hand transcription. Because of this, the total quantity of spoken language data 

available for analysis is much less than that available for written language, although face-to-face con-

versation is the original and primary root of human language. Furthermore, unplanned spoken lan-

guage (Givon, 2005; Redeker, 1984) includes many prosodic features, gestural components, reduc-

tions, and hesitation phenomena that further complicate transcription and analysis. 

Because of its conceptual centrality, there are several major disciplines that examine aspects of 

face-to-face communication. These include Psycholinguistics, Development Psychology, Applied 

Linguistics, Phonology, Theoretical Linguistics, Conversation Analysis, Gestural Studies, Human-

Computer Interaction, Social Psychology, Speech and Hearing, Neuroscience, Evolutionary Biology, 

and Political Science.  To understand language acquisition, second language learning, language attri-

tion, language change, language disorders, sociolinguistic variation, persuasion, and group communi-

cation, we will need to combine methods and insights from each of these disciplines. Through such 

comparisons, and by examining language usage across a range of timescales (MacWhinney, 2015a), 

we can address core issues such as: how language is learned, how it is processed, how it changes, and 

how it can be restored after damage. 

Like written language (Biber, 1991), the forms of spoken language vary enormously from situation 

to situation (Hymes, 1962). However, individual speakers can operate smoothly within each of these 

varied contexts.  This means that, to fully understand human language and its role in human culture, 

we need to compare language use across many situations, forms, and participants. Because of this di-

versity, contrasts between practices in individual laboratories and disciplines have made the forms of 

transcription and coding for spoken language corpora remarkably unstandardized, making it difficult 

to construct comparisons across corpora. The first goal of TalkBank is to provide a system that bridges 

across these differences by providing an inclusive standard that recognizes all the features required for 

these specific disciplinary analyses. To achieve this goal, TalkBank has elaborated the CHAT tran-

scription standard.  

The development and extension of the CHAT transcription standard represents a necessary precon-

dition to the central goal of TalkBank, which is to encourage and support data-sharing across all the 

language sciences. In the physical sciences, the process of data-sharing is taken as a given.  However, 

until recently, data-sharing has not been adopted as the norm in the social sciences. This failure to 

share research results – much of it supported by public funds – represents a huge loss to science. Re-

searchers often cite privacy concerns as reasons for not sharing data on spoken interactions.  However, 

as illustrated at http://talkbank.org/share/irb/options.html, TalkBank provides many ways in which 

data can be made available to other researchers, while still preserving participant anonymity.  

3 Many Banks in One 

TalkBank is composed of 17 component banks, each using the same CHAT transcription format and 

database organization standards.  This section describes the contents and each of these component lan-

guage banks. The homepage at http://talkbank.org provides links to each of these 17 banks, as well as 

related resources. 

3.1 CHILDES 

The CHILDES (Child Language Data Exchange System) database at http://childes.talkbank.org is the 

oldest of TalkBank’s component banks.  Brian MacWhinney (CMU) and Catherine Snow (Harvard 

School of Education) began the CHILDES system in 1984 with funding from the MacArthur Founda-
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tion. Snow organized a meeting in the (appropriately named) town of Concord, Massachusetts at 

which many of the major figures in the child language field agreed on the basic principles for sharing 

child language data. In the early 1980s, researchers were just beginning to use personal computers and 

transcribed data was still stored in 9-track tapes, punch cards, and floppy disks.  The Internet was not 

generally available for data transmission, so data was shared by mailing CD-ROM copies to members. 

At that time, there was no thought that the transcripts might eventually be linked to audio or video.  As 

a result, researchers often destroyed or recycled their audio recordings. Since that early beginning, 

CHILDES has grown in coverage, membership, and output. Since 1987, the project has been funded 

by NIH with some additional support from NSF. The table at the end of this section shows that there 

now are over 7000 published articles based on the use of data or programs from CHILDES. This work 

extends across the areas of phonology, morphology, syntax, lexicon, narrative, literacy, and discourse.  

Using CHILDES data and methods, researchers have evaluated alternative theoretical approaches to 

comparable data. For example, the debate between connectionist models of learning and dual-route 

models focused first on data regarding the learning of the English past tense (MacWhinney & 

Leinbach, 1991; Marcus et al., 1992; Pinker & Prince, 1988) and later on data from German plural 

formation (Clahsen & Rothweiler, 1992). In syntax, emergentists (Pine & Lieven, 1997) have used 

CHILDES data to elaborate an item-based theory of learning of the determiner category, whereas gen-

erativists (Valian, Solt, & Stewart, 2009) have used the same data to argue for innate categories. Simi-

larly, CHILDES data in support of the Optional Infinitive Hypothesis (Wexler, 1998) have been ana-

lyzed in contrasting ways using the MOSAIC system (Freudenthal, Pine, & Gobet, 2010) to demon-

strate constraint-based inductive learning.  In these debates, and many others, the availability of a 

shared open database has been crucial in the development of analysis and theory. Based on these con-

tributions, CHILDES serves as a model and inspiration for next-generation data-sharing projects in 

child development such as Databrary (http://databrary.org ) and Wordbank 

(http://wordbank.stanford.edu ). 

3.2  PhonBank 

During the first two decades of work on the CHILDES system, it was frustratingly difficult to adapt 

computer transcripts for the study of children’s phonological development. Researchers used ASCII-

based system such as ARPANET, SAMPA, PHONASCII, and UNIBET. However, application of the-

se systems across languages was difficult and error-prone.  The LIPP system (Nathani & Oller, 2001) 

solved some of these problems, but the proprietary nature of its font encoding made it difficult to inte-

grate into transcripts, and it provided no linkage to media.  With the introduction of Unicode in the 

1990s and the promulgation of fonts supporting data entry for IPA such as Arial Unicode and the SIL 

Unicode IPA fonts (http://fonts.sil.org), it became increasingly easier to represent children’s phonolog-

ical productions in a standardized way. Building on this opportunity, Yvan Rose (Memorial Universi-

ty, Newfoundland) and Brian MacWhinney (CMU) initiated the PhonBank project.  Working with a 

consortium of researchers in child phonology, and supported now for over 10 years by grants from 

NICHD, the PhonBank project has accumulated 40 corpora of early child phonological productions 

across 12 languages, all transcribed in IPA along with the target language forms and linked directly to 

the audio record. These new corpora are available in two formats: CHAT and Phon, and these two 

formats subscribe to the single underlying CHAT XML Schema that guarantees complete interopera-

bility. Files in CHAT transcript format can be analyzed using the CLAN programs which we will de-

scribe later.  Files in Phon format can be analyzed using the Phon program. Phon provides all the basic 

analyses required in the study of child phonology for tracking the growth of segments, features, pro-

sodic patterns, and phonological processes.  In addition, Phon incorporates the full source code of 

Praat (http://praat.org), making it possible to run Praat’s acoustic analysis directly inside Phon and 

storing the results in the Phon transcript. 

3.3 HomeBank 

HomeBank, which began in 2015, is one of the newest components of TalkBank. It is supported by a 

grant from the National Science Foundation to Anne Warlaumont (UC Merced), Mark VanDam 

(Washington State University), and Brian MacWhinney (CMU). The primary data in HomeBank are 

daylong (i.e. 16-hour) audio recordings collected from children in the home through use of the LENA 

recording system (http://www.lena.org). This system uses a small digital recording device sewn into a 
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child’s vest. The LENA software processes the captured audio to identify who is speaking when, but it 

does not attempt to recognize words. The output of this processing includes a text file in LENA’s ITS 

format and the associated WAV file.  To include these data in HomeBank, we use the LENA2CHAT 

conversion program in CLAN (http://childes.talkbank.org/clan) to output CHAT format. Researchers 

then select segments of these huge CHAT files for detailed language transcription. HomeBank current-

ly includes 3.5 TB of these audio recordings and this number will soon grow well beyond this. 

Because these data have no transcripts, we cannot provide public access to segments that may in-

clude potentially embarrassing material. Researchers interested in working with the non-public ver-

sions of these data must undergo careful debriefing regarding this issue before they are given access. 

To make at least some of this huge quantity of material publicly available, our students and research 

assistants listen through complete recordings to spot any questionable material, which they then tag in 

the CHAT transcript with a code for later silencing. Determining what should count as embarrassing 

material in these natural contexts is itself an interesting research topic.  

Even without transcripts, these recordings can address many issues regarding the language envi-

ronment of the young child.  How much input is the child receiving and when? Do children who re-

ceive more input acquire language more quickly and does that help them in later years?  How much 

responsivity do different adults show to child vocalizations? How do a child’s intonational patterns 

change over time? These and many other questions can be addressed even without additional coding.  

However, when these recordings are accompanied by video or when various new methods for auto-

matic analysis are used, the data can address an even broader range of research questions. For exam-

ple, we are currently working with Florian Metze (Metze, Riebling, Warlaumont, & Bergelson, 2016) 

to apply the Speech Recognition Virtual Kitchen (SRVK) methodology (http://speechkitchen.org) to 

the CHAT and audio files derived from LENA. InterSpeech 2017 includes a challenge to see how well 

the SRVK methodology can diarize these recordings and identify the various speakers.  If this meth-

odology proves to be as good as that provided by the LENA system, we will work to make it available 

through open source, and we will work to create inexpensive recording devices that can be used with 

this non-proprietary software. 

3.4 AphasiaBank 

Aphasia involves the loss of language abilities, often arising from a stroke or embolism. This condi-

tion affects nearly 2 million people in the United States alone, making it the most common adult 

communication disorder.  To improve our understanding of language usage and recovery in aphasia, 

NIH has been funding the AphasiaBank project for 10 years.  Unlike the other language banks, Apha-

siaBank emphasizes the collection of data based on a tightly specified elicitation protocol. This proto-

col requires that the investigator follow a script in terms of asking questions and eliciting narratives.  

The detailed components of the protocol can be found at http://aphasia.talkbank.org/protocol. Using 

this standardized protocol, we have collected, transcribed and analyzed 402 hour-long interviews from 

persons with aphasia (PWAs) and 220 age-matched control participants.  All transcripts are linked to 

the video at the utterance level and can be played back using the TalkBank browser over the web. 

Analysis of these materials have generated 256 publications, and the videos are used as teaching mate-

rials in universities and clinics throughout the English-speaking world.  AphasiaBank also has smaller 

numbers of recordings for French, Cantonese, Spanish, and German, collected through translations of 

the protocol and the protocol materials into these languages. 

We plan several extensions of AphasiaBank.  First, we will record and transcribe increasingly natu-

ralistic interactions in both group therapy sessions and conversations in the home.  Second, we will 

test out the effects on language recovery of the use of tablet-based teletherapy lessons. Finally, we will 

use the Speech Kitchen methodology noted above to analyze the productions of people with aphasia 

and people with apraxia of speech (AoS) when reciting a scripted passage. The advantage of this 

method for speech recognition is that the words that must be recognized are restricted to those in the 

scripted passage.  

3.5 Other Clinical Banks 

Following the lead of AphasiaBank, we have developed protocols for data collection from four other 

varieties of language disorder.  DementiaBank already includes a fairly large sample from earlier pro-

jects on language in dementia.  We will formulate a data collection protocol for this area.  RHDBank 
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examines the language and problem-solving abilities of people who have suffered from right hemi-

sphere damage.  TBIBank examines language from people suffering from traumatic brain lesions.  

Both RHDBank and TBIBank use a protocol close to that of AphasiaBank.  Finally, ASDBank in-

cludes data from both children and adults with autism spectrum disorder. 

3.6 FluencyBank 

The other most recently funded TalkBank component is FluencyBank, based on a collaboration be-

tween Nan Bernstein Ratner (University of Maryland) and Brian MacWhinney (CMU).  The develop-

ment of FluencyBank is supported by two separate federal grants.  The grant from NIDCD seeks to 

characterize the development pathway of fluency and disfluency in children between the ages of 3 and 

7.  During this period, many of the children that show signs of early disfluency end up as normally 

fluent, with only a fraction of this population developing stuttering. How and why this occurs devel-

opmentally remains a mystery, largely because data from this period are incomplete. To address this, 

we are using TalkBank methods to conduct a longitudinal study across this period.  To supplement this 

work, NSF has provided support for incorporating data from earlier studies of disfluency from a varie-

ty of laboratories, much of it coded in SALT format.   

Work in speech technology is centrally important for the development of FluencyBank.  We need to 

not only analyze transcripts for lexicon, morphology, and syntax, but also carefully track word and 

segment repetitions, retraces, drawls, and overall durations. Ideally, these data should be linked to the 

audio records through a process of automatic diarization.  Our initial work with this method indicates 

that this is feasible. 

3.7 SLABank and BilingBank 

SLABank currently includes 31 corpora from second language learners, and BilingBank includes 10 

corpora from bilinguals. Nearly all of these corpora are accompanied by audio, although only a few 

have been linked to the audio at the utterance level.  In addition to these corpora from adult learners 

and bilinguals, the CHILDES database has 32 corpora tracing the development of childhood bilingual-

ism. To facilitate the analysis of grammatical development, we have developed a method for tagging 

multilingual corpora using a combination of unilingual taggers. This system is based on the taggers 

and parsers we have developed for Cantonese, Danish, Dutch, English, French, German, Hebrew, Jap-

anese, Italian, Mandarin, and Spanish (MacWhinney, 2008). For bilingual corpora that use any combi-

nation of these languages, we use marks to encode the language source of each word. To minimize the 

actual marks being used, we establish the notion of a matrix (Myers-Scotton, 2005) language, so that 

only intrusions into the matrix are marked.  This form of coding not only allows efficient tagging, but 

also provides a good profile of code-switching behavior. 

We hope to be able to link this growing corpus collection with data from experimental and tutorial 

approaches to second language learning as characterized in a recent proposal for establishment of an 

SLAWeb (MacWhinney, in press). 

3.8 CABank and SCOTUS 

Conversation Analysis (CA) is a methodological and intellectual tradition stimulated by the ethno-

graphic work of Garfinkel (1967) and systematized by Sacks, Schegloff, and Jefferson (1974) among 

others. With support from the Danish BG Bank Foundation, Johannes Wagner (Southern Denmark 

University) and Brian MacWhinney (CMU) developed methods for producing Jeffersonian CA tran-

scription within CHILDES. We then collected and formatted a database of CA materials, including 

such classics as Jefferson’s Newport Beach transcripts and the Watergate Tapes. There are currently 

20 other corpora in CABank. One particularly large corpus that is not yet in CA format is the SCO-

TUS corpus developed in collaboration with Jerry Goldman (University of Illinois).  This corpus – the 

largest in TalkBank – includes 50 years of oral arguments from the US Supreme Court linked on the 

utterance level to the audio.  We also have a CHAT-encoded versions of the Santa Barbara Corpus of 

Spoken American English (SBCSAE) and the Michigan Corpus of Academic Spoken English (MI-

CASE). CHAT/CA is being used in a variety of labs internationally that are planning to contribute ad-

ditional data. 
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3.9 ClassBank 

ClassBank includes 15 corpora of transcripts linked to video from classroom interactions. The largest 

of these are the Curtis corpus from a year-long study of instruction in Geometry in fourth grade 

(Lehrer & Curtis, 2000) and the seven-nation TIMMS study of teaching in Math and Science (Stigler, 

Gallimore, & Hiebert, 2000).  

3.10 SamtaleBank 

The creation of SamtaleBank was supported by a DK-CLARIN grant to Bente Maegaard (University 

of Copenhagen) and Johannes Wagner (Southern Denmark University). This bank includes the con-

versational component of the current DK-CLARIN corpus for Danish.  All materials are carefully 

transcribed in CA format and linked to either the audio or video media. This collection serves as a 

model for the further construction of well-prepared materials for Conversation Analysis. 

3.11 GestureBank 

Creating a database of videotaped, transcribed, and coded interactions for the study of gestures during 

speaking has proven to be one of the most difficult challenges facing TalkBank.  Coding and transcrib-

ing gestures is much more difficult than coding and transcribing spoken language. Unlike spoken lan-

guage, there is no accepted method for gesture coding or transcription.  Even if one tries to implement 

one of the dozens of proposed methods, it can take as long as a week to code one hour of gesture. Part-

ly as a result of these problems, data-sharing has not taken hold as a norm in this community. Faced 

with these challenges, our work in this area has focused on the construction of a coding system that 

can be deployed more simply within the framework of the CLAN editor and programs.  Our initial 

proposals along these lines are included along with other tutorial screencasts at 

http://talkbank.org/screencasts .  

3.12 LangBank 

With support from an NEH/DFG binational grant, Anke Lüdeling (Humboldt University, Berlin), 

Detmar Meurers (Tübingen), and Brian MacWhinney (CMU) are developing methods based on Talk-

Bank, SLAWeb, and ANNIS (http://corpus-tools.org). In this project, we are creating systematized 

and aligned JSON versions of corpora for both Classical Latin and Historical German. This language 

bank represents an exception to the TalkBank focus on spoken language, because neither of these clas-

sical languages is actively spoken in a language community today.  Instead, the focus here is on the 

development of these corpora in the SLAWeb framework (MacWhinney, in press) to support effective 

language learning.  Moreover, this collaboration allows us to make contact with CLARIN-related 

groups studying issues such as corpus analysis (Berlin) (Lüdeling, Walter, Kroymann, & Adolphs, 

2005) readability (Tübingen) (Meurers, 2005, 2012; Meurers et al., 2010), and the learning of classical 

languages (Leipzig).  

3.13 Usage 

To monitor the usage of the various components of TalkBank, we can track indices such as articles 

published and web hits. We are able to rely on http://scholar.google.com to track usage, because we 

have requested that people using these data include a reference to (MacWhinney, 2000) in their refer-

ence list.  Table 1 summarizes these indices for the six major funded TalkBank components. 

 

 CHILDES 
Talk 

Bank 

Aphasia 

Bank 

Phon 

Bank 

Fluency 

Bank 

Home 

Bank 

Age (years) 28 12 8 6 0.5 1 

Words (millions) 59 47 1.8 0.8 0.5 audio 

Linked Media (TB)  2.8 1.1 0.4 0.7 0.3 3.5 

Languages 41 22 6 18 4 2 
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Publications 7000+ 320 256 480 5 5 

Users 2950 930 390 182 50 18 

Web hits (millions) 4.3 1.3 0.3 0.1 - 0.2 

 
Table 1: TalkBank Usage 

4 Principles 

TalkBank relies on a series of principles for data sharing, formatting, access, analysis, and user in-

volvement. In this section, we will review these principles. Many of these principles adhere closely to 

CLARIN standards.  Others seek to expand on these standards. 

4.1 Data-sharing 

The most fundamental TalkBank principle is the idea that the results of scientific investigations should 

be shared with the scientific community. This principle may seem like a platitude.  We all know that 

scientists are supposed to open their ideas to further testing and development.  However, as we noted 

earlier, data-sharing has not been adopted as the norm in many areas of the social sciences.  The core 

goal of TalkBank is to correct this situation by building easy methods for data-sharing that will lead to 

important results for scientific investigation. CLARIN subscribes to similar principles. 

Data-sharing can be encouraged through either the carrot or the stick. However, the only stick that 

carries much weight is one wielded by a funding agency. Agencies such as NIH and NSF now stipu-

late that, at the end of a project, the results of the project should be fully shared and archived. Funding 

agencies in Europe have also moved increasingly toward this standard.  However, there remain large 

gaps in the enforcement of these standards. This is beginning to change, as granting agencies have be-

gun to require that proposals must document the effective sharing of data from earlier funded research.  

Researchers often claim that they cannot share data because of IRB (Human Subjects) restrictions.  

However, if there is proper planning and administration of informed consent at the beginning of a 

study, IRB problems can all be resolved.  Similarly, investigators often complain that, if they contrib-

ute their data to a database like TalkBank, other researchers could publish analyses that might preempt 

or “scoop” their own plans for publication. This concern can be addressed by contributing data along 

with the specification of an embargo period, after which data will become publicly available. 

The other approach to data-sharing involves carrots. In past decades, carrots have been more effec-

tive than sticks. Researchers have learned that contributed data will be cited, thereby increasing their 

citation index. To facilitate citation, we associate DOI (Digital Object Identifier) numbers with each 

corpus. Also, researchers find that by working with TalkBank they become members of a community 

of interest that furthers their communication with researchers having similar interests. In addition, by 

contributing data to TalkBank, researchers can use the increasingly powerful TalkBank tools to per-

form new analyses on their own corpora.  This could be done without data contribution, because the 

programs are all open access.  However, if we know that corpora are to be contributed to TalkBank, 

we will devote special attention to customizing analytic programs for the needs of particular projects. 

4.2 Open access 

Data-sharing implies open access. If a researcher contributes a corpus to a database, but refuses to 

permit open access, this is not real data-sharing. Corpora can be protected by passwords if necessary, 

but these passwords should be readily granted to qualified researchers.  Provision of open access to 

corpora has been a problem for other database efforts, including some of those in CLARIN. Some ar-

chives only permit access to data through a search interface. This may work for certain types of que-

ries, but it places restrictions on the types of questions that a researcher may pose regarding a dataset.    

In other cases, corpora are really not available at all.  For example, many of the materials in The Lan-

guage Archive (tla.mpi.nl) are not available for access.  Limits on access also make it difficult for pro-

jects such as Linked Open Data or Federated Content Search. Hopefully many of these restrictions on 

access to corpora will be removed in the future. 
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4.3 Consistent format 

A third important TalkBank principle is that all the data in TalkBank are transcribed in a single con-

sistent format.  This is the CHAT format which is compatible with the CLAN programs.  This format 

has been developed over the years to accommodate the needs of a wide range of research communities 

and disciplinary perspectives. The format is described discursively in the CHAT manual, which is 

available from http://talkbank.org/manuals/CHAT.html. The full computational description is provid-

ed in the XML Schema viewable and browsable from http://talkbank.org/software/xsddoc/ . This XSD 

description includes links between the XML characterizations of CHAT elements and their description 

in the MS-Word manual. 

Before data are entered into one of the TalkBank databases, they must first pass through two levels 

of format checking.  The first level relies on the CHECK program built into CLAN.  Because this 

checker is built right into the CLAN Editor, it is easy for users to check their work frequently to make 

sure they are following the requirements of CHAT. This checker is able to catch most potential errors 

in the use of CHAT format.  However, the fullest checking is done through the Chatter XML formatter 

and validator that can be downloaded from http://talkbank.org/software/chatter.html. Chatter is able to 

convert files in CHAT format into XML and vice versa.  It can also output PHON format. 

4.4 Interoperability 

Using conversion programs available inside CLAN, transcripts in CHAT format can be automatically 

converted both to and from the formats required for Praat (praat.org), PHON (chil-

des.talkbank.org/phon), ELAN (tla.mpi.nl/tools/elan), CoNLL, ANVIL (anvil-software.org), 

EXMARaLDA (exmaralda.org), LIPP (ihsys.com), SALT (saltsoftware.com), LENA (lenafounda-

tion.org), and Transcriber (trans.sourceforge.net). To provide fuller database and corpus facilities, we 

created a Pepper importer (Zipser & Romary, 2010) from CHAT data to ANNIS (http://corpus-

tools.org) as well as a local ANNIS server (http://gandalf.talkbank.org:8080/annis-gui-3.4.4/).  

Because CHAT recognizes such a wide variety of information types (dates, speaker roles, intona-

tional patterns, retrace markings, etc.), when data are converted into the other formats, there must be 

methods for protecting CHAT data types not recognized by these other programs against loss.  This is 

done in two ways.  First, we can often “hide” CHAT data in special comment fields that are not pro-

cessed by the program, but which will be available later for export.  Second, when using the other pro-

grams, users are warned to be careful not to alter codes in CHAT format that mark aspects not recog-

nized by the other programs.  There are no cases in which information created in the other programs 

cannot be represented in CHAT, because CHAT is a superset of the information represented in these 

other programs. 

In some cases, these conversions between CHAT and other formats involve the minimalist level of 

interoperability characterized by annotation graphs (Bird & Liberman, 2001). This level simply marks 

the beginning and end of some annotation in terms of its time from the beginning of the media.  This is 

the type of remapping achieved for imports and exports to ELAN, ANVIL, Transcriber, and EXMAR-

aLDA.  However, other forms of conversion, such as those involving LIPP, LENA, SALT, ANNIS, 

and PHON include a full remapping of the semantics of the codes used in each format in their corre-

sponding values in CHAT. The two screenshots in Figure 1 give example of the results of these types 

of transfer.  The screenshot on the left shows data from a CHAT transcript that has been exported to 

and opened in PHON; the one on the right shows CHAT data has been exported to and opened in 

ANNIS. 
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Figure 1: CHAT data that have been exported to PHON (left) and ANNIS (right) 

 

During the process of building the database, we often needed to reformat files from still other, less 

documented formats.  However, now most of the material we receive is already in CHAT format. 

4.5 Media Linkage, Diarization 

The majority of corpora in TalkBank have transcripts linked to either audio or video at the utterance 

level. By linking transcripts to the original recordings, we have lifted a burden off of the shoulders of 

the transcriber. Without linkage, transcription is forced to fully represent all of the important details of 

the original interaction. With linkage, transcription serves as a key into the original recording that al-

lows each researcher to add or modify codes as needed. If a phonetician does not agree with the tran-

scription of a segment of babbling, then it is easy to provide an alternative transcription. 

The linkage of transcripts to recordings opens up a new way of thinking about corpora and the pro-

cess of data sharing. In the previous model, we could only share the computerized transcripts them-

selves. For some important child language corpora, such as the Brown corpus, the original recordings 

have been lost. For others, however, we have been able to locate the original reel-to-reel recordings 

and convert them to digital files that we then link to the transcripts. Now, when corpora are contribut-

ed to TalkBank, we make sure that contributors provide both the transcripts in CHAT and the media.   

Linkage to media on the utterance level is valuable for many aspects of language analysis from CA 

to child language.  However, diarization through automatic speech recognition (ASR) methods can 

provide a more precise characterization of the temporal profiles of words and utterances. Diarization 

marks the time values for each word, allowing us to also find the values of intra-sentential and inter-

sentential pauses.  This type of analysis is important for work on language disorders and studies of 

turn-taking.  One of our goals for the future is to increase the diarization of TalkBank corpora. 

4.6 Protocol Formulation 

Projects such as AphasiaBank and FluencyBank rely heavily on the construction of a data elicitation 

protocol to maximize the comparability of results across participants.  The composition of these proto-

cols is determined by an Advisory Board composed of members of each research community. The 

goal here is to be systematically compare data from speakers at different ages, speaking different lan-

guages, in different tasks and situations, at different stages of learning, and with different clinical pro-

files.  To facilitate these comparisons, we have developed a series of programs for each relevant data-

base.  For aphasia, the program is called EVAL. Using this program, we can extract group means for 

individual aphasia types (Broca’s, Wernicke’s, anomia, global, transcortical motor, and transcortical 

sensory) which we then use as comparisons for the results from individual participants with aphasia. 

The screenshot in Figure 2 shows some of the options which can be used when comparing a given par-

ticipant with the larger database. 
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Figure2: Options for comparing a transcript with a database in EVAL 

 

For child language data, the parallel program is called KIDEVAL and it uses mother-child play ses-

sions in the full CHILDES database as its comparison sample. The comparison database for Fluen-

cyBank is under construction.  Comparisons of this type are fundamental to the process of clinical as-

sessment, as well as the study of basic developmental processes. 

4.7 Analysis Tools 

For ten of the languages in the database, we provide automatic morphosyntactic analysis using the 

MOR, POST, and MEGRASP programs built into CLAN.  These languages are Cantonese, Chinese, 

Dutch, English, French, German, Hebrew, Japanese, Italian, and Spanish.  Tagging is done by MOR, 

disambiguation by POST, and dependency analysis by MEGRASP.  MOR was written by Mitzi Mor-

ris, based on specifications for a left-associative morphology (LA-MORPH) from Roland Hausser 

(Hausser, 1999). POST was developed by Christophe Parisse (Parisse & Le Normand, 2000) and 

MEGRASP was developed by Kenji Sagae (Sagae, Davis, Lavie, MacWhinney, & Wintner, 2007). 

Details regarding the operation of the taggers, disambiguators, and dependency analyzers for these 

languages can be found in MacWhinney (2008). In each of these languages processing involves 

unique computational challenges.  The complexity and linguistic detail required for analysis of He-

brew forms is perhaps the most extensive. In German, special methods are used for achieving tight 

analysis of the elements of the noun phrase. In French, it is important to mark various patterns of sup-

pletion.  Japanese requires quite different codes for parts of speech and dependency relations.  Eventu-

ally, the codes produced by these programs will be harmonized with the GOLD ontology (Farrar & 

Langendoen, 2010).  In addition, we compute a dependency grammar analysis for each of these 10 

languages, which we are harmonizing with the Universal Dependency tagset 

(http://universaldependencies.org).  It is also possible to use other dependency taggers rather than 

MEGRASP by reformatting a CHAT into CONLL format using the CHAT2CONLL and 

CONLL2CHAT programs in CLAN.  The results of the morphological analysis by MOR and POST 

are stored in the %mor lines of a CHAT files and the results of the grammatical dependency analysis 

produced by MEGRASP are stored in the %gra lines.  Triple clicking on a %gra line in a CHAT files 

invokes the GraphViz web service that produces a graph of the utterances for display on the user’s 

screen, such as the one in Figure 3 for the first sentence from Julius Caesar’s De Bello Gallico. 
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Figure 3: A dependency graph produced by GraphViz from a CHAT %syn line 

 

Because these morphosyntactic analyzers use a parallel technology and output format, CLAN com-

mands can be applied to each of these 10 languages for uniform computation of indices such as MLU 

(mean length of utterance), VOCD (vocabulary diversity) (Malvern, Richards, Chipere, & Purán, 

2004), pause duration, and various measures of disfluency.  In addition, we have automated language-

specific measures such as DSS (Lee, 1974) (for English and Japanese) and IPSyn (Scarborough, 

1990).  Following the method of Lubetich and Sagae (2014), we are now developing language-general 

measures based on classifier analysis with SVN that can be applied to all 10 languages using the codes 

in the morphological and grammatical dependency analyses.  However, there are many other lan-

guages in the database for which we do not yet have morphosyntactic taggers.  This means that it is a 

priority to construct MOR systems for languages with large amounts of CHILDES and TalkBank data, 

such as Catalan, Indonesian, Polish, Portuguese, and Thai. 

4.8 Metadata Publication   

Metadata for the transcripts and media in the TalkBank databases are included in the two major sys-

tems for accessing linguistic data: OLAC, and CMDI/TLA.  Each transcript and media file has been 

assigned a PID (permanent ID) using the Handle System (www.handle.net). In addition, each corpus 

has received an ISBN number and a DOI (digital object identifier) code. PID numbers are encoded in 

the header lines of each transcript file and the ISBN and DOI numbers are entered in 0metadata.cdc 

files included in each corpus as well as in HTML web pages that include extensive documentation for 

each corpus, photos and contact information for the contributors, and articles to be cited when using 

the data. All these resources are periodically checked and synchronized using the SCONS program 

that relies on the fact that there is a completely isomorphic hierarchical structure for the CHAT data, 

the XML versions of the CHAT data, the HTML web pages, and the media files.  If information is 

missing for any item within this parallel set of structures, the updating program reports the error and it 

is fixed. All this information is then published using an OAI-PMH compatible method for harvesting 

through systems such as the Virtual Linguistic Observatory (VLO) developed through the CLARIN. 

Currently 13% of the records in the VLO come from TalkBank. 

4.9 Community Support and Sustainability 

Corpus creators may believe that making a database easily available will lead to its general usage. The 

idea is that you “build it and they will come”.  However, a fuller version of this motto would be “build 

it, curate it, publicize it, make usage easy, construct clear documentation, and provide workshops and 

free snacks, and they will eventually come.” In practice, all these things are necessary, and we have 

worked continually on all these fronts to incorporate the use of TalkBank data and methods into train-

ing and research practice. 

Making the system easily available is closely linked to the goal of sustainability. TalkBank's ap-

proach to sustainability focuses on integrating our corpora and tools with the basic research agenda of 

each of our participating language research communities. To the degree that we achieve such integra-

tion, funding for our work is tied to ongoing funding for basic research. For example, when develop-

ing tools for the study of child language development, we focus on methods for automatic morphosyn-

tactic coding, because of the importance of grammatical analysis in language acquisition theory.  For 

aphasia, we focus on morphosyntax, lexical access, error analysis, and aspects of fluency.  For the pro-

jects on disfluency and stuttering, we work on the application of tools for automatic speech recogni-
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tion (ASR), including diarization and word-level alignment to characterize the linguistic environment 

and distribution of disfluencies.  We also seek to achieve sustainability and survivability by using 

open-source software tools with full documentation and by linking to tool chains in the CLARIN in-

frastructure.  

5 Integration with CLARIN 

It is our goal to make TalkBank materials fully accessible and discoverable for CLARIN users, and to 

integrate CLARIN tools into the TalkBank analysis chains. The award of CLARIN-B Centre status 

indicates that much of this integration has already been achieved.  We have implemented all the re-

quirements for this status both for CLARIN and for Data Seal of Approval recognition.  We achieved 

further integration in 2016, through the recognition of TalkBank as a CLARIN-K Centre for 

Knowledge distribution. In this role, TalkBank will provide information for researchers interested in 

working with spoken language corpora, using either CLAN or any of the other software analysis sys-

tem with which CLAN and CHAT are compatible.  We can offer support through email, mailing lists, 

and phone with extremely quick turnaround.  We have been creating online screencasts demonstrating 

the use of TalkBank tools, and we welcome suggestions for the creation of additional methods.  These 

resources can become particularly important if CLARIN seeks to provide a higher level of support for 

the study of spoken language interactions. 

The major challenge currently facing TalkBank integration into CLARIN is a fiscal one.  Because 

the United States is not a member of the European Union, it has no clear mechanism for providing fi-

nancial support for CLARIN membership.  In 2017, the CMU University Library agreed to provide 

modest support for integration with CLARIN. We hope to extend this first step by creating a CLARIN 

Infrastructure with multiple research sites in the United States, such as Brandeis, the University of 

Pennylvania, the University of Illinois, or Columbia. How we can secure long-term funding across 

these sites remains to be seen.   

The process of integration of TalkBank with CLARIN can also be viewed from a slightly different 

perspective.  In addition to making sure that TalkBank aligns with CLARIN standards, we can consid-

er how CLARIN could benefit more fully from TalkBank as a model. First, if CLARIN could adopt 

the CHAT coding system as the default for data representation for spoken language, it would greatly 

enhance the value of its resources.  Such a step would require buy-in from many parties and additional 

work in reformatting, but it would be a major step forward.  Second, adoption of TalkBank methods 

for promoting open access and data-sharing would be of great value to CLARIN.  Finally, CLARIN 

could benefit from developing ways of linking sustainability to the development of specific corpora 

and tools that are crucially relevant to individual research groups. By making its tools a fundamental 

part of the infrastructure of research communities, CLARIN could guarantee its long-term survival. 

6 Conclusion 

TalkBank seeks to provide data that can help us integrate insights about language from across all the 

human sciences. To achieve this goal, it has developed a series of component data banks focusing on 

specific aspects of human language, all made comparable through a uniform transcription standard and 

principles for data-sharing.  

TalkBank plays an important role within the larger CLARIN infrastructure in terms of providing re-

sources for the analysis of spoken language interactions. Unlike many other resources in this area, 

TalkBank resources are available through completely open access and rely on a consistent data format. 

The individual components of TalkBank are each responsive to the practices and agenda of individual 

research communities.  These features of TalkBank may serve as a model for parallel developments in 

CLARIN. 
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Abstract 

The Curation Module is developed to facilitate the metadata ingestion and curation process of 
the Virtual Language Observatory (VLO) by providing a systematic method to measure metadata 
quality and a user-friendly interface to inspect profiles, records, and collections of the Compo-
nent MetaData Infrastructure (CMDI) used for the VLO. A large amount of useful statistics gen-
erate a comprehensive data matrix including information about the quality score, publication 
status, facet coverage, and metadata header, as well as the number of records and concepts. The 
module helps various stakeholders to automatically and systematically identify the metadata 
problems. Whilst metadata modellers can evaluate the quality of shared profiles, data creators 
assess the validity of newly created records. Data providers can use it for the improvement of 
their metadata for better discoverability and accessibility of valuable linguistic contents, whereas 
working groups could examine the actual use of profiles and records to define the next version 
of CMDI and VLO. Thus, the Curation Module supports all stages of metadata management and 
fosters the analysis and improvement of metadata quality to enhance the CLARIN services. In 
this article, we present a selection of statistical information on the metadata quality made possi-
ble by the Curation Module. 

 

1 Background 

Metadata quality is central to resource discovery. It determines the discoverability and accessibility of 
resources for the users and metadata curation plays an essential role to control the quality. CLARIN is 
not an exception. Its main metadata catalogue of language resources, Virtual Language Observatory 
(VLO)1 suffers from a backlash of the flexibility of Component MetaData Infrastructure (CMDI)2, 
which is a standardised metadata framework underlying VLO. In fact, metadata curation has been a long 
standing issue in CLARIN, hence the Metadata Curation Task Force was founded to tackle it. Most 
recently, we investigated the variability issues of metadata in VLO (King et al., 2016) and the idea of a 
Curation Module was formalised to provide a solution to assess the quality of the ingested metadata. By 
now we know how many CLARIN centres are registered (centre registry3), some of which are the data 
providers of VLO, how many records are ingested into VLO (its home page), how many collections we 

                                                 
 
 
 
1 https://vlo.clarin.eu 
2 https://www.clarin.eu/content/component-metadata 
3 https://centres.clarin.eu/ 

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http:// creativecom-
mons.org/licenses/by/4.0/  
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have received (CMDI harvester web view4), and how many metadata concepts (CLARIN Concept Reg-
istry5 hereafter CCR) and profiles (Component Registry6) are created to define and semantically bind 
different types of resource descriptions. In addition, extra efforts brought us such valuable information 
as to the structure of CMD profiles and the reuse of CMD components and concepts (SMC 
Browser7)(Ďurčo 2013) and what percentage of VLO facets are covered (King et al., 2016; Odijk, 2014). 
However, it was not possible to systematically and automatically collect statistics about the quality of 
the CMDI metadata. In 2015, we presented the general functional concept of the Curation Module in the 
context of overall VLO data ingestion workflow (King et al., 2016) in accordance with some previous 
works (Kemps-Snijders, 2014; Trippel et al., 2014). The Curation Module then became one of the de-
liverables of CLARIN-PLUS project8. This paper will outline the ongoing development of the module 
and demonstrate the first findings on the metadata quality made possible by this module, as well as other 
relevant statistics. 

2 The Curation Module 

2.1 Overview 

The Curation Module is a software tool developed as a component of the CLARIN metadata infrastruc-
ture for curation and quality assessment / benchmarking of CMD records, collections and profiles. It is 
intended as technical support for human curation work to monitor and improve the metadata quality. 
The design of the module was guided by the following four use cases9: 
 

1. The metadata editor checks (on-the-fly) the quality and validity of a newly created record. 
2. The metadata modeller evaluates the quality of profiles (especially facet coverage), when se-

lecting an existing profile or creating a new profile for new resources. 
3. The data provider, repository administrator, or collection manager checks the overall quality of 

metadata in his/her repository, including the facet coverage. 
4. All records ingested into the VLO undergo a systematic process of curation, validation, normal-

isation and quality assessment (benchmarking). 
 
The Curation Module consists of two parts: a core Java application that works standalone or can be used 
in other software as library, and a web application which provides a web-based interface as well as a 
RESTful API. The module can process web resources via URL as well as locally stored CMD records 
and collections. In addition to the interface for assessing own data, the user can explore pre-processed 
assessments of public profiles10 (figure 1) and the collections harvested by the CLARIN aggregator. The 
Curation Module heavily depends on other CLARIN infrastructure services such as the Component 
Registry from where it fetches the XSD schema files of the CMD profiles and the Concept Registry 
from where it retrieves information about concepts.  
 

                                                 
4 https://vlo.clarin.eu/data/ 
5 https://openskos.meertens.knaw.nl/ccr/browser/ 
6 http://catalog.clarin.eu/ds/ComponentRegistry/ 
7 https://clarin.oeaw.ac.at/ /smc-browser/  
8 https://www.clarin.eu/node/4213 
9 https://office.clarin.eu/v/CE-2016-0742-CLARINPLUS-D2_1.pdf 
10 Public profiles are the profiles publicly shared in the Component Registry, as opposed to the private profiles (or non-pub-
lic profiles) which are only visible to the creator. 
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Figure 1 Curation Module lists the assessment of public profiles 
 
For each input type (CMD record, profile, or collection) the Curation Module defines a distinct workflow 
of phases each of which collects statistics from different VLO components (the Component Registry 
and CCR) and generates a corresponding XML report (described in the following subsections). There is 
also a special type of report which is generated in case of non-recoverable errors during the data assem-
bling workflow. This type of report contains only error messages. If the algorithm of a phase runs suc-
cessfully, statistics are generated out of the gathered information and the quality assessment score for 
that phase is calculated. The overall score is calculated by summing up individual scores from each 
phase in the workflow. Finally, a report is created by combining these statistics, scores, and eventual 
issues. Each issue has information about the phase in which it occurred, the severity (warnings and 
errors), and a verbose message. The primary output format for this assessment report is XML, but it is 
also rendered in HTML for a user-friendly view in the web application. In the next subsections we 
describe the main features of the three different types of reports. 
 

2.2 Profile report 

Profile assessment workflow is divided into three phases: header, components/concepts and facet map-
ping assessment. In terms of profile scoring (table 1), points are added for the publication status of the 
profile (public or private), the percentage of elements annotated with concepts, and the VLO facet cov-
erage. The maximum score is 3.0.  
 

Criteria Score 

Publication status 0 or 1   

The percentage of elements annotated with concepts [0.0 .. 1.0] 

Facet coverage [0.0 .. 1.0]  

Total 0.0 .. 3.0 

 
Table 1. Scoring criteria for profiles 
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A report is structured with the following sections (matching the different phases of the workflow):  
 

1. Meta information about the profile with name, id, description, link to schema, CMDI version 
and lifecycle status of the profile. The score of this phase is based on the publication status: if 
the profile is public, one point is given. 

 
2. Score section presents the summary of the scores from each phase and total score in form of a 

table (figure 2). 
 

3. Facet mapping section provides information about covered facets. The score represents the facet 
coverage of the profile.  

 
4. Component section lists the components used in the profile in a table with the following col-

umns: component name, id and count.  
 

5. Concept section firstly shows statistics about elements. Following table lists information about 
the concept names which links to the corresponding CCR page, CCR status and count. The 
percentage of annotated elements with the CCR concepts represents the score from this section. 

 
6. Last part of the report shows the issues encountered during assessment workflow. The user can 

see in which phase they occurred, severity level, and message about the problem.  

 

 
 

Figure 2. Score summary for profile assessment 
 
In the pre-processed profile assessment, a direct link is given to the SMC Browser, where the users can 
explore the complex network of the CMD profile within an interactive application for exploring graph 
data (figure 3). 
 

 
 

Figure 3. A profile in Curation Module directly links to the profile view in the SMC Browser 
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2.3 Instance report 

The workflow for instance assessment consists of the following seven processing phases: file, header, 
profile, resource references, XML validation, facet mapping and URL validation. The score for an in-
stance is based on the score of the used profile, the record size, the completeness of the CMD header, 
the presence of references to resources, XML syntax validation, the resolvability of links, and facet 
coverage (table 2). The maximum score is 14.0.  

 

Criteria Score 

Profile's score     [0.0 .. 3.0] 

File size is less than 10 Mb 0 or 1   

Schema location is present 0 or 1   

Schema resides in Component Registry 0 or 1   

MdProfile element contains a valid value 0 or 1   

MdCollectionDisplayName is not empty 0 or 1   

MdSelfLink is not empty 0 or 1   

Rate of resources with MIME type [0.0 .. 1.0] 

Rate of resource proxy elements with references   [0.0 .. 1.0] 

Rate of non-empty XML elements  [0.0 .. 1.0] 

Rate of accessible URLs      [0.0 .. 1.0] 

Facet coverage    [0.0 .. 1.0] 

Total 0.0 .. 14.0 

 
Table 2. Scoring criteria for collections 

 
An instance report presents information in the following order: 

 
1. The first section shows combined information from the first three phases of assessment.  The 

user can see information about the file name, profile id linked to the respective profile report, 
and the size of the record in bytes.  

2. Score section (figure 4) displays the summary of individual scores and the overall score with 
and without the underlying profile score.  

3. Facet section tells how the VLO “sees” the record. Beside facets and normalised values, XPath 
and concept information are available. Eventual missing facets will be listed at the bottom of 
the table.  The score from this phase is used for facet coverage.    

4. Resource proxy section presents statistics about the resources described by the record. Score is 
the summary of percentage of the resource with MIME type and with references. 

5. XML validation section shows statistics, gathered during XML validation against the schema, 
about the elements in the record. The rate of populated elements gives the score from this phase.  

6. URL validation section delivers statistics about HTTP links from the record and their resolva-
bility (or persistency). The score is represented with the rate of resolvable links.  

7. The last part of the report shows human-readable messages about the errors, warnings and other 
potentially useful information issued in each assessment phase (figure 5). 
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Figure 4. Example of the score section in the report 
 

 
 

Figure 5. Example of the issue section for instance assessment 

2.4 Collection report 

Workflow for collection assessment consists of assessment of all the contained records and aggregation 
of collected statistics from each individual record. Currently collections can be only processed in com-
mand line mode with a file system path as an input. A collection report contains the following sections: 
 

1. Overview with the name of the collection, the total score (the sum of scores from all instances 
within), the average score, the minimal and maximal score in the collection.  

2. File section supplies statistics about the number of records as well as the total, minimal, maximal 
and average size of them. 

3. Header section lists the profiles referenced by the records in the collection, with the respective 
records count, score, and links to the corresponding reports. 

4. Facet section lists average facet coverage for each individual facet.  
5. Resource Proxy and XML validation sections display aggregated statistics as the total and av-

erage figures that come from the corresponding sections of the instance reports.  

 

3 Preliminary quality analysis of existing data11 

In this section we present the main results of the analyses of the two pre-processed datasets, namely 
profiles and collections, giving some idea about the status quo of the CMDI data as available in the VLO. 
In addition to the reports of the Curation Module, a few other statistics about the VLO data were col-
lected, visualised, analysed, and interpreted to complement our analyses. 

                                                 
11 All the numbers are updated as of January 2017. 
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3.1 Profile analysis 

Examining all the profiles referenced by harvested CMD records, the highest score is 2.87 out of 3.0, 
and 0.79 is the lowest (figure 6). The score distribution is generally good at the moment, suggesting a 
fairly good initial setup of the score calculation. There is a clear gap between public profiles and private 
ones, because all the private profiles are below average, implying an easy improvement potential for the 
private profiles, when being converted to public. This scoring system, thus, attempts to give incentive 
to make profiles public, because the essence of CMDI is the collective effort of interoperability by pub-
licly sharing common profiles to be reused.  
 

 
 

Figure 6. Profile score distribution 
 
Figure 7 demonstrates the top 10 profiles with the highest score, which is a valuable source of infor-
mation for the CMDI guidance. Data providers (or their data modellers) can go down this list ordered 
by the score, to find the most suitable profile to use to describe their resources, ensuring the best possible 
discoverability of their resources. It is also possible that the CMDI working group can learn the usage 
of CMDI profiles to discuss and develop the future version of the metadata model/framework. In addi-
tion, it is our recommendation that CMDI and VLO data ingestion guidelines can be produced and de-
scribe the recommendations of profiles according to the outcome of the Curation Module. 
 

 
 

Figure 7. Public profiles with the highest score  
 
Figure 8 shows the ten most referenced profiles by CMD instances/records. Interestingly, four out of ten 
are not public. In fact, as also discovered above, if the private profiles are changed to public, the scores 
would jump substantially with very little effort. For example, the Song profile, is associated with over 
155.000 instances, albeit relatively low facet coverage (40% or 6 of 15). It contains the following facets: 
format, name, genre, nationalProject, collection, and languageCode. 
 

Selected papers from the CLARIN Annual Conference 2016

96



 
 

Figure 8. Profiles referenced in VLO with the highest number of records  
 
In terms of the proportion of profiles, figures 9 suggests that approximately two thirds of the profiles are 
public. In addition, we counted the number of public and used profiles (figure 10). It turned out that 
about two thirds of public profiles are unused (or, more precisely, there are no records published via 
VLO). It is likely that when a (published) profile needs to be updated, the profile modeller/creator would 
abandon the old profile and create a new one, leading to a large number of unused public profiles. How-
ever, with CMDI 1.2 this issue has been tackled by establishing a lifecycle for profiles and components, 
including deprecation that should prevent further proliferation. 
 

 

 

 
Figure 9. The number of instances using public 

and non-public profiles 

 
Figure 10. The proportion of public and  

used profiles 

3.2 Collection analysis 

The collections, as a set of the CMDI records gathered from the individual data providers, represent a 
primary discerning principle/dimension for the large body of CMD records harvested and indexed reg-
ularly by VLO. The reports for the collections, computed by aggregating the reports of instance assess-
ment, are the most comprehensive report type, primarily relevant for the use case of a repository admin-
istrator checking the records that the repository exports to the VLO. Additionally, the contrasting juxta-
position of the metrics of all the individual collections reveals the overview on the statistics of the VLO 
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records. For example, we can easily find that the number of records varies greatly from collection to 
collection, ranging from 1 to 249,659, and the size in bytes from 1 kB to 5 GB. While most collections 
use only a single profile, there is a collection using 36 distinct profiles.  

The average score for all collections is 10.6 (out of 14.0) suggests a good overall quality (figure 
11). However, the overall score distribution is rather concentrated in the area between 10.0 and 13.0, 
making it hard to differentiate the qualities of each collection. We have to examine the distribution more 
in detail to know whether the scores are too optimistic, thus not reflecting the intended results of reality, 
or not. The scoring criteria is always an area of discussion (Kemps-Snijders, 2014; Trippel et al., 2014), 
requiring a continuous reviewing and calibration. As such, the statistics may be used as rough indicators. 
The important point is that we now have a tool to automatically measure the quality of all data in a 
consistent and transparent manner.  

Figure 12 illustrates the top 10 highly scored collections with reference to the data volume. It is 
of particular value to recognise that there are some large collections with low scores. By consulting the 
data providers and improving the metadata descriptions, we will be able to increase the overall quality 
of the data in the most efficient way. It is also the advantage of the Curation Module that it can indicate 
the best practice of (re-)defining profiles. The statistical overview available in the module is especially 
informative for CLARIN curation team, as they can determine what priorities and strategies should be 
taken in order to maintain and balance the quality of VLO in a short and long term. 

 

 
 

Figure 11. Collections score distribution 
 

 
 

Figure 12. Top 10 highly scored collections with reference to the number of records 
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3.3 Combined analysis (facet coverage) 

Probably the biggest headache of VLO is facet coverage. Echoed with Odijk (2014), King et al. (2016) 
argued that the extremely low percentage of facet coverage severely hampers the discoverability of lan-
guage resources in the VLO. In this section, a closer examination on the distribution of covered and 
uncovered facets is executed in order to identify problematic metadata records. Firstly, our basic statis-
tics of the Curation Module indicate the spread of facet coverage between 7.2% and 94.4%. The facets 
with the lowest coverage are keyword (7.2%), modality (13.6%), and country (13.6 %). Our analysis 
goes further to compare the current statistics with those in 2016 (figure 13). It has to be noted that there 
are a number of changes affecting the direct comparison. The data mapping of VLO (i.e. concept to facet, 
and value normalisation mapping) has been constantly modified and the VLO has received a large 
amount of records. Despite such changes, it is still useful to track the statistics over time. Good news is 
that the coverage of many facets is improved. For instance, languageCode facet (116.1%) and national 
project (90.5%) have improved dramatically, and the other facets such as availability, subject and re-
sourceClass are in the range of 20%. There are only two facets whose coverage were deteriorated. Con-
tinent facet became obsolete in the meantime. The number of records without using format facet has 
increased from 9.9% to 40.6%, while collection facet has risen from 0% to 8.7%. Most likely reasons of 
those are the ingestion of a number of records which do not comply with the requirements of the VLO 
facets. 
 

 
 

Figure 13. Comparison of uncovered facet of VLO (with data from King et al. (2016)) 
 
More interestingly, the collection and profile matrix helps us to generate new types of view on the data. 
Two figures were produced in order to investigate the relationship between the volume of collections 
(figure 14) and facets (figure 15) and the average facet coverage. It is clear that there are several collec-
tions and profiles which have a significant number of records with relatively low facet coverage (pink 
areas in the charts). Those can be regarded as the highest priority of improvement with least effort to 
increase the overall metadata quality of VLO. All in all, we think that the Curation Module is capable 
of providing a wide spectrum of feedback on the metadata quality. 
 

Selected papers from the CLARIN Annual Conference 2016

99



  

 
Figure 14. Facet coverage and size of collections 

 
Figure 15. Facet coverage and size of profiles 

4 Further developments 

We have just finished the second phase of the development of the Curation Module. In the first phase 
(2015-2016), the Curation Module was provided with baseline functionalities, including the display of 
statistics with simple tables, the evaluation of a profile or instance by URL, and a simple link to the 
SMC browser. In the second phase (2016-2017), a series of small improvements were conducted ac-
cording to internal reviews and feedback from CMDI team and early adopters. First of all, there are more 
functions to help curation tasks. For instance, comparison of original and normalised values for facets 
are now included, and links between values and concepts become traceable. Secondly, the output report 
was adapted with instructive information while web application presents it in a more user-friendly graph-
ical interface. SMC Browser was also more integrated in the level of profiles and concepts. Thirdly, 
support for filtering and sorting the data in the overview tables for profiles and collections was added, 
allowing for more efficient exploration of large datasets. Moreover, while URL was the only input 
method for CMD records before, it becomes possible to upload a single local file. Finally, the table 
report of profiles and collections is exportable in a tabular format. It enables the users to further process 
and analyse the statistics with third-party applications. All such small improvement should not be un-
derestimated, because they all contribute to the adaptation of the module and CMDI at large. 

Although the two phases successfully delivered a stable service, there is still a wish list for the 
future, and some ideas are highlighted here. For example, batch upload for assessment can be developed 
so that the users can aggregate the statistics for given files and/or compare a set of uploaded files. It is 
also interesting to add more visualisation such as graphs and charts to the assessment report. In addition, 
automatic email notification with an attachment of (or link to) curation reports could be sent to the data 
providers. Such active effort would raise the awareness of the quality issue and hopefully encourage the 
providers to work on improving the data they delivered. Moreover, the calibration of the score should 
be considered (Kemps-Snijders, 2014). After careful manual revision of the quality reports, the curation 
team should be able to suggest a new weighting of the individual criteria to achieve a fair scoring of the 
metadata quality. Furthermore, the modularisation of the module and other VLO components could 
streamline the CLARIN service infrastructure for efficient maintainability, as the whole technical infra-
structure gets bigger and more complicated.  

Another major planned enhancement of the functionality includes the addition of time dimension 
and a facet-centred view. The former will store history of (primarily collection) assessments and thus 
enable us to monitor the data quality over time, introducing also a possibility to automatically identify 
sudden drop in any of the metrics. The latter will basically invert the current overviews of profiles and 
collections and allow us to explore how well (or badly) specific facets are covered relative to the collec-
tions and profiles. It will also feature information about the value variability, delivering much needed 
systematic input for the value normalisation efforts. If developed, those new features actually transform 
the Curation Module into a CMDI Analytics, which is similar to the concept of web analytics, to collect, 
monitor, and analyse the statistics of all stages of metadata management. It naturally allows the users to 
see a good visualisation with charts and to flexibly and seamlessly (re)generate the data and its matrices 
by manipulating different parameters of values and dimensions. Indeed, the Curation Module is also a 
part of a long-term vision of VLO backend development. As we suggested (King et al., 2016), we aim 
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for the implementation of an integrated dashboard application which manages the whole processing of 
data within the aggregation infrastructure, ranging from data harvesting, converting, validating, mapping, 
normalising, to indexing. All those developments will be of added value for the VLO development team 
as well as the user evaluation initiatives and the assessment committee when evaluating new centres. 

5 Conclusion 

The Curation Module is clearly a big step forward. It does not only inform about the metadata quality, 
but also the level of collaboration. The idea of CMDI, one of CLARIN’s pillar achievements, is to col-
lectively develop a standard framework to aggregate heterogeneous metadata for language resources and 
tools. Therefore, the module objectively answers the question of how much CLARIN community has 
achieved together in terms of metadata aggregation. As we pointed out that various factors contribute to 
a number of problems in VLO (King et al., 2016), the module successfully demonstrates and supports 
them with detailed statistics and visualisations. In this sense, our first set of analyses outlined unprece-
dented views on the quality of CMD metadata. Although several issues and challenges are identified 
over time including the user interface, usability, input methods, data workflow, and the calibration of 
scoring algorithm, it is our mission to develop and maintain the Curation Module continuously, also in 
relation to a broader framework, the Dashboard, to reinforce the CMDI. 

The Curation Module delivers a myriad of statistical facts about CMD instances, collections and 
profiles. That means they can be informative for various stakeholders. In the beginning, we considered 
different use cases. Most notably, the curation team and data providers would benefit from the detailed 
report on the delivered metadata. They can inform them of exactly what happened with the datasets 
during the process of metadata ingestion. It has a precaution and treatment function. It, on the one hand, 
can prevent the data providers from supplying low quality metadata, if they check it beforehand. On the 
other hand, it can report what went well or wrong after ingesting the metadata.  In addition, the Curation 
Module can be used more widely from the very beginning of metadata creation to the future use of 
metadata. It helps the metadata modellers to compare different possibilities and select the right profile 
for the sake of metadata quality and accessibility to their valuable content.  

There can be more use cases than initially defined.  The module can be used for the research 
and development of the CMDI framework, because it gives the CMDI community a practical feedback 
on the actual use of CMDI, creating room for consideration for the future update of the CMDI. Moreover, 
the CLARIN community may want to have an annual report on the progress of data ingestion. In con-
clusion, the Curation Module supports all stages of metadata management that CLARIN has worked on, 
therefore, showing a potential to be transformed into a CMDI Analytics. It should, however, not be 
forgotten that the Curation Module itself does not do anything to improve the metadata. It has to trigger 
human actions. Nevertheless, we strongly believe that it fosters the analysis and improvement of 
metadata quality to support CMDI and VLO. 
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Abstract 

ORTOLANG
1  (Open Resources and Tools for Language: www.ortolang.fr) is a French 

infrastructure which aims to ensure the management, pooling and sharing, dissemination and 

long-term preservation of language resources such as corpora, lexicons, terminologies and 

language processing tools, with particular focus on the languages of France. It will be used as a 

technical language platform for written and oral language forms. The ORTOLANG software 

platform is based on a new Digital Object Repository service. By combining a Service Oriented 

Architecture for high level services and a Software Component Architecture for its Repository 

Service, the platform seeks to build a robust and reliable Digital Object Repository that provides 

rich functionalities and a modern interface delivering excellent performances and the best 

optimization strategies. Thanks to its hardware and software architecture choices, the 

ORTOLANG platform ensures very flexible evolution possibilities to guarantee long-time 

support for the hosted resources. 

 

1 Main characteristics of ORTOLANG 

The ORTOLANG project is a French infrastructure implemented as part of the “Programme 

d’Investissement d’Avenir” (Investment program for the future) funded by the French Government. 

This infrastructure aims to construct a network including a repository of language data (corpora, 

lexicons, dictionaries etc.) and readily available, well-documented tools for language processing. The 

repository was built following the guidelines of CLARIN repository centres, so that it could become a 

CLARIN centre if the opportunity arose and join the European effort to make language resources 

available. Following the decision of France to join CLARIN as an observer, we would like to rise to 

                                                

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: 

http://creativecommons.org/licenses/by/4.0/  
1
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by the Agence Nationale de la Recherche (grant reference: ANR-11-EQPX-0032). 
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the task and become a CLARIN B-Centre. The current paper presents the status of ORTOLANG as it 

is, before finalizing this process. 

1.1 Strong emphasis on multidisciplinary openness 

The ORTOLANG project is underpinned by a consortium of laboratories and resource centres with 

complementary expertise in the following fields: 

- linguistics with ATILF (Analyse et Traitement Informatique de la Langue Française – 

Computer Processing and Analysis of the French Language: www.atilf.fr), LPL 

(Laboratoire Parole et Langage – Speech and Language Laboratory: http://www.lpl-aix.fr), 

MoDyCo (Modèles, Dynamiques, Corpus - Models, Dynamics, Corpora : 

http://www.modyco.fr)  and LLL (Laboratoire Ligérien de Linguistique – Loire Valley 

Linguistics Laboratory : www.lll.cnrs.fr); 

- information technology with LORIA (Laboratoire lorrain de Recherche en Informatique et 

ses Applications - Lorraine Research Laboratory in Computer Science and its Applications:  

www.loria.fr) and INIST (Institut de l’information scientifique et technique - Institute for 

scientific and technical information www.inist.fr), but also partly with ATILF and LPL; 

- data base management and management of access to scientific information, through INIST, 

and to linguistic resources, through CNRTL (Centre National de Ressources Textuelles et 

Lexicales - French National Centre for Textual and Lexical Resources: www.cnrtl.fr) 

[Pierrel and Petitjean 2007] and SLDR (Speech & Language Data Repository: 

http://www.sldr.org/) [Bel and Blache 2006]. 

Our aim is not only to combine expertise from different disciplines, but also to bring together – 

within this infrastructure for the sharing of language resources and tools – partners who represent the 

diversity of approaches to language study: constructing linguistic models, experimental and/or applied 

linguistics, language production and perception, diachronic studies, sociolinguistics, and the automatic 

processing of languages (written, oral and multimodal). 

ORTOLANG draws on the wealth of experience gained by the teams supporting the infrastructure:  

- the existing means of partners, resource centres (CNRTL and SLDR) and laboratories who 

offer a set of available resources and tools, and whose expertise covers the three main 

aspects targeted: oral language, written language and the preservation of the French heritage 

of languages; 

- involvement in and coherence with TGIR Huma-Num (Très Grande Infrastructure de 

Recherche - Very Large Facility in Humanities and Social Sciences: www.huma-num.fr);  

- coherence with the European infrastructure CLARIN (we worked as part of CLARIN 

during the preliminary phase); 

- and finally, coherence with the efforts led by DGLFLF (Délégation à la Langue Française 

et aux Langues de France - General Delegation for the French language and languages of 

France: www.dglf.culture.gouv.fr) and BNF (Bibliothèque Nationale de France – National 

French Library: www.bnf.fr)  concerning the heritage aspects of the languages of France. 

1.2 An infrastructure that manages resources for the whole scientific community 

The ORTOLANG platform is intended to be an infrastructure for the management, pooling and 

sharing, long-term preservation and dissemination of language corpora, lexicons, terminologies and 

tools, which of course remain the property of the depositors (researchers or laboratories). Access rights 

to these resources thus continue to be defined by their owners. On this point, however, ORTOLANG 

has made the following strong recommendations: 

- compliance with the Ethics & Big Data Charter,
2
 drawn up through the collective efforts of 

several players engaged in the creation, dissemination and use of data; 

- freedom of use for research, provided there is no commercial utilization; 

- prior negotiation with the resource owners, whenever there is a desire for commercial 

exploitation. 

                                                
2
 http://wiki.ethique-big-data.org.  
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All the data deposited in ORTOLANG must be made available to the whole public research 

community. This is mandatory as ORTOLANG is a free public service for research and visibility of 

the data is requested in exchange for this free service. However, data can be deposited and stored in 

private workspaces (see part 3.4) for the duration of a project, for example a PhD Thesis or any funded 

project. This duration is limited in time and cannot be extended more than one year after the end of the 

thesis or the project. Exceptions to this rule can be made in very special situations, following the 

guidelines of the linguistic consortia from Huma-Num. In this case, the data will be made public 

according to the principles of the French public archiving system. 

With these points in mind, several operations have been set up with partners outside the 

ORTOLANG consortium who have deposited, or wish to deposit, their resources on ORTOLANG. 

They include: 

- linguistics consortia (Huma-Num) – ‘Corpus Ecrits’, IRCOM (Corpus Oral and 

Multimodal) and more recently CORLI (Corpus Languages and Interactions: 

https://corli.huma-num.fr/)  - through common calls for projects for the finalization and 

standardization of corpora; 

- the French linguistics research federations ILF (Institut de la Langue Française : 

www.ilf.cnrs.fr) and TUL (Typologie et Universaux Linguistiques : www.typologie.cnrs.fr). 

ORTOLANG is thus being used as a medium for the “French reference corpus”
3
 initiative 

of ILF. 

2 Objectives and missions of the infrastructure 

The objectives and missions of ORTOLANG can be split into three complementary aspects: 

identification and preparation of data, long-term preservation of the resources and dissemination. 

2.1 Identification and preparation of data 

At present, one of the difficulties faced in identifying and accessing resources (corpora, lexicons, 

terminologies and processing tools) stems from their considerable dispersion and the great disparities 

between them, particularly in terms of coding. Furthermore, over the last twenty years, many language 

resources of high quality, developed for research projects or theses, have been lost because of a failure 

to rigorously manage this heritage. This is why the primary objectives are: 

- the finalization and standardization of existing resources and tools, with a view to their 

pooling and sharing. This action is being carried out in close collaboration with the 

consortia Corpus Ecrits, IRCOM and now CORLI of TGIR Huma-Num. To generate this 

kind of sharing momentum and extend it to teams outside the consortium, we have set up 

funding through calls for common projects with the linguistic consortia of Huma-Num so as 

to support the necessary work on the standardization of resources that teams outside the 

consortium wish to deposit on the ORTOLANG platform; 

- the control and validation of resources and tools, including in particular support for the 

authors of resources about current standards, metadata, norms and international 

recommendations, such as XML (Extensible Markup Language), TEI (Text encoding 

Initiative: www.tei-c.org), LMF (Lexical Markup Framework: 

www.lexicalmarkupframework.org).  

2.2 Long-term preservation of resources 

To ensure the long-term preservation of resources, we have implemented three types of actions: 

- the curating of resources and tools; 

- secure storage and maintenance of resources; 

- long-term archiving, using the solution set up by TGIR Huma-Num
4
 in conjunction with 

CINES.
5
 

                                                
3
 http://www.ilf.cnrs.fr/spip.php?rubrique95.  

4
 http://www.huma-num.fr/services-et-outils/archiver  

5 
Centre Informatique National de l'Enseignement Supérieur : https://www.cines.fr/ 
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2.3 Dissemination 

Finally, to ensure the necessary dissemination and exploitation of resources, we offer aid and support 

to users for setting up procedures enabling platform users to exploit the shared resources and tools by 

drawing on the prior experience of the resource centres CNRTL and SLDR (which are set to be fully 

merged into ORTOLANG). 

3 Hardware and software architecture 

3.1 Hardware 

ORTOLANG has a hardware architecture specifically designed for the purposes of this project (cf. 

https://dev.ortolang.fr/doc.infrastructure.html) and recently upgraded. The ORTOLANG hardware 

architecture is based on a dedicated cluster of computing servers, a SAN (Storage Area Network) and 

an automated tape backup system (LTO6). The entire software platform is hosted on a virtualized 

environment solution (VMWare) in order to provide complete flexibility (CPU, RAM and storage 

dynamic allocations) to better suit each service need. Internet connectivity is ensured using two 

redundant connections (10Gb/s and 1Gb/s) and two firewalls. The internal network connectivity 

between servers, Storage Area Network and backup system uses up to 12 Fiber Channel links. The 

whole infrastructure is hosted and operated by INIST, one of the members of the ORTOLANG 

consortium. 

 

Our current hardware equipment is composed of: 

- a cluster of six servers: three DELL R620 servers (48 cores – 768 GB of RAM) and three 

DELL R630 servers (60 cores – 1152 GB of RAM); 

- 165 useful TB of disks in Raid 6; 

- a back-up system based on a Quantum library with two LTO6 readers and fifty 300TB 

slots. 

 

3.2 Software architecture 

The goal of the ORTOLANG Diffusion Service is to build a robust and reliable Digital Object 

Repository. It is based on a Service Oriented Architecture for high level services and a Software 

Component Architecture for its repository service. This diffusion service will fully comply with the 

recommendations of CLARIN for the resource centres in the near future. The service is connected 

directly to the website www.ortolang.fr, enabling users to browse through resources or to select 

resources via metadata requests. The software architecture of this platform is described below in 

section 4. ORTOLANG is accessible via various Application Programing Interfaces (APIs): REST 

[Richardson & Ruby 2007], OAI-PMH,
6
 Handle Persistent Identifier, FTP.

7
 Some components are 

accessible via multiple interfaces. We provide a REST interface for most of the operations on 

workspaces and other components of the platform. We provide more specific interfaces such as an 

FTP connection on workspaces in order to upload very large files or numerous files at once. We also 

manage an OAI-PMH interface of published resources and the Handle Persistent Identifier on each file 

that is published. Our implementation is free and open-source (LGPLv3
8
). The source code is 

available online from an open source software repository (see https://www.openhub.net/p/ortolang).  

3.3 A CLARIN-compatible dissemination centre 

The lower layer of the ORTOLANG software architecture (the dissemination centre) complies with 

the constraints of quality of service (maximum availability) and document management meeting Data 

Seal of Approval (DSA) requirements. The infrastructure, which is largely invisible to users, is a 

reliable data warehouse (corpora, lexicons, terminologies and language processing tools) incorporating 

the following functions: 

                                                
6
 Open Archives Initiative - Protocol for Metadata Harvesting: https://www.openarchives.org  

7 
File Transfer Protocol: https://www.w3.org/Protocols/rfc959/  

8
 https://www.gnu.org/licenses/lgpl-3.0.fr.html  
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- identification of each resource by means of a Handle Persistent Identifier; 

- proof of integrity of the data associated with a Handle by means of a checksum linked to the 

Handle; 

- metadata: OAI-PMH, OAI Dublin-Core, OLAC,
9
 CMDI,

10
 RDF;

11
 

- version management: any modification of data leads to a new version; 

- authentication of users via a Single Sign On mechanism, using the Education-Research 

federation of RENATER (Réseau National de télécommunications pour la Technologie 

l'Enseignement et la Recherche: National telecommunication network for technology, 

teaching, and research) to authenticate users requesting access to restricted data. 

3.4 A user-friendly interface for depositing and consulting resources 

Special efforts have been made to offer an interface and workspaces that provide depositors with a 

flexible procedure that is as user-friendly as possible, to enable non-IT specialists to easily deposit 

their resources and draw attention to them.  

 

 
Figure 1: ORTOLANG deposition workflow chart 

 

With this objective in mind, we propose a 5-stage workflow (see Figure 1):  

- Depositing: After opening an online workspace, the producer is provided with a simple 

means of depositing the data, even if they are not yet ready for publication. Various 

methods are proposed for deposition or uploading: via FTP, via a Web interface, or by 

uploading compressed files. As soon as resources are deposited, they are secured by the use 

of reliable media (redundancy) and by daily back-up copies on tape. 

- Working in a secure workspace: The producer is provided with specific online tools so that 

metadata can be edited in a user-friendly way and the work can be enriched (alignment, 

annotation, etc.). Metadata can be edited at the general level (information about the whole 

project) and can also be further specified at the document level (information and rights 

about specific documents, for example). Metadata can be described in French and in 

English. During this work phase, access to data is controlled, and data are only visible to the 

workspace members and platform administrators. Furthermore, resource producers can take 

                                                
9
 http://www.language-archives.org/  

10 
https://www.clarin.eu/content/component-metadata 

 

11
 https://www.w3.org/RDF/  
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advantage of support from three expertcentres specializing in written (ATILF/CNRTL), oral 

(SLDR & Modyco), and multi-modal (SLDR & Modyco) data. 

- Publishing: once the data are ready, the producer can submit the work for publication. The 

producer can then monitor the status of his/her requests, and – in collaboration with the 

administrators – achieve a stable version of the resource.  

- Archiving: ORTOLANG is not responsible for the archiving process itself. This is handled 

by Huma-Num and CINES. ORTOLANG will submit the published data for archiving. 

Automatic data enrichment during earlier phases means that the data are “clean” and the 

archiving format has been checked. All the data that conform to the archiving conditions of 

the CINES will be forwarded for public archiving to Huma-Num and CINES. 

- Consulting and reusing: Data can be consulted in various ways: via a Web interface that 

lists all the published resources, which are split into categories and described with detailed 

metadata. Online browsing through the content of resources is also possible. References can 

be added to published data in a new workspace. 

 

4 Software organisation 

4.1 Initial requirements 

Building on the experimental work we carried out in 2011 in CLARIN, we analyzed the characteristics 

of the CLARIN network of centres,
12

 looked more specifically at specific centres such as 

LINDAT/CLARIN,
13

 and at the CLARIN B Centre checklist.
14

 Besides, we analyzed the needs of the 

French research community and defined use-case scenarios for such a platform, as described in the 

previous section. Our requirements also included using open source and free third-party software, 

performing data de-duplication, setting fine-grained access control rules, giving scalability to millions 

of objects and ensuring a fast response time. 

In 2011, when we first started work on a digital object repository, we took the time to analyze and 

test existing solutions to find a platform that would meet our requirements. Back then, we tested two 

different software solutions. The first one, Fedora,
15

 was an interesting platform and we started 

developing a proof of concept demo that would lay the groundwork for a larger digital repository. 

Unfortunately, we encountered many technical challenges that were hard to overcome. The underlying 

software lacked flexibility and would not scale up to the requirements we had set ourselves. The 

second platform we analyzed was D-Space.
16

 But at the time, no serious work appeared to be ongoing 

and the software development stalled.  

These reasons drove us to the conclusion that to meet our requirements, we needed to start 

developing our own software architecture that would create a solid Digital Object Repository. 

4.2 Software architecture 

In order to ensure maximum flexibility and maintenance, we chose a Service Oriented Architecture 

pattern to design the software architecture. The application relies on six Top Level Services and a farm 

of dedicated business specific services. The main repository service (ORTOLANG Diffusion) is 

designed using a Software Component Architecture and implemented using JEE (Java Enterprise 

Edition) Technologies. 

4.3 High level services 

All six top level services and the tools farm are hosted independently in the cluster and are based on 

different kinds of software. These services are connected using very simple protocols (mostly HTTP
17

) 

to ensure loose coupling, easy deployment, load balancing and scalability. 

                                                
12 

https://www.clarin.eu/content/overview-clarin-centres 
 

13 
https://lindat.mff.cuni.cz/en 

 

14 
hdl:1839/00-DOCS.CLARIN.EU-78 

 

15 
http://fedorarepository.org/  

16
 https://www.dspace.com  

17 
Hypertext Transfer Protocol: https://www.w3.org/Protocols/ 
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Figure 2: ORTOLANG High Level Services 

 

Relational database management system: We use a relational database management system 

(PostgreSQL
18

) to store all the service data that require transaction isolation. Because of the very large 

volume of binary data, we avoid storing binary content in the database but only critical data that 

require ACID (Atomicity, Consistency, Isolation, Durability) properties [Haerder and Reuter 1983]. 

This service is hosted in its own virtual machine and can be scaled either by increasing VM capacity 

or by using clustering strategy. 

Authentication: As we need an external authentication mechanism, we chose the OAuth protocol.
19

 

This protocol allows authentication (Direct Grant) without the need for a user interface. 

To do so, we use Keycloak,
20

 an open source identity management component developed by 

Jboss.
21

 Keycloak provides connectors for most of Java Application Servers but also for Javascript 

applications. To handle RENATER integration, we developed a small application that plays the role of 

the Shibboleth Discovery Service.
22

 

For users who are not registered in the French authentication system (or in the future European 

system), it is possible to access the data that are free (which are a large part of the ORTOLANG data) 

or to use a classical identification with username and password. This identification does not provide 

the same rights as the institutional authentication. 

Repository: The digital repository service aims to manage user resources from the first deposit to 

the final publication providing specific features for each phase of the resource life cycle. This service 

has been developed internally in order to meet our requirements but relies on some low-level software 

components that have been embedded in the repository application to propose functionalities such as 

File Storage, Version Configuration, Content Management. 

Persistent identifier: We provide persistent resource identifiers based on the Handle system. We 

have packaged the Handle.net server software as a platform service but in read-only mode. Thus, it is 

up to the repository application to create and update handle entries in the database to ensure 

consistency. This is achieved by including Handle write operations in a global transaction in the 

repository service. 

                                                
18

 https://www.postgresql.org/  
19

 https://oauth.net/  
20

 http://www.keycloak.org  
21

 http://www.jboss.org/  
22

 http://shibboleth.net/  
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Web server: Client side applications (repository browser and administration) are developed using 

HTML5/Javascript and use the AngularJS framework.
23

 These applications only need to be served as 

static web content. We use Nginx
24

 to serve these applications but also to do a specific routing of 

requests coming from search engine indexers to a dedicated service. 

Pre-rendering: In order to ensure the best search engine indexation, this service provides static 

versions of the website pages. It acts like a Client Web Application browser and stores the rendered 

pages in order to serve them directly to the search engine indexer bot, thus avoiding Javascript 

interpretation side effects. 

Tools farm: Specific applications can interact with the repository using its REST API. This allows 

anybody to develop their own application (for example a specific file format conversion application) 

and submit this application as a tool for ORTOLANG. These applications are self-contained and must 

provide their own user interface. Authentication is done using OAuth and applications can access user 

information and data only if authorized by the user. Using this mechanism ensures that each 

application has permissions granted by a user to be able to access data in the repository. 

4.4 Repository service architecture 

The digital object repository service (ORTOLANG Diffusion) business logic is complex and is the 

result of merging the logic of many existing components. It provides a virtual online versioned file-

system (like DropBox) for each resource: a workspace. Around this workspace, we provide the ability 

to enrich content by setting some metadata using the format provided for all types of content (files, 

folders, and resources). These metadata will be indexed to populate an internal search engine and to 

give visibility to the published workspace in a kind of market place that will present all the published 

resources. Collaborative functionalities and publication processes allow a group of people to work on 

the same resource before and after its publication. All the business logic is defined in dedicated 

components that are exposed through interfaces providing a consistent repository service. 

Implementation is done in a Java JEE application using EJB (Enterprise JavaBeans), JPA  (Java 

Persistence API) and JMS (Java Message Service) to ensure the robustness and stability of the 

platform. Some EJB components wrap subsystems that are completely embedded in the platform such 

as a BPEL (Business Process Execution Language) Engine,
25

 a NoSQL Database
26

 or a Lucene index 

base.
27

 This component wrapping avoids coupling between platform components and embedded ones 

making it possible to switch to any other implementation. That's the key point of an SCA Architecture. 

Each component is also testable independently using mock strategy. 

Main principles: In order to avoid coupling between software components, we have based the 

identification of all objects in the repository on a unique key managed by a registry. All operations are 

performed using the key of an object. The registry maintains the association between a key and the 

concrete object in the database (group, workspace, collection, process) by mapping an object identifier 

to its registry key. An object identifier is composed of its service name, its type name and its internal 

id. The registry manages some common aspects of all concrete objects e.g. the state, lock, author, 

properties, history, etc. 

 

                                                
23

 https://angularjs.org/  
24 

http://nginx.org/en/ 
 

25
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26
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Figure 3: Registry Service Mapping 

 

Data granularity choices: We have opted for fine-grained objects, thus the smallest object in the 

system is a simple file. Objects can also be larger, and as big as a complete part of a file system. This 

has a very large side effect because each object that is referenced in the registry can have its own 

history, owner, security rules, index entry, publication state, etc. We chose to place granularity at the 

lowest level possible but we also defined a structure to organize files into folders (collections) and 

folders into workspaces using a one to many relation. 

Workspace and version control: Most of the repository business logic is organized around a 

structure that we call a workspace and that holds the content of a complete resource. A workspace, like 

a versioned file-system, manages folders and files and keeps track of their modifications; it also 

manages metadata to describe the resource and its content. Once a producer assumes that his 

workspace content has reached a sufficient level of maturity or needs to be visible by external users, 

the content can be submitted to the publication process. Multiple versions of the same resource can be 

published to follow the resource's life cycle. 

Binary content aspects: Binary content associated with files is not stored as is. A dedicated 

component is used to generate a hash (SHA-1: Secure Hash Algorithm 1
28

) for each binary stream 

stored and organizes the physical storage on an underlying file system that can be shared in multiple 

volumes. Using a hash SHA-1 as identifier for stored streams means that de-duplication of identical 

binary content can be performed. 

Metadata: It is possible to set metadata on any object in a workspace using a one to many named 

relation. Metadata are typed, and for some particular types, content is structured using a schema. 

We use the JSON (JavaScript Object Notation) data format
29

 for structured metadata. These 

structured metadata are indexed in a dedicated NoSQL database (OrientDB
30

) in order to produce an 

enriched database that allows to search for objects based on their characteristics and using a rich query 

language. The metadata stored in the system can be converted to an adequate format for metadata 

harvesting such as OLAC Dublin Core used by Isidore (a French search platform allowing access to 

digital data in the Humanities and Social Sciences: https://www.rechercheisidore.fr/) or CMDI used by 

CLARIN. 

Security concerns: A set of security rules is defined for each registry key and enables specific 

permissions to be stored on each object. Security is enforced by a dedicated component that can be 

queried for a specific permission (read, update, delete) on a particular key. 

Asynchronous treatments: We use Java Messaging Service in order to handle asynchronous jobs. 

We have dedicated a topic in which all platform events are fired. Some listeners are in charge of 

triggering actions on event reception (indexing a file, extracting metadata, notifying, and logging). 

Process management: In order to manage the publication and review processes, we have defined a 

runtime component that can handle Business Process Model and Notation scripts.
31

 This component is 

a wrapper over a well-known BPEL Engine (Business Process Execution Language): Activiti. BPEL 

                                                
28 

DOI: http://dx.doi.org/10.6028/NIST.FIPS.180-4 
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 http://www.json.org/json-fr.html  
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processes are injected into the runtime component which allows transactional processing and human 

tasks management. 

Search engine: We use asynchronous indexers for search functionalities. A key/value base (Apache 

Lucene
32

) is designed for full text searches whereas the NoSQL base allows more specific queries and 

faceted results. All search results are security filtered to ensure privacy. 

API (REST, OAI-PMH, Handle, FTP): Some components are accessible via multiple interfaces. 

We provide a REST interface for most of the operations on workspaces and other components of the 

platform. We provide more specific interfaces such as an FTP connection on workspaces in order to 

upload very large files or numerous files at once. We also manage the OAI-PMH interface of 

published resources and Handle Persistent Identifier on each key that is published. 

Performances: We have carried out performance tests on the repository that show that we are able 

to store more than 25 million objects without significant response time modification. 

5 Tools farm ecosystem 

We plan to open a tools farm to provide specific processing for resources. Some specific language 

treatment tools (tokenizer, text extraction, speech and text alignment, etc.) will be integrated as 

external applications and, relying on the OAuth grant permission mechanism, will access 

ORTOLANG resource files in a secure way, even before publication of the content. These tools will 

help resource providers to work on their files before publication but will also allow users to apply 

some treatments on a selected set of ORTOLANG resources. 

We have already produced a proof of concept by integrating TreeTagger [Schmid 1994] as an 

external tool for ORTOLANG. We are about to release a file conversion tool (avconv
33

) and a 

concordancer allowing indexation of a specific set of files for dedicated search. 

At the same time, we are working on a sample web application that will make new tool integration 

easy by customizing this application connected to the ORTOLANG Repository. In the best case, the 

customization will consist in writing a simple HTML form and a mapping between this form’s values 

and a shell command line. 

All the tools will be hosted in their own server, either on the ORTOLANG cluster or on an external 

server and will use the ORTOLANG REST API. 

6 Achievement of the project 

As of January 2017, the first phase of the project is finished. Improvements to the infrastructure, 

especially the user interface, are still ongoing, to take into account the actual use of the infrastructure 

by the researchers. Some software developments are still in the final phase and will be included in the 

project in 2017. 

New developments are scheduled and should be finalized during the second phase of the EQUIPEX 

project. Our target concerns mostly the enrichment of resources and tools. The goals include the 

development of a concordancer that processes large volumes and can be used on any written language 

corpus, the enrichment of a French morphosyntactic lexicon, the development of an oral corpus 

transcription aid tool, the development of plugins to enable interoperability between the various 

editing and annotation tools, and the standardization of various corpora including COLAJE 

[Morgenstern and Parisse 2012], L'Est Républicain [ATILF 2011], ESLO [Eshkol-Taravella et al. 

2012], PFC [Durand et al. 2009], and TCOF [ATILF 2017]. Some tools are already available as 

independent tools in the “Tools” section of the ORTOLANG main repository. 

At the time of writing, the website (www.ortolang.fr) offers access to a constantly growing set of 

resources with possibilities of searching for a resource based on standardized metadata (resource type, 

language, rights of use, source, coding format and annotation types). At the end of March 2017, the 

platform hosted almost 189 corpora, 14 lexicons, 21 terminologies, 27 processing tools and several 

integrated projects, such as the CNRTL lexical portal (http://www.cnrtl.fr/portail/)  serving more than 

600,000 queries a day (http://www.cnrtl.fr/aide/stat/). This corresponds to a total 4.9 To of data and 

more than 300,000 files. 

                                                
32 

https://lucene.apache.org/ 
 

33
 https://libav.org/avconv.html  
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7 Conclusion 

After more than two years of effort, we have deployed a dedicated hardware cluster that hosts the 

ORTOLANG platform, and have developed a new Digital Object Repository in accordance with our 

needs and requirements. ORTOLANG already acts as a robust choice to deposit resources and 

metadata. 

The final objectives of our work are to comply with the guidelines of the Data Seal of Approval and to 

comply with the technical requirements defined for CLARIN centres. 

As France has joined the CLARIN ERIC with observer status, our current goal is to become a  

CLARIN B-Centre (http://clarin.eu/content/centres) by the end of 2017.  
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Abstract 

We present an approach to making existing CLARIN web services usable for spoken language 
transcriptions. Our approach is based on a new TEI-based ISO standard for such transcriptions. 
We show how existing tool formats can be transformed to this standard, how an encoder/decoder 
pair for the TCF format enables users to feed this type of data through a WebLicht tool chain, 
and why and how web services operating directly on the standard format would be useful.  

1 Introduction 

Web services operating on language resources are a central idea for the CLARIN infrastructure. This 
includes services for the annotation of text data, such as lemmatizers, Part-Of-Speech-Taggers, Named 
Entity Recognizers, and so forth. WebLicht (Hinrichs et al., 2010) is an application that integrates many 
such services into a common web-based framework and enables users to build and apply annotation 
chains for a given set of data. So far, most such services were built with, and are meant to operate on, 
“canonical” written language data, typically edited texts from newspapers, books, etc., in the standard 
orthography of a major language. For “non-canonical” types of written data (such as CMC data1, or 
historical language data2) and for spoken language data, these services are often not directly usable for 
at least two reasons: 

a. The data come in formats which are more complex than the simple “stream of tokens” (see Menke 
et al., 2015) expected by many annotation services. They can contain transcriptions of simultane-
ous (“overlapping”) speech or two or more alternative transcriptions for the same stretch of 
speech (if the transcriber is uncertain), both of which require parallel structures to be encoded in 
the data format. 

b. The text data may require additional processing steps or adaptations of annotation methods in 
order to yield useful results. Not all “tokens” of a spoken language transcription are simple words 
or punctuation. We also find descriptions of pauses or non-verbal actions, which may have to 
undergo additional processing before they can be fed into, say, a Part-Of-Speech-Tagger. The use 
of non-standardized writing (as in “modified orthography” to represent pronunciation deviating 
from the standard), the lack or diverging use of punctuation (as in systems which use punctuation 
to represent prosodic properties of speech), semi-lexical material (like hesitation markers or in-
terjections), or incomplete tokens (as in a repair sequence or an aborted utterance) may cause 
similar problems. 

                                                 
 This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecom-

mons.org/licenses/by/4.0/ 
1 See: http://de.clarin.eu/en/curation-project-1-3-german-philology. 
2 See: http://www.deutschestextarchiv.de/doku/software. 
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We present an approach to making existing services and service environments in CLARIN usable for 
spoken language data. That this is possible and useful in principle has already been demonstrated by 
proof-of-concept implementations in the tools ELAN (Sloetjes, 2014) and EXMARaLDA (Schmidt and 
Wörner, 2014, see section 6), which both provide interfaces from their respective tool formats to Web-
Licht and WebMaus (Kisler et al., 2012). The approach described here is potentially more flexible be-
cause it is based on a recently published TEI-based ISO standard for spoken language transcriptions and 
thus not directly tied to a specific tool or tool format. 

The general architecture we envision and have started to implement is depicted in Figure 1. The point 
of departure for most users will be one of a few established formats of tools for multimedia annotation. 
This needs to be converted to the ISO/TEI standard format which then constitutes the basis for all further 
processing steps. Existing services in WebLicht can be made usable by providing an encoder/decoder 
pair to/from WebLicht’s TCF format. Additional services specializing on spoken language data can 
operate directly on the ISO/TEI data. 
 

 
Figure 1: Architecture 

We briefly sketch the most important characteristics of the ISO/TEI format in section 2. Sections 3 
(conversion from tool to ISO/TEI) and 4 (TCF encoder/decoder) describe the conversion steps needed 
to connect existing tools with WebLicht via the ISO standard. Section 5 addresses some details of the 
CLARIN integration of these services, while section 6 deals with the way users can interact with them. 
In section 7, we briefly introduce the idea of web services directly operating on the ISO/TEI standard. 

2 A TEI-Based ISO Standard for Spoken Language Transcriptions 

The Text Encoding Initiative’s Guidelines (TEI, chapter 8)3, have always contained suggestions for 
representing spoken language transcriptions within the TEI framework. However, this portion of the 
guidelines has never been sufficiently established in the respective research communities to really work 
as an interchange format or even a standard. As Bird and Liberman (2001, p. 26) put it: 

The TEI guidelines for ‘Transcriptions of Speech’ offer access to a very broad range of represen-
tational techniques drawn from other aspects of the TEI specification. The TEI report sketches or 
alludes to a correspondingly wide range of possible issues in speech annotation. All of these seem 
to be encompassed within [the author’s AG framework], but it does not seem appropriate to spec-
ulate at much greater length about this, given that this portion of the TEI guidelines does not seem 
to have been used in any published transcriptions to date. [emphasis added] 

One reason for this lack of acceptance is that work with spoken language data relies on specialized 
tools for efficient transcription, and the relation of TEI to these tools was never sufficiently clarified. 
Schmidt (2005) therefore made a first suggestion on how to reconcile the time-based data models, which 
most tools are based on, with the hierarchy-based data model underlying the TEI proposal (see also 
Parisse and Morgenstern, 2010, for a similar approach). Taking into account findings from a tool in-
teroperability study (Schmidt et al., 2009), the proposal for representing spoken language transcriptions 
on the basis of TEI was further refined in Schmidt (2011), and from 2012 on, became the topic of an 
ISO standardization project (ISO/ TC 37/SC 4/WG 6), concluded in summer 2016 with the official pub-
lication of “Language resource management - Transcription of Spoken Language (24642)” (see ISO, 

                                                 
3 See: http://www.tei-c.org/Vault/P5/1.0.0/doc/tei-p5-doc/en/html/TS.html. 
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2016). We will briefly outline some characteristics of this standard that are important to the subject of 
this paper. 

The general focus of the standard is on orthography-based (i.e. not: IPA-based) transcription of re-
cordings of authentic interaction (i.e. not: monologic “speech” or experiment data). Guiding design prin-
ciples were the maxim to reuse as many elements as possible from chapter 8 of the existing TEI guide-
lines4 and to orient their use towards interoperability with established tools. In particular, this meant a 
conscious limitation of choices in the numerous cases where the guidelines offer more than one concept 
for representing one and the same phenomenon.  

As exemplified in Figure 2, basic building blocks for the document structure are (a) one or more 
<recording> elements specifying the underlying audio and/or video file(s), (b) a <particDesc> defining 
the participants of the interaction, and (c) a <timeline> providing offsets into a recording. 
 

(a) <sourceDesc> 
        <recordingStmt> 
           <recording type="video"> 
             <media mimeType="audio/wav"  
                 url="file:/corpus/media/interaction_101.wav"/> 
           </recording> 
        </recordingStmt> 
     </sourceDesc> 
 
(b)  <profileDesc> 
         <particDesc> 
            <person xml:id="MJ" n="Mick" sex="1"/> 
            <person xml:id="KR" n="Keith" sex="1"/> 
         </particDesc> 
         <!-- [...] --> 
      </profileDesc> 
 
 
(c)  <timeline unit="s" origin="#T0"> 
         <when xml:id="T0"/> 
         <when xml:id="T1" interval="0.906636353362215" since="#T0"/> 
         <when xml:id="T2" interval="2.6012168690059636" since="#T0"/> 
         <!-- [...] --> 
     </timeline> 
 

Figure 2: Recording(s), participant(s) and the timeline as basic building blocks 

The main part of the document is then made up of a sequence of <u> elements. They correspond to 
individual speaker contributions and contain the actual transcription text, references to points in the 
timeline and to the respective speaker (@who). As illustrated in Figure 3, the standard allows different 
levels of detail for the actual markup of the transcription text. In the simplest case (example 1 in Figure 
3), a plain text string can be used, which is temporally aligned via mandatory @start and @end attributes 
of the <u> element. Intervening temporal alignment can be added in the form of additional <anchor> 
milestone elements (example 2) whose @synch attribute refers to a point in the timeline.  

The microstructure of the speaker contribution can be represented by inserting additional markup, 
most importantly <w> for word tokens, <pause> for pauses and <vocal> or <kinesic> for non-verbal 
phenomena like coughing or laughing (example 3). Finally, segmentations of speaker contributions into 
units above the word level (the “sentence equivalents” of spoken language such as intonation units) can 
be represented by intervening <seg> elements (example 4). As we will discuss below, the additional 
markup below <u> is crucial for many automatic annotation methods. The examples in Figure 3 illus-
trate transcription proper, i.e. the direct representation in written form of what is heard or seen in the 
primary data. 
 

                                                 
4 See: http://www.tei-c.org/Vault/P5/1.0.0/doc/tei-p5-doc/en/html/TS.html. 
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(1) <u who="MJ" start="#T0" end="#T2"> 
I ((cough)) see a door. I (0.3) want to paint it (black/blue). 

    </u>   
 
(2) <u who="MJ" start="#T0" end="#T2"> 

I ((cough)) see a door.  
<anchor synch="#T1"/>  
I (0.3) want to paint it (black/blue). 

     </u>   
(3) <u who="MJ" start="#T0" end="#T2"> 

<w>I</w> 
<vocal><desc>cough</desc></vocal> 
<w>see</w><w>a</w><w>door</w><p>.</p>  
<anchor synch="#T1"/>  
<w>I/w> 
<pause dur="PT0.3S"/> 
<w>want</w><w>to</w><w>paint</w><w>it/w>  
<unclear><choice><w>black</w><w>blue</w></choice></unclear> 
<p>.</p> 

     </u>   
 
(4) <u who="MJ" start="#T0" end="#T2"> 

<seg type="intonation-phrase" subtype="falling"> 
<w>I</w> 
<vocal><desc>cough</desc></vocal> 
<w>see</w><w>a</w><w>door</w> 

</seg> 
<anchor synch="#T1"/>  
<seg type="intonation-phrase" subtype="falling"> 

<w>I/w> 
<pause dur="PT0.3S"/> 
<w>want</w><w>to</w><w>paint</w><w>it/w>  
<unclear><choice><w>black</w><w>blue</w></choice></unclear> 

</seg> 
    </u>   

Figure 3: <u> elements with different levels of internal markup 

In order to represent additional annotations on that material, the ISO/TEI standard provides the pos-
sibility to introduce an arbitrary number of standoff annotation layers in <spanGrp> elements and to 
group these with the <u> element they belong to, using an <annotationBlock> element (see Banski et 
al., 2016). This mechanism is crucial also for storing annotations that result from automatic annotation 
methods in WebLicht. Figure 4 illustrates the annotation of an utterance with lemmas and part-of-speech 
tags.  
 

<annotationBlock who="MJ" start="#T0" end="#T2" xml:id="ab1">     
   <u xml:id="u1"> 

<seg type="intonation-phrase" subtype="falling" xml:id="seg1"> 
<w xml:id="w1">I</w> 
<vocal xml:id="voc1"><desc>cough</desc></vocal> 
<w xml:id="w2">see</w> 
<w xml:id="w3">a</w> 
<w xml:id="w4">door</w> 

</seg> 
   </u> 
   <spanGrp type="lemma"> 
        <span from="#w1" to="#w1">I</span> 
        <span from="#w2" to="#w2">see</span> 
        <span from="#w3" to="#w3">a</span> 
        <span from="#w4" to="#w4">door</span> 
   </spanGrp> 
   <spanGrp type="pos"> 
        <span from="#w1" to="#w1">PPER</span> 
        <span from="#w2" to="#w2">V</span> 
        <span from="#w3" to="#w3">DET</span> 
        <span from="#w4" to="#w4">NN</span> 
   </spanGrp> 
</annotationBlock> 

Figure 4: <annotationBlock> grouping an <u> with standoff annotation   
                (lemmatization and POS   tagging) in <spanGrp> 
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With the same mechanism (figure 5), orthographically normalized forms can be assigned to tran-
scribed forms when the latter do not follow standard orthography. This is the case, for instance, in many 
conversation analytic transcription systems that use "literary transcription" or "eye dialect" to represent 
actual pronunciations that deviate from the ones suggested by the orthographic form (as in "gotta" for 
"got to").  

 

<annotationBlock who="CB" start="#T0" end="#T2" xml:id="ab1">     
   <u xml:id="u1"> 
 <w xml:id="w1">sure</w> 
 <w xml:id="w2">nuff</w> 
 <w xml:id="w3">an</w> 
 <w xml:id="w4">yes</w> 
 <w xml:id="w5">I</w> 
 <w xml:id="w6">do</w> 
   </u> 
   <spanGrp type="normalized"> 
        <span from="#w1" to="#w1">sure</span> 
        <span from="#w2" to="#w2">enough</span> 
        <span from="#w3" to="#w3">and</span> 
        <span from="#w4" to="#w4">yes</span> 
        <span from="#w5" to="#w5">I</span> 
        <span from="#w6" to="#w6">do</span> 
   </spanGrp> 
</annotationBlock> 

Figure 5: <annotationBlock> grouping an <u> with standoff annotation 
  

 
(orthographically normalized forms) in <spanGrp> 

For the spoken language data hosted at the CLARIN centers in Hamburg (HZSK) and Mannheim 
(IDS/AGD), we have confirmed that a lossless, fully automatic transformation from existing formats 
(mostly EXMARaLDA and/or FOLKER) to ISO compliant TEI is possible. Current and future devel-
opments at these data centers will make this standard a central element of all workflows.  

In the context of the Parthenos project5, support will be given via INRIA to further develop and doc-
ument the standard and disseminate it to the scientific community.  

3 Converting Common Transcription Formats to ISO/TEI 

Unlike other text types (such as manuscripts, dictionaries etc.) addressed by the TEI, spoken language 
transcription is rarely done by editing an XML document directly. Researchers crucially rely on tools 
which support the alignment of sound/video and transcription in an ergonomic graphical user interface. 
In an early CLARIN Deliverable (Hinrichs and Vogel, 2010), ANVIL (Kipp, 2014), CLAN (MacWhin-
ney, 2000), ELAN (Sloetjes, 2014), EXMARaLDA (Schmidt and Wörner, 2014), FOLKER (Schmidt, 
2012), Praat (Boersma, 2014), and Transcriber (Barras et al., 2000), have been identified as the annota-
tion tools that are currently most relevant to the CLARIN community for this task. Most of them (CLAN 
and Praat being the exceptions) do work with XML based formats, but, so far, none of them “natively” 
operates on a TEI compliant format. In order to make the ISO/TEI standard work in practice, it is there-
fore essential to furnish users with an easy-to-use way of converting from a given tool format to the 
ISO/TEI format (ideally also the other way around, but this is more complex and will not be dealt with 
here6). The closer the tool format is to TEI’s general structure, the more straightforward this conversion 
will be.  

Transcriber and FOLKER both use a data model which closely resembles the ISO/TEI approach in-
sofar as it organizes transcripts as lists of speaker contributions (marked-up as <Turn> in Transcriber 
and as <contribution> in FOLKER) which can be seen as directly corresponding to TEI’s <u> elements. 
Whereas FOLKER (example 2a in Figure 6) allows additional markup for transcribed text underneath 
that unit (most importantly <w> for tokens), Transcriber represents the actual transcription text as plain 

                                                 
5 See: http://www.parthenos-project.eu/ and http://www.parthenos-project.eu/Download/Deliverables/D4.1_Standardiza-
tion_Survival_Kit.pdf  
6 The ISO/TEI format is potentially richer in information than any single of the tool formats taken into consideration. A con-

version from ISO/TEI to a tool format therefore has to deal with all kinds of possible information loss.  
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character data and uses additional markup only for non-speech elements (1a). Both formats can be trans-
ferred to ISO/TEI (2b and 1b) as a more or less direct mapping of elements, without any fundamental 
structural changes. This can be achieved by simple XSLT transformations. 
 

(1a) <Turn speaker="spk1" startTime="0.511" endTime="7.356"> 
        <Sync time="0.511"/><Event desc="souffle" type="noise" extent="instantaneous"/> 
        <Sync time="1.593"/>hé bien euh bonsoir à tous et merci d'être restés si nombreux  
        <Sync time="5.174"/> 
        <Event desc="rire" type="noise" extent="instantaneous"/> 
     </Turn> 
 
(1b) <u who="#spk1" start="#T1" end="#T4"> 
         <vocal><desc>souffle</desc></vocal> 
         <anchor synch="#T2"/> 
         hé bien euh bonsoir à tous et merci d'être restés si nombreux 
         <anchor synch="#T3"/> 
         <vocal><desc>rire</desc></vocal> 
     </u> 
 
(2a) <contribution speaker-reference="IL" start-reference="TLI_33" end-reference="TLI_36"> 
        <w>zweihundert</w><w>ist</w><w>die</w><w>äh</w> 
        <breathe type="in" length="1"/> 
        <w>ist</w><w>die</w><w>planung</w> 
        <time timepoint-reference="TLI_34"/> 
        <pause duration="micro"/> 
        <w>wenn</w><w>es</w><w>ausgebaut</w> 
        <time timepoint-reference="TLI_35"/> 
        <w>wird</w> 
     </contribution> 
 
(2b) <u who="#IL" start="#TLI_33" end="#TLI_36"> 
        <w xml:id="wd1e791">zweihundert</w> 
        <w xml:id="wd1e799">ist</w> 
        <w xml:id="wd1e801">die</w> 
        <w xml:id="wd1e805">äh</w> 
        <vocal> 
           <desc>short breathe in</desc> 
        </vocal> 
        <w xml:id="wd1e808">ist</w> 
        <w xml:id="wd1e810">die</w> 
        <w xml:id="wd1e813">planung</w> 
        <anchor synch="#TLI_34"/> 
        <pause type="micro"/> 
        <w xml:id="wd1e817">wenn</w> 
        <w xml:id="wd1e819">es</w> 
        <w xml:id="wd1e821">ausgebaut</w> 
        <anchor synch="#TLI_35"/> 
        <w xml:id="wd1e824">wird</w> 
   </u> 

Figure 6: Transformation of Transcriber (1) and FOLKER (2) file formats to ISO/TEI 

CLAN’s CHAT format works similarly in principle, with the important difference, however, that it is 
a plain text format and thus less directly usable as an input to an XSLT transformation. We currently 
use an existing CHAT-to-EXMARaLDA converter and transform its result to ISO/TEI. 

The other formats differ from Transcriber, FOLKER and CHAT in that they are tier-based and thus 
do not provide a direct equivalent for the <u> element. For conversion of EXMARaLDA files to 
ISO/TEI, we rely on the concept of a “segment chain” – a maximally long sequence of contiguous 
annotations in a main tier – as the basic building block of a transcription. Segment chains are mapped 
to <u> elements and the respective contents of dependent tiers are then integrated in appropriate subor-
dinate <spanGrp> elements. The principle is discussed in more depth in Schmidt (2005). Again, a single 
XSLT transformation is sufficient to achieve the conversion from EXMARaLDA (1a in Figure 8) to the 
ISO/TEI format (1b). 
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Figure 7: Musical score representation of EXMARaLDA’s tier-based transcription format 

(1a) <tier id="TIE0" speaker="SPK1" category="v" type="t" display-name="INT [v]"> 
        <event start="T37" end="T38">((0,8s))</event> 
        <event start="T38" end="T39">Do you wanna continue this for the rest of your life, </event> 
        <event start="T39" end="T40">let's say: a musical career? </event> 
    </tier> 
    <tier id="TIE2" speaker="SPK1" category="de" type="a" display-name="INT [de]"> 
        <event start="T38" end="T39">Willst du für den Rest deines Lebens so weitermachen, </event> 
        <event start="T39" end="T40">mit dieser musikalischen Karriere? </event> 
    </tier> 
    <tier id="TIE3" speaker="SPK0" category="v" type="t" display-name="PMC [v]"> 
        <event start="T36" end="T37">Nothing else. </event> 
        <event start="T40" end="T41">Well, </event> 
        <event start="T4ɨ" end="T4ɩ">ſmeƀ I don't know really ſſlaughsƀƀ ehm˙ </event> 
    </tier> 
 
(1b) <annotationBlock who="#SPK0" start="#T36" end="#T37"> 
         <u xml:id="u_d1e119">Nothing else. </u> 
     </annotationBlock> 
     <annotationBlock who="#SPK1" start="#T37" end="#T40"> 
         <u xml:id="u_d1e102">((0,8s))Do you wanna continue this for the rest of your life, 
             <anchor synch="#T39"/>let's say: a musical career? </u> 
         <spanGrp type="de"> 
             <span from="#T38" to="#T39">Willst du für den Rest deines  
                   Lebens so weitermachen, </span> 
             <span from="#T39" to="#T40">mit dieser musikalischen Karriere? </span> 
         </spanGrp> 
     </annotationBlock> 
     <annotationBlock who="#SPK0" start="#T40" end="#T42"> 
         <u xml:id="u_dɨeɨɩɩ">Well, ſmeƀ I don't know really ſſlaughsƀƀ ehm˙ </u> 
     </annotationBlock> 

Figure 8: Transformation of EXMARaLDA file format to ISO/TEI 

Praat’s TextGrid format can be treated in a similar manner with, again, a detour via an existing Praat-
to-EXMARaLDA converter because TextGrids are plain text, not XML, files. Since, however, Praat’s 
data model only allows tiers to have a name (in the form of a simple string) and has no place for further 
structural information about tiers (such as speaker assignment or dependencies between transcription 
and annotation tiers), some information necessary for a TEI conversion will either have to be derived 
from ad-hoc tier naming conventions, or be added manually in a tool (such as EXMARaLDA) whose 
data model is sufficiently specific in this respect.  

The situation is a bit more complex for ELAN’s EAF format because of its more powerful possibilities 
of defining tier dependencies. In the context of the extended focus of the HZSK related to the associated 
CLARIN-D discipline-specific working group on Linguistic Fieldwork, Ethnology, and Language Ty-
pology, we are currently experimenting with existing EAF data sets from a language documentation 
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background, and can confirm that, at a minimum, an ELAN to ISO/TEI conversion should be possible 
as a rule on a per-corpus basis. We have not tackled ANVIL’s file format yet. 

Depending on the information available in the input format, some results of conversions from a tool 
format to ISO/TEI will have token information (example 2b in Figure 6) and some will not (examples 
1b in Figures 6 and 8). Tokenization information – expressed in the ISO/TEI format most importantly 
through <w> markup – is, however, crucial for the majority of automatic language tools. Unfortunately, 
tokenization algorithms developed for written language are of limited use for spoken language transcrip-
tions because they are not aware of the form and meaning of non-speech elements like pauses, descrip-
tions of non-verbal behavior etc. Before a spoken language transcription is fed into a POS tagger or 
similar tools, a tokenization must therefore be carried out in order to separate (i.e. markup) “real” words 
from other, non-word elements. In the context of EXMARaLDA, we have developed a mechanism 
(called segmentation algorithm) which makes use of the regularities defined by transcription systems 
(such as “pauses are written as decimal numbers between round brackets”) in order to achieve such a 
tokenization (again, see Schmidt, 2005 for further details). So far, EXMARaLDA is able to cleanly 
tokenize transcripts following the HIAT (Rehbein et al., 2004), GAT (Selting et al., 2009), cGAT 
(Schmidt et al., 2015), CHAT (MacWhinney, 2000) and DIDA (Klein & Schütte, 2001) transcription 
conventions. Ideally, these segmentation algorithms would have to be adapted to operate on the ISO/TEI 
(rather than the EXMARaLDA) format. They could then be offered (for instance, by a web service) as 
an additional processing step between the tool format conversion and further annotation through, say, a 
lemmatizer or POS tagger. We plan to address this requirement in the near future. For the time being, 
EXMARaLDA and its built-in segmentation algorithms for the different transcription systems can be 
used as an intermediary, for instance to transform a (non-tokenized) Transcriber file via EXMARaLDA, 
where a HIAT segmentation algorithm is applied, to a tokenized ISO/TEI file. 

Export filters from the tool to the ISO/TEI format have been built directly into EXMARaLDA and 
FOLKER. For other tool formats or batch conversion of entire corpora, the EXMARaLDA distribution 
provides TEI-Drop (see Figure 9), a droplet desktop application onto which users can drag and drop a 
number of input files (in Transcriber, FOLKER, EXMARaLDA, CHAT or EAF), specify a few param-
eters such as which segmentation algorithm to use and where to write the output, and which will then 
perform the conversions in a single step. 
 

 
Figure 9: Screenshot of TEI Drop 

In order for the standard to be adopted on a larger scale, it is crucial not only that the possibility of 
converting existing data is provided, but also that essential existing language resources are made avail-
able in that format to the community. The Archive for Spoken German with its DGD platform7 (Schmidt, 

                                                 
7 See: http://dgd.ids-mannheim.de 
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2014) as the central provider of German oral corpora, as well as the Hamburg Centre for Language 
Corpora with its repository of multilingual spoken data8 (Jettka and Stein, 2014) are two certified 
CLARIN centers that are in principle ready to offer their resources (more than 5000 hours of material, 
altogether) in the ISO/TEI format.  
 

 
Figure 10: Export options for transcript excerpts in the Database for Spoken German (DGD) 

For the time being, that format will be an additional option beside the established formats favored by 
the respective centers (as in Figure 10). In the mid-term, however, we aim at making ISO/TEI the central 
format for disseminating our resources. Ongoing or recently piloted cooperations with international 
partners – most importantly the ESLO corpus in Orléans (Eshkol-Taravella et al., 2012), the CLAPI 
database in Lyon (Groupe ICOR, 2017), the Speech Island Portal in Austin/Texas9, and the spoken 
components of the Australian National Corpus10 – may, we hope, lead to a wider distribution of the 
standard on an international level. 

Another crucial aspect for the acceptance of the standard is the interoperability with existing tools to 
further annotate, to query, and to analyze transcribed data. Support for ISO/TEI as an import/export 
format in WebAnno11 (Eckart de Castilho et. al, 2014) is planned to be developed starting this spring, 
which would enable web-based manual annotation using annotation layers such as dependency parsing 
and co-reference resolution. For the search and visualization tool ANNIS (Krause and Zeldes, 2016)12, 
a prototype Pepper (Zipser and , 2010) conversion module has been implemented. Finally, the Solr-
based Multi Tier Annotation Search (MTAS, Brouwer and Kemps-Snijders, 2016)13 system developed 
at the Meertens Instituut has very recently been extended to also index the ISO/TEI format and a version 
including ISO/TEI transcription samples is being tested. Support for the ISO/TEI format would enable 
a powerful CQL-based search to be used with the various transcription formats for which conversion 
methods exist.  

                                                 
8 See: http://hdl.handle.net/11022/HZSK-0000-0000-2C76-B-REPOSITORY. 
9 See: http://speechislands.org 
10 See, for instance: https://www.ausnc.org.au/corpora/gcsause 
11 See: https://webanno.github.io/ 
12 See: http://corpus-tools.org/annis/ 
13 See: https://meertensinstituut.github.io/mtas/ 
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4 Using TCF-based Web Services in WebLicht 

Currently, all services integrated in WebLicht operate on version 0.4 of the Text Corpus Format (TCF)14. 
In order for an ISO/TEI document to be sent through a WebLicht tool chain, it therefore needs to be 
encoded in TCF before the first step of the chain is applied, and the result of the chain needs to be 
decoded from TCF to ISO/TEI after the last step of the chain. TCF is a format based on the “stream of 
tokens” idea and assumes that the basic structure of any document is a linear sequence of token elements: 

The tokens layer is [thus] the main anchor layer among TextCorpus layers, i.e. all other layers 
(with the exception of the text layer) directly or indirectly (via other layers) reference tokens by 
referencing token identifiers. [Introduction to section 3 of the TCF specification] 

TCF thus does not have in its basic structure any means of representing information that is crucial to 
spoken language transcription, such as time alignment and speaker assignment, and it also does not 
provide the possibility to distinguish different types of tokens (such as words vs. non-speech descrip-
tions) on its basic layer. ISO/TEI-to-TCF conversion is therefore bound to be lossy – not all information 
contained in a transcription can be meaningfully mapped onto some TCF element.  

Our general approach for the TCF encoding of ISO/TEI files is therefore: 
 

1. To only map those elements of an ISO/TEI file which have a more or less direct equivalent in 
TCF. Basically, this boils down to mapping <w> elements (and, as the case may be <pc> ele-
ments containing punctuation) in ISO/TEI to <token> elements in TCF.15 

2. To assume that most services in WebLicht will work fine with this reduced set of information, 
i.e. will produce useful results, although some types of information have been removed.  

3. To keep on the <tokens> layer the @xml:id attributes of the original document (in an @ID at-
tribute of the individual <token> elements). 

4. To keep in the <textSource> element the entire original ISO/TEI document. 

When such a TCF document is fed through a tool chain in WebLicht, any resulting additional anno-
tation layers can then be remapped to a suitable ISO/TEI form via the memorized @xml:id attributes. 
Since the original document in the <textSource> element is also fed through the tool chain unchanged, 
this decoding step can be stateless as required by the SOA architecture of CLARIN in general. 

Many tools in WebLicht require information about sentence boundaries. Since spoken language tran-
scriptions, as a rule, do not operate with the concept of a “sentence”, a further important question in the 
encoding process is therefore which elements of the source document can be meaningfully mapped onto 
the <sentences> layer in TCF. Our approach to this question is very straightforward: if a segmentation 
of the transcript in the form of <seg> elements directly underneath the <u> elements exists, we use that 
segmentation as a sentence equivalent. Although, semantically, these entities (such as intonation phrases 
or speech acts) are usually not sentences in the written-language sense of the word, they are usually 
sufficiently similar to sentences in order to function as an adequate entity in their stead. In the absence 
of <seg> elements, we use the entire <u> element as a sentence equivalent.  

Figure 11 illustrates how an excerpt of an ISO/TEI transcription (1) is encoded in TCF (2), supple-
mented with the result of a POS tagger (3) and then redecoded to ISO/TEI (4).  
 

                                                 
14 See: http://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/The_TCF_Format 
15 Alternatively, one might map onto TCF's <token> element not the character data of <w> elements, but the content of 

<span> elements in <spanGrp> which represent orthographic normalised forms (see figure 5 above), if such an annotation 
level exists. This has a potential of improving annotation results in WebLicht, because individual tools in the chain would 
then operate on the standard orthography they usually expect. This could be implemented as a parameter passed to the TEI to 
TCF converter or even be decided autonomously by the web service. We currently refrain from such an implementation be-
cause our focus here is on establishing a general mechanism for CLARIN integration of spoken language data.  
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(1) <u who="MJ" start="#T0" end="#T2"> 
   <seg type="intonation-phrase" subtype="falling"> 

<w xml:id="w1">I</w> 
<vocal><desc>cough</desc></vocal> 
<w xml:id="w2">see</w> 
<w xml:id="w3">a</w> 
<w xml:id="w4">door/w> 

    </seg> 
    <anchor synch="#T1"/>  
    <seg type="intonation-phrase" subtype="falling"> 

<w xml:id="w5">I</w> 
<pause dur="PT0.3S"/> 
<w xml:id="w6">want</w> 
<w xml:id="w7">to</w> 
<w xml:id="w8">paint/w> 
<w xml:id="w9">it</w>  
<unclear> 
    <choice> 
        <w xml:id="w10">black</w> 
        <w xml:id="w11">blue</w> 
    </choice> 

        </unclear> 
    </seg> 
</u> 
 
(2) <TextCorpus> 
    <text>I see a door I want to paint it black blue</text> 
    <tokens> 
       <token ID="w1">I</token>   
       <token ID="w2">see</token>   
       <token ID="w3">a</token>   
       <token ID="w4">door</token>   
       <token ID="w5">I</token>   
       <!-- [...] --> 
       <token ID="w9">it</token>   
       <token ID="w10">black</token>   
       <token ID="w11">blue</token>   
    </tokens> 
    <sentences> 
       <sentence ID="s_1" tokenIDs="w1 w2 w3 w4"/> 
       <sentence ID="s_2" tokenIDs="w5 w6 w7 w8 w9 w10 w11"/> 
    </sentences> 
    <textSource type="application/tei+xml;format-variant=tei-iso-spoken;tokenized=1"> 
        <![CDATA[ 
            <TEI xmlns="http://www.tei-c.org/ns/1.0"> 
               [...] 
               <u who="MJ" start="#T0" end="#T2"> 
               [...] 
            </TEI> 
        ]]> 
    </textSource> 
<TextCorpus> 
 
(3) <TextCorpus> 
    <!-- [...] --> 
    <POStags tagset="stts"> 
            <tag ID="pt_0" tokenIDs="w1">PPER</tag> 
            <tag ID="pt_1" tokenIDs="w2">V</tag> 
            <tag ID="pt_2" tokenIDs="w3">DET</tag> 
            <tag ID="pt_3" tokenIDs="w4">NN</tag> 
            <!-- [...] --> 
            <tag ID="pt_11" tokenIDs="w11">ADJ</tag> 

        </POStags> 

    <!-- [...] --> 
</TextCorpus> 
 
(4) <annotationBlock who="MJ" start="#T0" end="#T2" xml:id="ab1">     
   <u xml:id="u1"> 

<seg type="intonation-phrase" subtype="falling" xml:id="seg1"> 
<w xml:id="w1">I</w> 
<vocal xml:id="voc1"><desc>cough</desc></vocal> 
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<w xml:id="w2">see/w> 
<w xml:id="w3">a/w> 
<w xml:id="w4">door/w> 

</seg> 
   </u> 
   <spanGrp type="pos"> 
        <span from="#w1" to="#w1">PPER</span> 
        <span from="#w2" to="#w2">V</span> 
        <span from="#w3" to="#w3">DET</span> 
        <span from="#w4" to="#w4">NN</span> 
   </spanGrp> 
</annotationBlock> 

Figure 11: Encoding, WebLicht processing and decoding of an ISO/TEI file 

5 CLARIN integration 

An important practical question concerning the integration of the conversion services into the WebLicht 
context (and, ultimately, into the CLARIN infrastructure in general) is how to inform other services of 
the format of the admissible input (what the service “consumes”) and the expected output (what the 
service “produces”) of any given single converter. MIME type16 in CMDI specifications had been used 
for that purpose before, but without a clear, commonly agreed guideline, resulting in several unsolved 
challenges: 

 
1. MIME types have to be sufficiently specific for the application that is meant to handle the re-

spective file format. For example, a MIME type like “application/tei+xml”, although perfectly 
valid, will not be sufficient for the converters described here, because those expect a specific 
type of TEI file (i.e. one that conforms to the ISO standard) and will fail when confronted with 
other TEI variants.  

2. Only one MIME type should be used consistently per given file format. For instance, it would 
be possible to describe an ELAN file either as “text/x-eaf+xml” (to be found in several existing 
CLARIN records) or as “application/xml” (more in line with current recommendations for XML 
files). A web service must at least know all possible variants or, better still, be sure that exactly 
one variant is used in the infrastructure. 

3. The use of registered MIME types should be preferred over non-registered MIME types. Non-
registered MIME types (e.g. using the “x-” prefix) have been used ad hoc to describe specific 
annotation formats, but using non-registered MIME types in this context is problematic, since 
they were “intended exclusively for use in private, local environments”17. 

After discussions involving the CLARIN task force on WebLicht/TEI, the CLARIN-D developer 
group and the CLARIN standards committee, we settled for the MIME type assignments in Table 1. 
These MIME types comply with current recommendations and best practices18 . The first part always 
consists of a registered MIME type so that even applications unaware of the specific linguistic annota-
tion formats still have a chance to do some useful processing of the data (e.g. a web browser will recog-
nize an XML file as such and display its DOM tree). In the second part, an additional parameter “format-
variant” is used to provide the more detailed format information needed by the web services described 
here. 
 

                                                 
16 For reasons of consistency, we use “MIME type” to refer to media types (as they are now officially called) throughout this 
paper. 
17 See: https://tools.ietf.org/html/rfc6838#section-3.4 
18 See: https://tools.ietf.org/html/rfc2046 and https://www.w3.org/TR/webarch/#xml-media-types 
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Format MIME type 

Text Corpus Format (*.tcf) text/tcf+xml or application/xml; format-variant=weblicht-tcf19 

ISO/TEI for transcriptions of spoken language application/tei+xml; format-variant=tei-iso-spoken20 

EXMARaLDA Basic transcription (*.exb) application/xml; format-variant=exmaralda-exb 

Transcriber annotation file (*.trs) application/xml; format-variant=transcriber-trs 

FOLKER transcription (*.flk / *.fln) application/xml; format-variant=folker-fln 

CHAT transcription file (*.cha) text/plain; format-variant=clan-cha21 

ELAN Annotation File (*.eaf) application/xml; format-variant=elan-eaf22 

Praat TextGrid (*.textGrid) text/plain; format-variant=praat-textgrid23 

Table 1: MIME types for different annotation formats 

6 Using WebLicht tool chains in practice 

The different converters are made available as individual web services, hosted by the CLARIN cener 
HZSK and exposed via a CMDI description (e.g. http://hdl.handle.net/11022/0000-0000-9ABA-1  for a 
development version of the EXMARaLDA-to-ISO/TEI converter) to CLARIN services such as the Vir-
tual Language Observatory and WebLicht. Once fully integrated into CLARIN in that way24, WebLicht 
will recognize the different annotation tool formats and offer users the ISO/TEI conversion service as a 
possible first conversion step. By applying the ISO/TEI-to-TCF converter to the result, the rest of the 
annotation services in WebLicht become available for the data. In a final step, the result of an annotation 
chain can be decoded to ISO/TEI again. 

The WebLicht web interface is a good way of getting acquainted with and testing different annotation 
tool chains for a given piece of data. However, for many users who have already decided on a tool chain, 
it may be more convenient to apply it directly inside the tool with which the data are created. For that 
purpose, we have integrated functionality for calling the SaaS variant of WebLicht – WebLicht as a 
Service (WaaS25) – out of the EXMARaLDA Partitur-Editor desktop tool. A typical workflow that is 
served by that functionality would proceed as follows: 

1. A transcription is created in the EXMARaLDA Partitur-Editor, or imported there from a CLAN, 
ELAN, FOLKER, Praat or Transcriber file.  

2. A tool chain for WebLicht is constructed by: 
a. Exporting a TCF version of the transcription from the Partitur-Editor 
b. Uploading that TCF version to the WebLicht web interface 
c. Constructing and testing a suitable tool chain inside the web interface 
d. Saving the tool chain locally 

3. Users obtain a valid WaaS key26 using Single sign-on (based on Shibboleth/CLARIN SPF)  

                                                 
19 The latter variant is consistent with the patterns for the other MIME types. For reasons of backward compatibility, how-
ever, the WebLicht developers prefer to stick to the first variant 
20 Note that “application/tei+xml” is a registered MIME type, and that the MIME type for the TEI format defined at the 
Deutsches Textarchiv (DTA) for encoding (historical) written text has been decided upon in this process to be “applica-
tion/tei+xml; format-variant=tei-dta” 
21 An additional parameter “charset” might be used to specify the encoding, as is common for plain text files 
22 This is a suggestion only - none of the services described here consumes or produces eaf files, so the MIME type is no-
where used 
23 This is a suggestion only - none of the services described here consumes or produces textGrid files, so the MIME type is 
nowhere used. An additional parameter “charset” might be used to specify the encoding, as is common for plain text files 
24 All conversion services described here are now online in a beta version (see Appendix). Full WebLicht integration is still 
pending, but we expect it to be complete by the time this paper is due to be published.  
25 See: https://weblicht.sfs.uni-tuebingen.de/WaaS/ 
26 See: https://weblicht.sfs.uni-tuebingen.de/WaaS/apikey 
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Figure 12: Parameter Dialog for WebLicht in the EXMARaLDA Partitur-Editor 

The tool chain can then be used on the original data and further datasets from the same collection by 
calling “WebLicht…” from the CLARIN menu in the Partitur-Editor. This will bring up the dialog from 
Figure 12, in which parameters for WaaS can be specified. 

After clicking on “OK”, EXMARaLDA will perform the necessary conversions to TCF, send the 
resulting file to WaaS alongside the specified parameters, receive the reply from the service and store it 
locally, either as the TCF obtained from WaaS, as an ISO/TEI file (after applying the decoding con-
verter), or as an HTML file representing visually the different annotations added in WebLicht.  

7 ISO/TEI-based Web Services 

While TCF encoding and decoding is a workable solution for using existing services in WebLicht on 
spoken language data, it is, in the long run, not an optimal way of dealing with such data.  

Obviously, the information lost in the TCF encoding process has a potential value for many automatic 
processing methods. For example, a POS tagger optimized for spoken language might make use of n-
gram statistics involving information about pauses, or a lemmatizer may ignore, or treat in a special 
manner, defect tokens such as aborted words. Likewise, some services may want to use orthographic 
normalizations (see figure 5 above), time alignment information or even the corresponding section of 
the audio or video signal data. These pieces of information are available all in the ISO/TEI format, but 
not in TCF.  

Moreover, in some cases, basic assumptions tacitly included in TCF’s data model may turn out to be 
overly simplified when applied to spoken language data. For instance, TCF specifies “the language of 
the data [emphasis added]”27inside a single attribute @lang on the <textCorpus> element. Multilingual 
interactions, such as interpreted talk, however, contain by definition data in at least two languages, and 
there is no way of telling a TCF based tool which part of the document is in which language. In the 
ISO/TEI format, by contrast, an @xml:lang can optionally be used on every element in the document to 
provide such information. 

Ideally, automatic annotation tools and services optimized for spoken language transcription would 
therefore operate directly on the ISO/TEI format, and the detour via TCF conversion would then become 
unnecessary. One existing example for this is an adaptation of TreeTagger and the STTS tagset for use 
with transcriptions from the FOLK project (see Westpfahl and Schmidt, 2016). We are currently work-
ing on turning this mechanism into a CLARIN compliant (but not TCF compatible) web service. Similar 
tools developed in the context of the AGD and HZSK corpora, such as a tool for automatic orthographic 

                                                 
27 See: http://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/The_TCF_Format 
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normalization of transcripts, and a tool for fine-aligning transcripts via MAUS, could be treated in an 
analogous manner. 

8 Conclusion 

As the present contribution shows, there are ways of making existing CLARIN components and archi-
tectural concepts that were originally or mainly developed for canonical written language data usable 
also for spoken language data. The issue of standardization is crucial in this task, since, without a widely 
used and sufficiently specified common basis, the number of processing steps needed to convert a given 
piece of data from and to a form usable by WebLicht would multiply. The newly published ISO/TEI 
standard provides such a common basis for various established tool formats and transcription conven-
tions for spoken language data. While being able to represent common time-based annotation formats 
consistently and without information loss, its hierarchical structure facilitates conversion to traditional 
formats for canonical written language data. 

Since conversion to these formats is however not possible without information loss, we believe that 
spoken language data should ideally be processed by services aware of and capable of interpreting the 
complexity and peculiarities inherent to this type of data. In a wider scope, CLARIN as an infrastructure 
also needs to consider and meet the requirements and expectations of various research communities 
working with different types of non-canonical and/or non-written language data. Though this is a chal-
lenging task to take on, considering the increasing availability of audio and video data and thus its in-
creasing importance in linguistic and language based research, it seems crucial to keep up with this 
development in order for CLARIN to become and remain equally available and important to researchers 
from all targeted fields. 

Another critical aspect of a successful digital research infrastructure for language resources and tech-
nology is a common set of relevant standards recognized by all components of the infrastructure. This 
requires relevant file formats to be identified and described on a level specific enough to allow for au-
tomatic processing. Such descriptions are necessary to be able to inform not only other components 
within the infrastructure – but also the users – about the technical characteristics of language resources 
and the suitability and interoperability of existing tools and services. The experiences with processing 
various flavors of TEI within WebLicht may serve as a useful pilot experiment for future efforts to 
provide researchers with reliable guidance in choosing tools and services for their workflows and pro-
cessing pipelines. 

Consequently, there is also work to be done regarding the various widely used de facto standard 
annotation formats in order to allow for a consistent use of MIME types and possible complementary 
descriptions within the CLARIN infrastructure. As an international organization with a strong network, 
CLARIN could play an important role in this matter, creating an impact that goes beyond the infrastruc-
ture itself, e.g. through coordination of the registration of relevant formats with existing standardization 
bodies. 
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Appendix A. Details for the web services 

Beta versions of the conversion services are available as listed below, the source code for all services is 
available on GitHub: https://github.com/hzsk/HZSK-CLARIN-Services/. 

 

EXMARaLDA to ISO/TEI conversion 
PID:  http://hdl.handle.net/11022/0000-0000-9A6C-A  
Consumes:  application/xml; format-variant=exmaralda-exb 
Produces:  application/tei+xml; format-variant=tei-iso-spoken 
Parameters: seg - the segmentation algorithm to be used, one of (HIAT|cGAT|CHAT) 

lang - the language of the document, two letter ISO language code 

 

FOLKER to ISO/TEI conversion 
PID:  http://hdl.handle.net/11022/0000-0001-B538-4 
Consumes:  application/xml; format-variant=folker-fln 
Produces:  application/tei+xml; format-variant=tei-iso-spoken 
Parameters:  lang - the language of the document, two letter ISO language code 
 

Transcriber to ISO/TEI conversion 
PID:  http://hdl.handle.net/11022/0000-0001-B539-3 
Consumes:  application/xml; format-variant=transcriber-trs 
Produces:  application/tei+xml; format-variant=tei-iso-spoken 
Parameters:  seg - the segmentation algorithm to be used, one of (HIAT|cGAT|CHAT) 

lang - the language of the document, two letter ISO language code 
 

CHAT to ISO/TEI conversion 
PID:  http://hdl.handle.net/11022/0000-0001-B53A-2 
Consumes:  text/plain;format-variant=clan-cha 
Produces:  application/tei+xml; format-variant=tei-iso-spoken 
Parameters:  seg - the segmentation algorithm to be used, one of (HIAT|cGAT|CHAT) 

lang - the language of the document, two letter ISO language code 
 

ISO/TEI to TCF conversion 
PID:  http://hdl.handle.net/11022/0000-0001-B53B-1 
Consumes:  application/tei+xml; format-variant=tei-iso-spoken 
Produces:  application/xml; format-variant=weblicht-tcf 
 

TCF to ISO/TEI conversion 
PID:  http://hdl.handle.net/11022/0000-0001-B53C-0 
Consumes:  application/xml; format-variant=weblicht-tcf 
Produces:  application/tei+xml; format-variant=tei-iso-spoken 
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Abstract 

In this paper we discuss practical experiences with hands-on training in the Digital Humanities 
based on an Austrian case study. We will present the “ACDH Tool Galleries”, an initiative 
organised by the Austrian Centre for Digital Humanities (ACDH) of the Austrian Academy of 
Sciences. This series of educational events aims to create a platform for developers and 
professionals to share their expertise and provide education and practical training opportunities 
for users of Digital Humanities tools. In order to give insight into the ways this initiative has been 
received by the community, we present survey data collected among the participants of these 
training courses. 

1 Introduction 

Although there is now a wide variety of computational tools and digital methods available for humanities 
scholars to use in their research, it has been observed that not all tools are adopted with equal enthusiasm 
by the researchers who would benefit most of them (Kemman and Kleppe, 2015). Considering that a 
lack of familiarity or practical know-how regarding the available options may lie at the root of this 
hesitance, researcher training can play an important role in promoting a more far-reaching utilisation of 
computational tools and digital methods in the humanities. 

In this paper, we explore the potential of researcher training for spreading information about the 
available tools to potential users, making particular reference to an Austrian case study. After outlining 
the DH teaching and training landscape in Austria, we present a recently established hands-on researcher 
training series and discuss survey data collected among the participants of the training initiative. 

2 Researcher training in the Digital Humanities 

Given that the digital humanities are a fairly new field of research, one aspect of fostering the advance 
of the discipline is its inclusion in academic education at various stages and levels, be it BA, MA and 
PhD courses or summer schools (cf. Sahle, 2013). However, there are considerable disparities in the 
degree to which DH training programs have been cultivated in different countries. In Austria, for 
example, the first professorships for DH were appointed as late as 2016 and DH curricula at universities 
are still in their infancy1. As an interim solution, summer schools and workshops are useful and well-
established formats for conveying skills in the digital humanities (Rehbein and Fritze, 2012). One 
example for a provider of summer schools is the international Digital Humanities Training Network, 
where several summer school organisers collaborate with each other (DH Training Network, 2016). A 
similar organisation offering workshops is the Digital Scholarship Training Programme of the British 
Library (McGregor et al., 2016). Summer schools and workshops are not only useful where there is a 
lack of university level courses, they can also have a more diversified target audience than university 
courses. For example, they can address established researchers in more advanced academic positions 
who are now confronted with new technologies and ways to carry out their research. Given the tight 
time schedule of researchers, one- or two-day workshops are preferable to training programs that require 
a long-term commitment, as a typical masters course in DH would. In the following section, we present 

                                                
 
 
1 We have other offerings such as minors etc. For more information see https://registries.clarin-dariah.eu/courses/courses/. 
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a case study of a hands-on training event series initiated in Austria. We use the term “series” because it 
is not a unique event and we use “hands-on” to acknowledge the fact that the practical application of 
digital methods and skills play an important role in DH. 

3 The ACDH Tool Gallery – an Austrian case study 

The idea of the ACDH Tool Galleries was to allow developers and professionals to share their theoretical 
knowledge on the tools designed for DH users and provide practical training in their use (Wissik and 
Resch, 2016). In order to reflect this two-pronged approach, we opted for a format that combined short 
lectures scheduled in the morning with hands-on training sessions scheduled in the afternoon. During 
these sessions, the experts lead the group step-by-step through the features and functionalities of various 
tools. Although one day is usually not sufficient to master the use of the tools or services in question, 
participants can use the opportunity to get an overview of their options as well as the potential benefits 
of using particular tools or services in their own field of research.  

Considering that the institute is often confronted with very basic questions regarding the use of 
various tools, the training events offer a good opportunity to establish connections between tool 
developers and DH users and to initiate discussions regarding the scope of application in the respective 
fields. The hands-on part of the training session is particularly valuable as it gives the attendees the 
chance to immediately consult with tool experts if they encounter a problem during the workshop. This 
guarantees participants a safe and guided start in their exploration of new tools and services. 
Furthermore, the practical experience helps participants to evaluate the features and abilities of various 
tools and to become aware of difficulties or limitations.  

Since the inception of the program in 2015, two seasons of ACDH Tool Galleries have already been 
completed and a third is ongoing. Each season included three ACDH Tool Galleries: two ACDH Tool 
Galleries with morning lectures and a hands-on session in the afternoon and one ‘Extended Version’ of 
the ACDH Tool Gallery. The latter was embedded in the Digital Humanities Austria Conferences and 
featured a whole day of theoretical presentations followed by a day of hands-on sessions where the 
participants could experiment with different tools in a bazaar-like atmosphere. So far, the ACDH Tool 
Galleries have covered topics like handwriting recognition, linguistic annotation, semantic technologies, 
data management, text encoding with TEI as well as network and visualisation tools.  

3.1 Promotion and preliminary organisational efforts 

While the Tool Galleries were originally conceived as a service for employees of the academy, the 
format was soon extended to a larger audience. This happened quite organically as the original recipients 
of the Tool Gallery newsletters forwarded and shared the announcements with their contacts. 
Additionally, the dates were made public via the academy’s event calendar and various mailing lists. 
Since July 2016, the ACDH has also been using Twitter to promote the Tool Galleries. The institute’s 
website was used both to promote the events and to publish presentation material, exercises and tutorials 
after the events. 
By organising Tool Galleries three times a year, the ACDH hopes to achieve a certain regularity and 
continuity concerning the initiative. This objective is also reflected in the styling and appearance of the 
promotion material, where we aimed to establish a “brand” with a certain recognition value by using 
recurring design elements and a recognisable logo for each new event.   
 

 
 

Figure 1: ACDH Tool Gallery Logo 

As the number of available places was limited for organisational reasons, prospective participants were 
asked to register via an online form. To emphasize the educational character of the format, the ACDH 
also offered an official certificate of participation for those who wanted documentation of their 
attendance. So far, no ECTS credits have been assigned, but this might be an option up for consideration 
in the future. 
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3.2 ACDH Tool Gallery 1.2 on (basic) linguistic annotation 

As mentioned above, each of the training sessions in the program was dedicated to a different digital 
research tool. The ACDH Tool Gallery 1.2, for instance, put its focus on (basic) linguistic annotation 
and was addressed to both linguists and professionals from all text-based disciplines. The first talk, given 
by Ulrich Heid (University of Hildesheim), introduced the audience to the relevance of linguistic 
annotation and was followed by two short project contributions that demonstrated the possibilities and 
challenges of automatic annotation. After Heid’s presentation, annotation examples from two ACDH-
based projects, the Austrian Baroque Corpus (ABaC:us) and the Austrian Media Corpus, were 

introduced. ABaC:us (☞ https://acdh.oeaw.ac.at/abacus/), which is part of the CLARIN Centre Vienna 

and its Language Resource Portal, is a historical language resource containing Austrian literary sources 
from the 17th and 18th century. The Austrian Media Corpus (http://www.oeaw.ac.at/acdh/de/amc) is a 
large collection of media texts from Austrian newspapers and magazines as well as press releases and 
transcribed television interviews spanning the last three decades. 
The second block of Tool Gallery 1.2 was presented by Marie Hinrichs and Claus Zinn of the University 
of Tübingen, who introduced the participants to Weblicht, a ‘web-based linguistic chaining tool’ 
(Hinrichs et al., 2010). We chose this app for being the most suitable research environment for 
demonstrating the automatic annotation of texts. Hinrichs and Zinn presented its fully functional 
processing chain, which features linguistic tools such as tokenizers, part of speech taggers, parsers etc., 
and showed how these services can be customised and combined by the user. While Weblicht is well 
known among linguists, the event was an occasion for those from other text-based disciplines to learn 
about the benefits and potentials of automatic basic linguistic annotation. The idea that participants 
should bring their own texts in order annotate them and visualize the results in an appropriate way was 
set into practice under the guidance of the experts and made the hands-on session quite lively. 

The Tool Gallery was concluded with a presentation by researchers from the institute itself. They 
presented the recently developed tokenEditor (http://www.oeaw.ac.at/acdh/de/tokenEditor), a web 
application for the manual annotation (or the manual review of automatic annotations) of texts. 

4 Survey data based on the ACDH Tool Gallery 

In order to evaluate the new format and its reception, the ACDH undertook a survey of the participants. 
The survey takes into account online registration data (365 registered participants) as well as data 
collected via anonymous questionnaires from 188 participants of the six ACDH Tool Galleries that took 
place between 2015 and 2016. The questionnaires were handed out on site and were collected at the end 
of each of these events. We opted for paper questionnaires that were distributed during the events as 
opposed to online questionnaires. That way, we could ensure that they were filled out immediately after 
the workshop, when impressions were still fresh and organisers were on hand to provide clarification 
where needed. We also expected it to be easier to motivate participants to take the survey on site than 
via email communication. The questionnaires were divided into three sections: one reflected the topic 
of the given training event, a second concerned the specific format of the training event, and a third was 
designed to collect basic personal data (e.g. age, occupation). In the following section of the paper, we 
outline the general results of the survey and discuss, exemplarily, the results of the content section of 
the survey for the ACDH Tool Gallery 1.2 on (basic) linguistic annotation. We have chosen this specific 
event to show the relation and synergies between the training events and CLARIN. 

4.1 General analysis 

Since the ACDH Tool Gallery was initially conceived as an in-house training opportunity, it is not 
surprising that nearly half of the 365 registered participants, namely 48%, came from various 
departments of the Austrian Academy of Sciences. In addition to that, 21% came from the University of 
Vienna and 31% from other universities. Considering that the Tool Galleries are organised as a series 
of events and take place three times a year, it is also useful to look at the amount of repeat participants. 
Of the registered participants, 16% registered for two events, 13% registered for three or more events 
and 71% of the participants participated only once. 
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The age distribution of the 188 survey respondents was as follows: 67% of participants were between 
the ages of 20 and 40, 30% were between 40 and 60 and 3% were over 60 years old. For a subset of the 
questionnaires (154 questionnaires2) we could even make a more granular age analysis: Here, 40% of 
the participants were between the ages of 30 and 40, 27% were between the ages 20 and 30, 20% were 
between the ages 40 and 50,11% between the ages 50 and 60, and 1% was over 60 years old. This shows 
that academics of all career stages attended the training events. Regarding their disciplinary background 
(Fig. 2), most of the participants were scholars in the humanities, followed by information scientists and 
archivists. The category “other” includes, for example, librarians, lexicographers and IT coordinators. 
Within the humanities, the participants came from a wide range of disciplines, such as archaeology, 
history studies, musicology, linguistics, literary studies and theatre studies. 

 

 
Figure 2: Occupation / disciplinary background 

 

Having put a lot of effort in the advertising of the training events, we also wanted to obtain feedback on 
the effectiveness of the different communication channels used. As the survey showed, the majority of 
participants had heard about the event from colleagues or via one of the mailing lists. Other participants 
indicated that they got the information from the institute’s website or the academy’s calendar of events. 
In the category “other”, participants specified that they had seen the announcements on the respective 
conference websites (in cases where the ACDH Tool Gallery took place within the context of a bigger 
event) and on Twitter. As the ACDH Twitter presence was not launched before July 2016, only the last 
two ACDH Tool Galleries had been promoted actively via our own Twitter account. Nevertheless, even 
before that, the ACDH Tool Galleries were mentioned on the private Twitter accounts of staff members 
and participants. 
 

                                                
2 In this analysis, the 34 questionnaires from the first ACDH Tool Gallery 1.1 were excluded, because they did not contain a 
more granular age information. 
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Figure 3: Dissemination channels3 

 
One section of the questionnaire inquired how useful the participants found the combination of lecture 
and hands-on session in these training events. Of the 188 respondents, 185 respondents generally or 
fully agreed that the combination of lectures and hands-on session was useful; only three participants 
did not find it useful and one person did not specify (see figure 4).  

 
Figure 4: Usefulness of combined lecture & hands-on training 

 

Participants also had the opportunity to leave feedback via the free commentary field in the questionnaire 
or via Twitter (see figure 5). Feedback received this way was generally laudatory. This positive reception 
is also reflected in the answers regarding the question “Would you recommend and re-attend an ACDH 
Tool Gallery event?”: 40% agreed or 5% fully agreed with the statement, 4% did not know if they would 
recommend or re-attend it and 1% stated they would not recommend and re-attend the ACDH Tool 
Gallery. 
 

 

                                                
3 The total number of questionnaires for this question was 154 because in the questionnaires during the first event the 
question regarding the dissemination channels was not included yet. 
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Figure 5: Comment via Twitter 

For the organisation of the most recent Tool Gallery events, we also aimed to take into account the needs 
and wishes of our participants. For this purpose, we included a section in the surveys to inquire what 
kind of tool they would be most interested in exploring. Some suggestions were provided by us, but 
participants were also given the opportunity to additionally propose tools they had heard about or wanted 
to get a deeper understanding of. The analysis of these questionnaires has repeatedly shown that there 
is still a strong demand for tools used for processing and encoding textual sources. With this information 
in mind, the last two Tool Galleries of the third season will focus on the features of the XML editor 
Oxygen and text encoding according to the TEI guidelines. 
In the course of the almost three seasons of Tool Galleries that have so far been organised, we have also 
observed that there is continuous interest in topics that nearly every researcher is concerned with when 
working with original source material: Questions such as how to store, structure, manage and share data. 
In reaction to this insight, we have also offered a course introducing various tools for creating a data 
management plan. Finally, a Tool Gallery dedicated to the topic of licensing will complement these 
items in the program. Its focus will lie on providing information on existing guidelines and directives as 
well as advice in handling legal issues. 

4.2 Specific analysis from ACDH Tool Gallery 1.2 on (basic) linguistic annotation 

As has been mentioned, the ACDH Tool Gallery 1.2 was dedicated to the presentation of tools for the 
support of text annotation, particularly linguistic annotation. De Jong et al. (2011) observed that, 
“[h]umanities researchers can hardly be indifferent to the promise of innovative tools for the support of 
content exploration and content annotation. Both are key elements in their daily research practice and 
as such can be considered the alpha and omega of their analytical and comparative work.” While we 
have records of some computer scientists attending the workshops, in our case, most of the participants 
were indeed researchers from the humanities, more precisely from history, history of art, musicology, 
Indology, literary studies, Slavic studies and English studies. 

In the ACDH Tool Gallery 1.2, we counted 43 registered participants and received 22 survey 
responses. On the basis of these 22 questionnaires it could be observed that the majority of workshop 
participants (77%) had prior experience with the use of digital tools and methods in their research, while 
23% stated they were interested in using them in the future. Going into more detail, 45% of the 
respondents had already used (linguistic) annotation tools, and 55% had no prior experience with them. 
A breakdown of these figures according to age groups can be seen in figure 6. 

  

  
 

Figure 6: Percentage of respondents from ACDH Tool Gallery 1.2 using digital methods according 
to age groups 

 
Of those with prior experience, several respondents mentioned TreeTagger, but none had any prior 
experience with Weblicht. Hence, we assume that the Tool Gallery was a good opportunity to make the 
Weblicht application better known in Austria and advertise it outside the CLARIN community, 
especially among historians and literary scholars. 
 

n = 22 
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Figure 7: Use of linguistic annotations in further research 

 

Despite the lack of prior familiarity with (linguistic) annotation tools at the beginning of the training 
event (roughly half of the participants had no prior experience), all of the respondents agreed or fully 
agreed that they got an overview of the use of linguistic annotation and of what research questions could 
be answered with the help of linguistic annotation. Furthermore, nearly all of them (20 out of 22) agreed 
or fully agreed that they would be interested in linguistically annotating their research material in the 
future (see figure 7). Moreover, nearly all the participants (21 out of 22) agreed or fully agreed that 
additional linguistic annotation would make their resources more interesting for other research 
disciplines. However, 19% of the participants agreed or fully agreed that the linguistic annotation of 
their own resources would be too time-consuming, particularly if the computer-generated annotations 
needed further manual correction. Participants’ opinions were split concerning their faith in their ability 
to undertake these manual revisions themselves: 47% agreed that they would have to be done by 
linguists, while 48% disagreed and 5% did not have an opinion. 
The ACDH Tool Gallery has demonstrated the importance of linguistic annotation in DH projects, since 
linguistic annotation can serve as a starting point for the further annotation or processing of texts. It 
facilitates information extraction and allows for the calculation of frequencies and distributions. For 
example, when studying historical correspondences, changing power structures may be observed 
through varying forms of address. In linguistically annotated text, address patterns can be searched 
systematically (e.g. adjective noun combinations) and their frequencies and variation over time can be 
measured. Historical texts, in particular, might need additional lemma information in order for full-text 
searches to turn up all instances of a term despite the existence of orthographic variants.  

5 Conclusion 

In this paper, we have presented the ACDH Tool Galleries, a new research training event series for 
the digital humanities. As the survey results show, the events were very well received among members 
of the Austrian Academy of Sciences but also in other Austrian academic institutions. Our analysis 
shows that there is active demand for training events for researchers in the humanities at all career stages. 
Moreover, the format of the Tool Gallery can be used for the dissemination of tools and resources 
developed by research infrastructure consortia such as CLARIN, which could complement the CLARIN 
user involvement group’s efforts on a national level (Wynne, 2015) and would be in accordance with 
the User Engagement Handbook (Wynne, 2015a). One of our goals for the future is to apply our 
experiences to a wider European context and to share our knowledge with other CLARIN members who 
intend to offer similar courses. To facilitate this exchange we plan to prepare a concluding report based 
on our experiences. At the same time, we are considering new approaches and strategies for conveying 
particular elements of the courses, for instance through short video introductions or webinars. 

In order to make training events such as the ACDH Tool Galleries successful and effective, careful 
and anticipative organisation is needed. We agree with Rehbein and Fritze (2012) that the organisational 
effort is higher than in “traditional” seminars and the technical set up takes longer. Furthermore, we find 
it very important to foster interaction between persons from different disciplines. For the training event 
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series, it is essential to invite ICT experts and researchers who have experience with the application of 
the tools in their own research and allow more inexperienced researchers to benefit from their expertise. 
This is in line with the idea that “[h]umanities scholars, and ICT-developers and students should all 
learn about the principles, challenges and biases of each other’s discipline” (de Jong et al., 2011). 
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