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Abstract 
The presence of an expert instructor during simulator 

training is of great importance for the trainees, if not 

indispensable. The instructor’s role is to give feedback 

and guide the trainees to help them make the right 

decisions on time as effectively as possible. The 

instructor starts or pauses the training scenarios when 

needed and facilitates reflection during and after the 

scenarios. However, the fact that simulator-training 

sessions are very dependent on the participation of a 

guiding instructor can be a drawback, since there are not 

always sufficient expert instructors to fulfil the training 

demands. In this work, an intelligent tutoring system 

(ITS) is proposed as an automatic feedback solution for 

simulator training. It is based on effective assessment of 

the system conditions using a clustering based anomaly 

detection technique as a core component. Furthermore, 

we provide insights into the design of a proper interface 

for our ITS. The article presents the methodology for 

developing such a system which consists of three stages: 

data collection, data analysis and delivering feedback. 

Keywords: simulator training, anomaly detection, 

automatic feedback, intelligent tutoring system 

1 Introduction 

Operators training is a matter of great importance in 

different industries, as effective training leads to highly 

competent operators, which are able to maintain safe 

operations and handle abnormal plant situations when 

needed (Nazir et al., 2015). The most common training 

practice necessities the physical presence of operators in 

a simulator training center, where they can be in a room 

that is designed and furnished in such a way that it 

closely represents an actual control room. In there the 

operators interact with an Operator Training Simulator 

(OTS) (Kluge et al., 2009, Patle et al., 2014). During the 

simulator training sessions, the operators are guided by 

an expert instructor, and the presence of the instructor is 

essential since s/he takes care of starting or pausing the 

simulation scenarios, gives feedback to the operators 

and guides them to find the best possible solution to the 

encountered incidents. Although the guidance of the 
instructors is of great advantage thanks to their 

experience and the knowledge they can share with the 

trainees, the traditional operator training practices also 

have several drawbacks as the operators need to be 

physically collocated with the instructor in the simulator 

training center. This scenario is illustrated in Figure 1. 

The mobilization of the operators can represent a high 

economical cost for the company investors in addition 

to a loss of personal time for the participants of the 

training session. Further, the availability of instructors 

is limited, which also limits the amount of operators that 

can be trained at the same time. Therefore, there is a 

need for more independent operator training practices 

that could overcome the current disadvantages. 

In the search for more independent training practices, 

several simulator training sessions have been carried out 

with students at Oslo and Akershus University College 

of Applied Sciences (HiOA), in order to observe and 

evaluate the needs of the trainees during simulator 

training sessions (Marcano and Komulainen, 2016, 

Marcano et al., 2017b). In our latest research (Marcano 

et al., 2017a) an automatic assessment tool was tested, 

and even though the trainees found it helpful, they still 

considered that the feedback and direction given by the 

instructor was necessary.  Hitherto, this indicated that 

the relevance of the instructor lies in the feedback and 

 

Figure 1. Traditional operator training 

DOI: 10.3384/ecp17138203 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

203



guidance s/he gives to the trainees. Consequently, for an 

independent simulator training session to be successful, 

an effective automatic feedback is required. In this way, 

the dependence on the instructor can be decreased for 

certain aspects of the training scenarios. Moreover, there 

already exists extensive research on systems that 

represent an alternative to expert human instructors and 

provide automatic guidance and feedback to trainees. 

These systems are  known as intelligent tutoring systems 

(ITS) (Gonzalez-Sanchez et al., 2014). ITS are better 

known for being implemented in academic purposes, 

especially in higher education. Nevertheless, the 

concept of ITS is widely applied in different fields as it 

consists of offering independent computerized learning, 

which in the current era could be applicable to almost 

everything. A relevant example of ITS implementation 

is found in game-based training (Goldberg and Cannon-

Bowers, 2015, Hooshyar et al., 2016), which can be 

compared to simulator training, and is a motivation for 

considering the implementation of ITS as a possible 

option towards more independent simulator training 

practices. 

Combining an ITS with simulator training implies 

that the ITS must know the state of the process in order 

to be able to give any feedback to the user. It must be 

able to recognize the abnormal situations when they 

occur and inform the trainee about it in an effective way, 

so that s/he can handle the emergencies in time and 

prevent them from escalating.  

There are different key parameters that characterize 

industrial processes, such as temperature, pressure, flow 

rates, energy consumption, mass and energy balances, 

environmental factors, equipment key performance 

indicators (KPI) and optimal value ranges for some key 

measurements of the process. Prompt feedback from the 

ITS can be based on the analysis of these key 

parameters, which can represent an extensive amount of 

data. Therefore, the ITS integrated to simulator training 

must be based on a proper data analysis technique. A 

well-known technique for monitoring the well-

functioning of a system based on data flow is anomaly 

detection. In simple terms, anomaly detection aims to 

identify patterns in data that move away from the 

expected behavior. Anomaly detection is applied within 

an extensive range of different domains such as fraud 

detection for credit cards, health care, intrusion 

detection for cyber-security, and fault detection in safety 

critical systems (Chandola et al., 2009). The industrial 

processes simulated for operator training are safety 

critical systems that produce a large amount of data. Due 

to this reason, anomaly detection is considered as a 

suitable technique for the ITS to determine the process 

status. This work proposes a suitable architecture design 

for an ITS based on anomaly detection, integrated into 

an operator training simulator. The aim of this proposal 
is to settle a basis towards autonomous simulator 

training. 

2 Methodology 

The functioning of the proposed ITS integrated to a 

dynamic simulator consists of three stages online. First, 

data from the simulation process is collected. Next, the 

data must be analyzed in order to determine the status of 

the process and identify changes or abnormalities.  

Finally, the results from the data analysis are shown to 

the trainee through a smart user interface (UI), so that 

they can easily understand the status of the process. 

Further, the presentation of the process status should be 

accompanied with relevant feedback and suggestions 

when necessary to improve the system conditions. 

Figure 2 shows an overview of the technical 

implementation of the proposed ITS for simulator 

training.  

2.1 Data collection 

Relevant information that describe the system must be 

collected. Industrial processes are monitored by 

distributed control systems, which are characterized by 
producing a large amount of data that correspond to 

 

Figure 2. Technical Implementation 
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many different sensor signals with information about the 

process. Therefore, the data should be chosen 

strategically, it must be determined which parameters 

are significant enough to represent the status of the 

system. Further, since industrial processes consist of a 

combination of different smaller subsystems, in order to 

be able to monitor the process to all its extension, 

relevant data must be gathered from each of the 

subsystems involved in the process. Some examples of 

pertinent parameters that describe an industrial process 

are temperature, pressure, flow rates, energy 

consumption, mass and energy balances, environmental 

factors, and KPI of the equipment. Further, there exist 

optimal value ranges for certain key measurements of 

the process. 

In order to handle data properly, a well-structured 

database is needed. As long as the user is training with 

the simulator, the representative parameters of the 

process should be sent to the database, so that the status 

of the process is analyzed continuously. This is 

illustrated in Figure 3, which was inspired by Figure 1.1 

shown in Chapter 1 of Polson and Richardson (2013). 

2.2 Data Analysis 

Data handling is an important aspect considering that 

numerous processes generate large amount of data, and 

it is imperative that this data is properly studied and 

analyzed so these processes can be kept with a good 
functioning. Anomaly detection consists of finding 

patterns in data that do not follow the expected behavior 

(Chandola et al., 2009). Any deviation from the normal 

profile of the model is considered as an anomaly (Zaher 

and McArthur, 2007); its most common applications are 

related to cyber security. However, the concept of 

anomaly detection is applied in different fields, among 

which is the industrial damage detection, which refers to 

detection of different faults and failures in complex 

industrial systems (Chandola et al., 2009). This 

highlights the reason why this technique is considered 

suitable for monitoring the status of the simulation 

processes during simulator training.  

On the other hand, simulator training is commonly 

implemented to train operators working with industrial 

processes; these processes are organized as distributed 

systems. A distributed anomaly detection technique is 

needed, so that a proper monitoring of an entire 

industrial process can be done, considering that relevant 

changes or abnormalities in the process can come from 

many different sources. Centralized methods are not 

suitable for distributed systems since they may not scale 

easily for real-time management (Thottan and Chuanyi, 

1998). In order to detect anomalies for a complex system 

on a global level, the integration of information about 

the anomalies identified in single locations is required 

(Banerjee et al., n.d.). This means that an entity capable 

of integrating multiple data sources and interpretation 

techniques is needed. 

There exists different anomaly detection techniques. 

In a survey conducted by Chandola et al. (2009) these 

techniques are organized into four main categories: 

 
 

 Figure 3. Interaction design 
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 classification based, among which are included 

neural networks (NN), Bayesian network, support 

vector machine (SVM) and rule based;  

 nearest neighbor based, which includes density and 

distance based techniques;  

 clustering based; 

 and statistical, which can be parametric or non-

parametric. 

For the case of the system proposed in this work, the 

chosen anomaly detection technique is clustering based, 

due to its simplicity and practicality for evaluating 

changes in data and sequences.  

Clustering is used to group similar data instances into 

clusters (Chandola et al., 2009). Based on this concept, 

“normal” data instances belong to a specific cluster, 

while anomalies do not belong to any cluster.  

For the proposed ITS, the first step is to observe the 

key parameters received from the simulated industrial 

process over a time window. The average of these 

parameters characterizes the “normal” system behavior. 

After gathering enough data to describe the system’s 

normal behavior, the clusters can be created. 

Consequently, abnormal operating modes can be 

identified if data falls out of the defined clusters. Figure 

4 shows a simple example of this, where C1, C2 and C3 

are regions of normal behavior, while P1, P2 and P3 are 

outliers that fall out of the defined clusters. 

Moreover, the dynamicity of the system can be 

learned by studying the transitions that occur among 

clusters, the system can move from a normal behavior 

to an abnormal behavior. Nevertheless, the transitions 

can also indicate that the system is moving from a 

normal behavior to another type of normal behavior. 

Hence the importance of studying the dynamicity, so 

normal and abnormal changes are identified and 
classified correctly. The evaluation of the transitions 

among clusters is known as sequential pattern mining 

(Rahman et al., 2016). Based on the definition given in 

Rahman et al. (2016), a sequence of cluster transitions 

can be defined as follows: 

Let 𝐶 =  {𝑐1, 𝑐2, … , 𝑐𝑙} be a set of all clusters. A 

cluster set 𝐶𝑥 =  {𝑐1, 𝑐2, … , 𝑐𝑚} ⊆ 𝐶 is a nonempty and 

unordered set of distinct clusters. A sequence S is an 

ordered list of clusters expressed as 〈𝐶1, 𝐶2, 𝐶3, … , 𝐶𝑛〉 
such that 𝐶𝑘 ⊆ 𝐶 (1 ≤ 𝑘 ≤ 𝑛). An example of a 

sequence can be 𝑆1 = 〈{3}, {1}, {2}, {1,3}〉, which is 

shown in Figure 5. Based on the normal sequence 

patterns of the system, abnormal changes can be 

identified to inform the operator. 

2.3 Delivering Feedback 

Once the data is analyzed, the results of the analysis 

must be presented to the user. This is a crucial stage, 

because successful training is related to effective 

feedback. Consequently, it is necessary to design a 

suitable user interface, which shows effectively what is 

relevant for the user to know, in a clear and 

understandable way. Figure 3 shows the design of the 

interaction between the user and the interface of the 

proposed ITS. The trainee should be able to see the 

simulation and the feedback about the process status at 

the same time. As long as the simulation is active, data 

should be gathered and analyzed in order to identify if 

there is any abnormal change in the process. Any 

abnormality must be indicated to the trainee together 

with some guidance on what could have caused the 

situation or how it could be solved. However, the trainee 

has the final decision on how to proceed after getting 

feedback from the system. 

The design of the user interface is a very important 

matter because it must guarantee that the user will be 

comfortable with it, it should be easy to use and 

understand, and it should enable the users to attain the 

 

 
Figure 4. Example of clustering based outlier detection 

 

Figure 5. Example of a sequence of clusters transition 
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goal of handling successfully any abnormality or 

emergency that may occur in the system. Stone et al. 

(2005) indicate that a good user interface design 

promotes easy, natural, and engaging interaction 

between the user and the system, making the user forget 

that s/he is using a computer. These characteristics must 

(Chandola et al., 2009) be targeted in order to ensure a 

proper feedback delivery to the user about the 

simulation process.  

There exists different guidelines to create a proper 

interface, and according to Johnson (2010) the two best-

known are Shneiderman and Plaisant (2009) and 

Nielsen and Molich (1990). There are several matching 

points between these two guidelines, and both agree that 

a user interface must (Nielsen, 1995): 

 be consistent: the user should not be wondering 

about the meaning of what is shown on the interface 

i.e., it should follow platform conventions. 

 prevent errors: the design should be made in such a 

way that it avoids the user from making mistakes. 

 make the users feel they are in control: one way to 

give freedom to the user is by supporting undo and 

redo options. 

 minimize the user’s memory load: the user should 

not have to remember information from one 

dialogue to another, it should be easy to access any 

information needed.  

Based on these guidelines, Figure 6 illustrates how the 

final user interface of the proposed ITS should look like. 

The figure shows an example where the tutoring system 

informs the trainee that the flowrate into the high-
pressure separator is increasing more than usual and that 

the alarm will activate soon. It also offers more 

information in case the trainee wants to know more 

details about what is happening in the system. Further, 

the tutoring system generates suggestions to help the 

user handle the abnormal situation, enabling her/him to 

decide freely if s/he wants to read the suggestions or not. 

3 Discussion 

It is expected that the implementation of automatic 

feedback for simulator training will lead to more 

independent operators and will enable the possibility of 

training a higher number of operators at the same time, 

currently an instructor may work with two to six 

operators in one simulation session. With an intelligent 

tutoring system, this number can increase. Moreover, 

given the independence offered by an ITS, operators 

will be able to train and practice with the simulator in 

any place, at any time, which will allow them to be more 

prepared for the training at the simulator training center. 

Hence, the training time at the center can be decreased, 

which in turn represents economic savings for the 

company investors and time saving for the operators 

and the instructors. 

With the ITS, the operators will be able to receive 

feedback shortly after they make changes in the process 

or while they are following certain procedures, which 

will give them the opportunity to solve in time any 

mistake they could possibly make. Further, the ITS, 

compared to control alarms, is more susceptible to 

process changes, which will also help the operators to 

practice identifying and solving problems before they 

escalate. It is expected that all the proposed advantages 

of the ITS will give as a result more prepared and 

competent operators. 

Figure 6. Example of a user interface for the proposed ITS (K-Spice®) 
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4 Conclusion and Future Work 

In this article, the integration of an intelligent tutoring 

system (ITS) into simulator training was proposed. This, 

with the aim to offer training independence to industrial 

operators through an effective automatic feedback tool. 

There exist important challenges with this proposal 

since in order to produce effective feedback for the 

operator, the status of the process must be evaluated 

constantly. Because of that, a clustering based anomaly 

detection technique is suggested. Further, the way 

feedback is delivered to the operator is an important 

challenge, because if relevant information fails to be 

delivered effectively, the operator will not be able to 

understand the message given by the ITS. Therefore, 

guidelines for user interface design especially for 

simulation and training contexts should be studied.  

Future work includes the development and actual 

implementation of the proposed ITS. The ITS must be 

tested by users during simulator training sessions. A 

careful study of user’s experience about the tool must be 

done in order to evaluate the performance of the ITS and 

its usability, so that it can be improved and developed 

further. 
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