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Abstract 

Simulations of different peak load cutting scenarios in 

district heating of buildings were performed. Decrease 

in percentages of 30%, 50%, and 70% in peak loads was 

analyzed for the two modelled apartment buildings. 

Simulation results show that even 70% peak load cuts 

are possible in individual buildings. However, results 

also reveal that for some buildings 30% peak load cuts 

would require compromising with the indoor 

temperature. Therefore, it is important to take into 

account the different heat storing capacities available in 

each of the buildings. In future, systems with multiple 

buildings will be studied to effectively utilize individual 

heat storing capacities to cut city level peak loads. 

Simulations presented in this article show that better 

energy efficiency in district heating can be achieved by 

predicting the energy consumption and utilizing the 

thermal mass of a building. 

Keywords: district heating, peak load cutting, 
optimization, indoor temperature prediction, modelling 

1 Introduction 

Heat represents more than half of the world’s total 

energy consumption and three-quarters of the fuels used 

to meet this heat demand consist of fossil fuels 

(Eisentraut and Brown, 2014). Despite these facts, heat 

is largely ignored in the climate change debate. 

Nevertheless, it is important to implement new energy 

efficiency measures in the heat sector. Cutting peak 

loads in district heating network is one of such measures 

and in this work peak load cutting is studied with 

simulations. 

Peak loads in district heating network occur when the 

heat demand exceeds the production capacity of 

available heating power. This means that reserve power 

plants need to be started to satisfy the heating demand. 

This raises production costs (and also environmental 

impact) for the energy producer as more expensive oil is 

used for fuel instead of wood, peat or coal. Therefore, it 

is in the interest of energy companies to cut peak loads 

and reduce the use of oil. Additionally, CO2 emissions 

are also reduced. At the same time, more accurate and 

stable indoor temperature control could be achieved by 

implementing the optimization routines for energy 

consumption. 

A concept for peak load cutting has been presented in 

(Hietaharju and Ruusunen, 2015). The concept aims to 

cut peak loads by utilizing building thermal mass as a 

short term heat storage. Building thermal mass and its 

use in peak load cutting has also been discussed in 

(Braun, 2013; Henze et al., 2007; Sun et al., 2013; 

Kensby et al., 2015; Hagentoft and Kalagasidis, 2015; 

Ståhl, 2009). Braun (2013) presented a review on load 

control utilizing building thermal mass including 

simulation, laboratory and field studies. It showed that 

there is significant saving potential for using building 

thermal mass, but it is affected by many factors, 

including utility rates, type of equipment, occupancy 

schedule, building construction, climate conditions, and 

control strategy. These factors were further studied by 

Henze et al. (2007) using a sensitivity analysis. Sun et 

al. (2013) presented a more recent look into peak load 

cutting. They found that in existing studies more than 

30% daily peak load reduction and also significant 

overall cost savings from 8.5% to 29% had been 

achieved utilizing building thermal mass. They also 

found that there exists model based as well as model free 

solutions. The amount of energy stored in the building 

thermal mass is difficult to identify and model based 

solutions are needed, but they mention the difficulties 

related to complex physical models and their 

identification. 

Kensby et al. (2015) demonstrated that heavy 

buildings can tolerate relatively large variations in 

district heating energy while still maintaining desired 

indoor temperature. The effect of heating power 

reduction on indoor temperature was also studied by 

Hagentoft and Kalagasidis (2015). In case of 1 °C 

change in the control signal, the indoor temperature drop 

was below 0.2 °C after 24 hours, which shows that the 

building thermal mass can be potentially utilized for 

peak load cutting. However, they mention that the 

results are highly dependent on the thermal 

characteristics of the building. In that regard, Ståhl 

(2009) found that thermal effusivity, which is a function 

of thermal conductivity and heat capacity and represents 

the materials ability to exchange thermal energy with its 

surroundings, is the most important parameter when 

considering the heat storage capacity of a building. 

Heavy buildings have higher thermal effusivity and 

therefore offer higher energy storage capacity compared 

with light buildings with lower thermal effusivity. Also, 
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the indoor temperature is typically more stable in heavy 

buildings. 

To utilize thermal mass effectively to cut peak loads 

and optimize heat consumption, one has to be able to 

predict the future heat demand. This can be achieved by 

modelling the thermal behavior of a building, namely 

the indoor temperature. This way also the quality of 

living for the residents can be ensured by maintaining 

the indoor temperature at acceptable level despite the 

cuts in heating power. In this work, an indoor 

temperature model (Hietaharju et al., unpublished) was 

applied to simulate peak load cutting in two apartment 

buildings. Finally, simulation results for different peak 

load cutting scenarios are presented and discussed. 

2 Data 

Two apartment buildings located in the city of Jyväskylä 

in Finland were studied. Building 1 was constructed in 

2011 whereas Building 2 was constructed in 1972 and 

renovated in 1993. Basic information about the 

buildings is presented in Table 1. Ground plans and 

elevation drawings were also available for the studied 

buildings. 

Measurement data for both of the buildings was 

acquired in early January 2015. Data included hourly 

values for heating power. In addition, outdoor 

temperature measurements were recorded for the same 

time period. Hourly indoor temperature measurements 

for both buildings were also available. Both buildings 

contained several indoor temperature measurements 

which were located in living rooms and hallways. 

Table 1. Building Information. 

 Building 1 Building 2 

Year of construction  2011 1972 

Year of renovation - 1993 

Floors 4 7 

Apartments  75 53 

Living space (m2) 3563 3024 

Floor space (m2) 4200 3703 

Volume (m3)  15617 12400 

 

3 Methods 

Previously identified and validated (Hietaharju et al., 

unpublished) indoor temperature model was used for 

predicting the indoor temperature evolution over time in 

the buildings. The model structure (Equation 1) is based 

on Newton’s cooling law and includes heat capacity (C) 

and heat loss coefficient (U) as physical parameters. 

Inputs for the model are indoor temperature (Ti), outdoor 

temperature (To), and heating power (P) which can 

include a lag of k hours. Time step (t) for the model is 

one hour. Model output is the hourly indoor temperature 

along the defined prediction horizon. 

𝑇𝑖,𝑡 = 𝑎 (𝑇𝑖,𝑡−1 +
∆𝑡

𝐶
(𝑃𝑡−1,          

              −𝑈(𝑇𝑖,𝑡−1 − 𝑇𝑜,𝑡−1))) + 𝑏 
(1) 

Initial data described in Section 2, including ground 

plans and elevation drawings, was used to calculate 

physical model parameters. Some assumptions were 

made about the construction materials due to 

insufficient information. After the calculation of the 

physical model parameters, input data mentioned before 

was used to estimate additional model parameters a and 

b. The indoor temperature model was then utilized to 

optimize heating power in pilot buildings considering 

different peak load cutting scenarios. 

The scenarios for cutting the peak loads considered 

simulations for 30%, 50%, and 70% reduction in the 

heating power. These cuts were made at the morning 

hours between 7 and 10 am. Load cuts were calculated 

from the actual measured district heating power. During 

the simulations, maximum allowed power was restricted 

accordingly during the peak load hours. Cost function 

for peak load cutting minimized the power consumption 

while keeping the indoor temperature between the 

control limits. This was achieved with a constraint by 

increasing the cost function value if the indoor 

temperature would have exceeded the limits according 

to the model prediction. Also the increase and decrease 

in the amount of heating power was restricted to prevent 

too large hourly power changes. 

All modelling and optimization work was 

programmed and evaluated in MATLAB® software with 

simulations. MATLAB®’s simulated annealing 

algorithm was utilized in peak load cutting simulations 

to optimize the usage of heat energy per building with 

respect to the constraint. In all the succeeding 

simulations, the prediction horizon of 100 hours was 

applied with acquired data from the buildings. 

4 Results and Discussion 

Firstly, both apartment buildings were modelled 

applying the indoor temperature model (Hietaharju et 

al., unpublished). Modelling results are presented in 

Table 2. The model performance was evaluated by 

calculating mean absolute error (MAE), mean absolute 

percentage error (MAPE), and root mean squared error 

(RMSE). 

Table 2. Performance of the Indoor Temperature Model. 

 Building 1 Building 2 

MAE (°C) 0.24 0.38 

MAPE (%) 1.07 1.69 

RMSE (°C) 0.33 0.44 
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Figure 1. Measured (solid line) and predicted (dotted line) 

indoor temperature: (a) Building 1 and (b) Building 2. 

 

Figure 1 shows the measured and the modelled indoor 

temperatures with data from Building 1 and Building 2. 

The time period for simulations was from January 3rd 

2015 to January 7th 2015. For the Building 1, indoor 

temperature measured from the living room was used as 

a reference. Respectively, for the Building 2 the 

temperature measured at the hallway was the model 

reference. It is important to notice the dynamic behavior 

that the model manages to capture. Although the 

modelled indoor temperature somewhat deviates from 

the measured temperature, the changes and trends are 

still captured by the model. This model property is 

further emphasized if the model is to be used for control 

purposes. Also, MAE, MAPE, and RMSE seem to be 

reasonably low in case of the two building data sets. 

Next, different peak load cutting scenarios were 

simulated utilizing the identified indoor temperature 

models. For both of the buildings 30%, 50%, and 70% 

peak load cuts during morning hours between 7 and 10 

am were applied in the simulation. Value of 22 °C was 

assumed to be the minimum desired indoor temperature 

for both of the buildings during the simulation. The 

upper limit for the indoor temperature was set to 23 °C 

for the Building 2 and to 24 °C for the Building 1. These 

upper limits were determined from the historical indoor 

temperature data. Figure 2 and Figure 3 show the 

simulation results for the peak load cutting. For the 

indoor temperature, measured and optimized indoor 

temperatures are presented. The grey bar in the district 

heating graph represents the peak load period during 

which the maximum allowed heating power was 

restricted. Restricted power values were calculated from 

the measured district heating power by taking the 

average of the measured district heating power during 

the peak load period and multiplying this by the desired 

cut percentage. 

 

Figure 2. Simulation results for Building 2 in the case of 30%, 50%, and 70% peak load cut during 7-10 am (grey bars). 

Upper: measured (solid line) and simulated (30%: circle; 50%: square; 70%: triangle) indoor temperature. Middle: 

measured (solid line) and simulated (30%: circle; 50%: square; 70%: triangle) district heating power. Lower: measured 

outdoor temperature. 
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In Figure 2 for the Building 2, a clear change in indoor 

temperature can be seen as a result of peak load cutting. 

Delay in the indoor temperature response is due to the 

lag in the applied model. For the 30% peak load cut it 

can be seen that at first, the temperature rises to the set 

upper limit as heat is stored into the building before the 

peak load period. Then, the temperature drops as the 

heating power is limited to lower level during the peak 

loads. In the case of Building 2, the indoor temperature 

drops below the minimum of 22 °C in all of the 

simulated peak load cutting scenarios. For 50% and 70% 

peak load cuts the storage capacity of the building is not 

enough and the indoor temperature decreases 

significantly due to the peak load cutting. For the 

simulation period, the total energy savings are 2.2%, 

7.5%, and 15.8% for the 30%, 50%, and 70% peak load 

cuts respectively. 

As can be seen in Figure 3, the simulated change in 

indoor temperature in the Building 1 is small when 

compared with simulation results in case of the Building 

2 staying between 22 and 23 °C. Nevertheless, the 

increase in temperature can be observed before the peak 

load period. Also, it can be clearly seen that the indoor 

temperature is higher in general on larger peak cuts to 

be able to perform the peak cut without compromising 

with the indoor temperature. Unlike in Building 2, the 

indoor temperature remains above 22 °C in Building 1. 

Total energy savings for the 50% and 30% peak load 

cuts for the simulation period were 1.0% and 2.9% 

respectively. With 70% peak cut energy is not saved 

during the simulation period but 2.3% more is needed. 

These results are much lower in comparison with the 

savings achieved for Building 2. This is partly caused by 

the high peak in the first four hours in the heating power, 

which can be seen in Figure 3. This is due to the fact that 

the initial measured indoor temperature in Building 1 is 

below the desired level and it has to be raised. If the 

heating power for these first four hours is excluded from 

the total energy saving calculations, total energy savings 

are 6.2%, 4.1%, and 0.7% for the 30%, 50%, and 70% 

peak load cuts respectively. This shows that energy is 

saved with every peak load cut percentage, but the 

savings are still lower, except for 30% cut, when 

compared with Building 2. This results from the fact that 

in Building 2 heat is not significantly stored with 50% 

and 70% peak load cuts as the storage capacity is not 

enough to compensate for such large cuts and therefore 

the total energy savings are significantly higher in 

comparison with Building 1 but the indoor temperature 

has to be compromised. Higher savings for the 30% 

peak load cut in Building 1 compared with Building 2 

can be explained with larger heat storage capacity in 

Building 1. In Building 2, 30% peak load cut requires 

all heat storage capacity to be utilized as can be seen in 

Figure 2 where the indoor temperature rises to the 

maximum limit of 23 °C before the peak load cut 

periods. In Building 1, heating power can be kept on a 

 

Figure 3. Simulation results for Building 1 in the case of 30%, 50%, and 70% peak load cut during 7-10 am (grey bars). 

Upper: measured (solid line) and simulated (30%: circle; 50%: square; 70%: triangle) indoor temperature. Middle: 

measured (solid line) and simulated (30%: circle; 50%: square; 70%: triangle) district heating power. Lower: measured 

outdoor temperature. 

EUROSIM 2016 & SIMS 2016

102DOI: 10.3384/ecp1714299         Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland



lower level as the heat storage capacity of the building 

is more than enough to manage 30% cut in peak loads. 

It can be seen from the results that the two buildings 

have different heat storing capacities. In this view, the 

Building 2 lacks the heat storing capacity to maintain the 

desired indoor temperature during the peak load cut of 

30% or more, which can be clearly seen in Figure 2. 

However, the indoor temperature could be allowed to 

drop below the desired level for the duration of the peak 

loads. In the case of 30% peak load cut, the indoor 

temperature in Building 2 decreases at most about 0.5 

°C below the desired temperature, which could be very 

well allowed. With 50% peak load cut the indoor 

temperature drops 1 °C below the desired temperature, 

which could still be allowed. If temperature drops of the 

same kind were also allowed for Building 1, the total 

energy savings would be more significant. On the other 

hand, also the maximum indoor temperature could be 

allowed to rise higher to get more heat storage capacity 

and ensure that indoor temperature does not drop below 

the desired level, but this could raise the total energy 

consumption. This shows how important it is to properly 

define the constraints for the optimization. Also, it is 

worth noticing that the studied buildings are apartment 

buildings where the indoor temperature must be more 

strictly maintained at acceptable level than for example 

in a school or an office building where the indoor 

temperature can be allowed to fluctuate more freely 

during the off-hours. In these kind of buildings, the use 

of building thermal mass could be even more effective. 

This is further supported by the preliminary results from 

an online test performed by the authors in a school 

building (Hietaharju and Ruusunen, 2015). There the 

district heating power was optimized for a 24-hour 

period and it resulted in 14% energy savings for the 

period and an average of 25% peak load cut during the 

morning hours. Nevertheless, buildings exist with 

different heat storing capacities and therefore it is 

important to investigate multiple buildings as the city 

level peak loads are desired to be cut. In that case, the 

peak cutting would be distributed between the buildings 

and their storage capacities could be effectively used 

without extensively variating the indoor temperature of 

individual buildings. Systems with groups of buildings 

have already been investigated but will be further 

studied in the future. 

5 Conclusions 

An indoor temperature model was applied to simulate 

different peak load cutting scenarios of district heating. 

According to the simulations, peak cutting potential in 

the tested two buildings varied because of different heat 

storing capacities. Nevertheless, in both of the buildings 

peak loads could be cut 30%, 50%, and even 70%. In the 

Building 1, performing the peak cutting did not have a 

significant effect on the indoor temperature and it stayed 

between the desired levels. In the Building 2, the heat 

storing capacity was not enough to cut the peak loads by 

30% or more without the indoor temperature fluctuating 

out of the defined limits. This shows the importance of 

properly defined constraints for the indoor temperature. 

Furthermore, these simulations demonstrate that the 

buildings have different heat storing capacities and 

therefore it is important to investigate systems with 

multiple buildings. In that case, the load cutting will be 

distributed between the buildings and their specific heat 

storing capacities can be effectively used to take into 

account variation in the temperature dynamics. 

All the results presented in this article are simulations 

based on actual measured data. The next phase would be 

to conduct field-tests to evaluate the method’s 

performance in a real building environment. In this 

article, peak load cutting and optimization is considered 

in a single building, but the overall goal is to develop 

optimization and peak load cutting methods for a system 

of multiple buildings. Having multiple buildings 

changes the picture completely and one can make 

conclusions about the energy savings also on city level. 

Systems with multiple buildings have already been 

investigated by the authors, but will be further studied 

in the future. Simulations presented in this article show 

that better energy efficiency in district heating can be 

achieved by predicting the energy consumption and 

utilizing the thermal mass of a building. 

Acknowledgement 

This work has been funded by the Finnish Funding 

Agency for Innovation (TEKES) as part of the KLEI 

project (40267/13). Authors thank Jyväskylän Energia 

Oy and Jyväskylän Vuokra-asunnot Oy for providing 

data for this study. 

References 

J. E. Braun. Load control using building thermal mass. 

Journal of Solar Energy Engineering, 125(3):292–301, 

2003. doi:10.1115/1.1592184. 

A. Eisentraut and A. Brown. Heating without Global 

Warming – Market Developments and Policy 

Considerations for Renewable Heat. IEA, Paris, France, 

2014. 

C.-E. Hagentoft and A. S. Kalagasidis. Effect Smart Solutions 

for District Heating Networks Based on Energy Storage in 

Buildings. Impact on Indoor Temperatures. Energy 

Procedia, 78:2244–2249, 2015. doi: 

10.1016/j.egypro.2015.11.346. 

G. P. Henze, T. H. Le, A. R. Florita, and C. Felsmann. 

Sensitivity Analysis of Optimal Building Thermal Mass 

Control. Journal of Solar Energy Engineering, 129(4):473–

485, 2006. doi: 10.1115/1.2770755. 

P. Hietaharju and M. Ruusunen. A concept for cutting peak 

loads in district heating. In Proceedings of the Automaatio 

XXI seminar, Helsinki, Finland, 2015. 

P. Hietaharju, M. Ruusunen, and K. Leiviskä. A parametric 

physical model for indoor temperature prediction and 

control in buildings. Unpublished. 

EUROSIM 2016 & SIMS 2016

103DOI: 10.3384/ecp1714299         Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland



J. Kensby, A. Trüschel, and J.-O. Dalenbäck. Potential of 

residential buildings as thermal energy storage in district 

heating systems – Results from a pilot test. Applied Energy, 

137:773–781, 2015. doi: 10.1016/j.apenergy.2014.07.026. 

F. Ståhl. Influence of thermal mass on the heating and cooling 

demands of a building unit. PhD Thesis, Chalmers 

University of Technology, Sweden, 2009. 

Y. Sun, S. Wang, F. Xiao, and D. Gao. Peak load shifting 

control using different cold thermal energy storage facilities 

in commercial buildings: A review. Energy Conversion and 

Management, 71:101–114, 2013. doi: 

10.1016/j.enconman.2013.03.026. 

EUROSIM 2016 & SIMS 2016

104DOI: 10.3384/ecp1714299         Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland


	Introduction
	Materials and Methods
	Results and Discussion
	Conclusions
	Introduction
	Calculation formulas
	Calculation of Intra-Ocular Lens for Non-Normal Eyes

	Back ground of studies
	Artificial Neural Network
	Real data
	Collected Data
	Specification of Patients Data Selected for Collection
	Specification of Preprocessing Parameters


	Results
	Objective
	ANN training
	ANN settings
	Results

	Conclusion
	Future work
	Introduction
	Homeostasis, Disturbance Rejection and Set Point Tracking
	Controller Motifs

	Results
	Dynamic Properties of Controller Motifs
	Tuning of Individual Controllers

	Conclusions
	Introduction
	Modelling the pharmacokinetics of propofol
	The 3-compartmental model
	Effect-site concentration model
	Model parameters

	Model verification
	Simulation results
	Propofol inflow
	Plasmatic concentration
	Effect-site concentration
	Evaluation of the predictive quality of the model

	Conclusion
	Introduction
	Modular Model Predictive Control Concept
	Building Setup
	Modular Predictive Control Concept

	Energy Supply Level - ESS - Models
	Linear Models
	Hybrid Models

	Model Predictive Controllers
	Objective Function
	LMPC
	MI-MPC

	Simulation Results
	Simulation Setup
	Demonstration of MPCC Performance
	Comparison between MPCC and RBC

	Conclusion
	Introduction
	Data Properties
	Macro Money Systems in QEs
	Behavior in QE1=(2008m11,2010m06)
	Behavior in QE2+=(2010m11,2012m08)
	Behavior in QE3=(2012m09,2014m10)

	Transmission Path of Housing Price from Reserve to Economic Activity
	Decomposition of M2 into Transaction and Precautionary Money Demands in (1975m10, 2016m03)
	Estimation of Precautionary Money Demand
	The Role of Business Condition u(t)=napm-50 in Transmission Mechanism of QEMP during QE1, QE2+ and QE3

	Conclusion
	Introduction
	Mathematical Model
	Model Parameters and Geometry
	Results and Discussions
	Conclusions
	Introduction
	Field Excitation Control
	Capability Curve
	Classical Control

	Concept and Formulation of MPC
	MPC as Excitation Control
	Modeling and Control Workflow

	Tuning the MPC Controller
	Time Response
	Open Circuit Conditions

	First-swing Angle Stability Enhancement
	Long-term Voltage Stability Enhancement
	Steady-state Voltage Stability
	Power System Simulator
	LTVS Simulations

	Discussion
	Conclusion
	Introduction
	Grid impedance model
	Impedance-based instability studies
	Practical implementation
	Conclusion
	Aknowledgements
	Introduction
	Literature Review
	Circulating Fluidized Bed Boilers
	Characteristics of RDF
	Agglomeration

	Methodology
	Description of Model
	Mass and Energy Balances
	Hydrodynamics

	Results and Discussion
	Validation
	Agglomerate Prediction

	Conclusion
	Introduction
	Theory
	Stability of Grid-Connected System
	Maximum-Length Binary Sequence

	Implementation in dSPACE
	System Setup
	Experiment

	Conclusions
	Introduction
	Governing Equation for Flow Modeling
	KP Numerical Scheme
	Simulation of the River Flow
	Results and Discussion
	Simulation Results
	Simulation Results for Numerical Stability Analysis

	Conclusion
	Introduction
	Air preparation process
	Fuzzy identification
	Takagi-Sugeno fuzzy model
	Fuzzy clustering

	Data collection
	Structure selection
	Input and output variables
	Representation of the systems' dynamics
	Fuzzy models granularity

	Fuzzy clustering and model validation
	Comments on resulting model performance

	Control experiments
	PID control
	Supervisory logic

	Conclusions
	Introduction
	First step - DES model
	Second Step - Portfolio optimization

	Stochastic DES model through markovian properties
	Product-Form Networks - Convolution algorithm
	Marginal probability
	Mean response time

	Load-haulage cycle
	DES model: Load-haulage system
	Project portfolio formulation
	Conclusion
	Introduction
	Overview of the Method
	Computing the Encounter Probabilities
	Example

	State Transition Matrix
	Projectile with a Single Sensor Fuzed Submunition
	Example
	Projectile with Two Sensor Fuzed Submunitions

	Failure Probability of the System
	Conclusion
	Hydro-pneumatic Accumulator
	Recent Research
	Purpose of This Study

	Logical Structure of Simulation Model
	Physics of Piston Type Hydro-Pneumatic Accumulator
	Nitrogen gas
	Mechanical Structure
	Hydraulic Fluid

	Conceptual Model

	Mathematical Model
	Equations for Nitrogen Gas
	Equations for Piston
	Equations for Friction
	Equations for Hydraulic Fluid
	Equations for Orifice

	Modelling in MATLAB/Simulink
	Calibration and Validation of the Simulation Model
	Testing Setup
	Laboratory Tests
	Validation

	Conclusion
	Introduction
	Contributions
	Setup for the analysis
	Experimental data
	Compressor Map
	Compressor Isentropic Efficiency
	Corrected Mass Flow
	Data Treatment

	 Pressure Losses in Gas Stand
	Pressure Loss in Straight Pipe
	Friction Factor - Laminar Flow
	Friction Factor - Turbulent Flow
	Pressure Loss In Bend
	Pressure Loss in Inlet Nozzle and Outlet Diffuser
	Adjust Measured Data
	Calculate New Compressor Efficiency

	Effect of pressure losses on measured compressor efficiency
	Compressor and Pipes Dimensions
	Case 1: Straight Pipes
	Case 2: Pipes with Diffuser and Nozzle
	Case 3: Pipes with Diffuser, Nozzle and Bend

	Summary and Discussion
	Future Work
	Conclusion
	Introduction
	Traffic Regulation: Stage selection
	Signal Control Schemes
	Pre-timed network control
	Max-Pressure Practical (MPract)

	Modelling and Simulation Overview
	An event-driven approach
	PointQ design

	Case Study-Data description
	From theory to applications
	System Stability
	Trajectory Delay Measurement
	Queue Delay Measurement
	Varying Traffic Conditions

	 PointQ versus AIMSUN Network Performance
	Evolution of phase (137,154)
	Evolution of phase (254,237)

	Conclusion
	Introduction
	Background
	MVB and Master Transfer
	Multifunction Vehicle Bus
	Mastership Transfer

	Model Checking with temporal logic

	System Modelling
	Bus Administrator Modelling
	basic data structure
	finite state machine of Bus Administrator

	Communication and Timing Modelling
	communication mechanism of BusAdmin
	timing mechanism


	Property Modelling
	Property Classification
	safety property
	liveness property

	Live sequence charts
	Observer Automata modelling

	Experiments
	Conclusion
	Introduction
	Experimental data
	Modeling
	Compressor
	Turbine
	EGR Blowers
	Auxiliary Blower
	Exhaust Back Pressure
	Combustion Species and Thermodynamic Parameters

	Parameterization Procedure
	Complete stationary parameterization
	Dynamic estimation

	Model Validation
	Conclusions
	Nomenclature
	Introduction
	Fundamentals
	Safe Active Learning
	The high pressure fuel supply system

	Design and Implementation
	Training of the hyperparameters
	The discriminative model
	The risk function
	The path to the next sample
	The algorithm

	Evaluation
	Evaluation in simulation
	Evaluation at a test vehicle

	Conclusion
	Introduction
	Modelling
	Centre of Gravity
	Aerodynamic Forces
	Definition of Angles
	Lever Arms
	Catenary
	Equations of Motion
	Velocities
	Self Stabilisation
	Complete Model

	Model Parameters
	Simulation Results
	Gliding Flight
	Towing Process

	Conclusions
	Introduction
	Context
	Compton scattering tomography (CST)

	Modelling of the new CST modality
	Proposed setup by back-scattering
	Direct problem : Image formation
	The half-space Radon transform (HRT)
	Image formation

	Inverse problem : Object Reconstruction
	Inversion of the HRT
	Filtered back-projection


	Simulation of the new CST modality
	Energy resolution of the detector
	Spatial discretization
	Window functions

	Conclusion and perspectives
	Introduction
	Powertrain model
	Problem formulation
	Tip-in problem constraints
	Boundary conditions for the tip-in problem
	Path constraints during tip-in

	Optimal control problem formulation
	Numerical solution of optimal control problems

	Optimal control results
	Extreme transients
	Compromise between time, Jerk and energy
	Jerk-Energy trade-off
	Efficient state and control transients

	Conclusions
	An Improved Kriging Model Based on Differential Evolution
	1 Introduction
	2 Theory of kriging model
	3 Kriging model based on DE algorithm
	3.1 Theory of DE algorithm
	3.2 Kriging interpolation based on DE algorithm
	3.3 Process of kriging Model based on DE algorithm

	4 An engineering example
	4.1 Setting DE algorithm parameters
	4.2 Data preprocessing
	4.3 Model computation and optimization

	5 Conclusion
	Introduction
	Model for slug flow
	Simulation for slug flow
	State estimation
	Control strategies
	Model predictive control
	PI control

	Simulation results and discussion
	Control structure I
	Control structure II
	Control structure III

	Computational time for MPC
	Maximum valve opening
	Conclusion
	Introduction
	Description of the loading bridge
	Modelling with Modelica
	Package of mechanical components Mechanics
	Package of causal components Blocks
	Structure and components of the overall model
	Model of the loading bridge
	World
	Cart
	Pendulum
	Drive


	Controller in Matlab Simulink environment
	Experiments
	Open loop experiments
	Closed loop experiments

	Conclusion
	Introduction
	MMT - Mathematics, Modelling and Tools
	Structure of MMT
	Usage of MMT

	Maple T.A. - Maple Testing and Assessment
	Structure MTA
	Usage MTA
	Mathapps
	MTA - Moodle Connector

	Case Study
	Conclusion
	Outlook
	Introduction
	Signal processing
	DFT and derivatives
	lp-norms and MIT-indices
	Nadaraya-Watson nonparametric regression

	Measurements and gearbox properties
	Load haul dumper front axle
	Water power station gearboxes

	Calculations from the LHD measurements
	Calculations from the WPS measurements
	Conclusion
	Introduction
	Preliminaries
	Problem Statement
	Vector Smoothing Splines

	Trajectory Planning
	Trajectory between Two Lines
	Centerline and Intermediate Time Instants
	Smoothing Spline Trajectory

	Numerical Examples
	Path with Piecewise Linear Boundaries
	Path in Obstacle Avoidance Problem

	Concluding Remarks
	Introduction
	Literature Review
	Dynamic multi-workstation model based on electrical components

	Simulation Model with a PI Controller
	Test and Results
	Final Remarks
	Introduction
	Related Work
	Methodology
	DataSet

	Semantic Identification Through Multiple Classifiers
	Global Feature Extraction through Wavelet Decomposition
	Deep Learning of Neural Network

	Image Retrieval
	Performance Analysis
	Conclusion
	Motivation
	Related work
	Data set and pre-processing
	Defining the curvature of a steel plate
	Experiment
	Discussion
	Conclusion
	Introduction
	New Evolutionary Computation
	Island model parallel distributed in NN-DEGA
	Self-adaptive using Neural Network
	Reconstruction of differential vector
	Elite strategy

	Numerical Experiments
	Benchmark Functions
	Experiment Results
	Comparison for Robustness

	Conclusion
	Introduction
	Classical RF Prediction
	Fuzzy Clustering Prediction
	Analysis
	Conclusion
	Introduction
	Dynamic Artificial Neural Network 
	Back Propagation Through Time (BPTT)
	Real Time Recurrent Learning (RTRL)
	Extended Kalman Filter Learning (EKF)

	Experimental Set-up
	Results
	Simulation Study
	Experimental Study

	Conclusion
	Introduction
	Overview of Toolbox
	DANN Main
	Uploading data set
	Division of data set
	Validation check
	Bias
	Learning algorithm
	Learning parameters
	Past inputs and outputs
	Additional parameters

	Parameter Tuning
	Plot Menu
	Performance plot
	Regression plot
	Prediction plot
	Parameter plot
	Error plot

	Additional information
	Installing the MATLAB DANN toolbox

	Case Studies
	Case I: BPTT learning algorithm for flow measurement
	Case II: EKF learning algorithm for temperature measurement
	Case III: RTRL learning algorithm for mortality prediction

	Conclusion
	Modeling and Simulation of Train Networks Using Max-Plus Algebra
	1. Introduction
	2. Max-plus algebra
	3. Scheduled max-plus linear systems
	4. Timetable stability
	4.1 Delay sensitivity analysis
	4.2 Dynamic Delay Propagation
	4.3 Recovery Matrix

	5. Conclusion
	Introduction
	Construction of DBN metamodels
	Utilization of DBN metamodels
	Example analysis - simulated operation of air base
	Conclusion
	Introduction
	Metastable liquids

	Model for two phase flow and phase transition
	The van der Waals equation of state

	Solver
	Stiff pressure relaxation
	Stiff thermodynamic relaxation

	Experiments
	Simulation set-up
	Results and discussion
	Conclusion
	Introduction
	ParModelica
	Previous Research on PDEs in Modelica
	Partial Differential Equations (PDE)
	Explicit Form

	Numerics
	Discretisation
	Runge-Kutta with Variable Step Length

	General-Purpose Computing on Graphics Processing Units (GPGPU)
	PDEs in Modelica
	Algorithmic Modelica and ParModelica
	Solver Framework
	User Defined State Derivative and Settings
	Types Used by the Solver
	Solvers

	Use Case — Heat in Plane
	Poor Insulation and Constant Temperature
	Constant Temperature Depending on Location

	Performance Measurement
	Pros & Cons of Solver Written in Modelica
	Conclusions
	Blood Flow in the Abdominal Aorta Post 'Chimney' Endovascular Aneurysm Repair
	1 Introduction
	2 Methodology
	2.1 Governing Equations
	2.2 Anatomical Model
	2.3 Numerical Model
	2.4 Numerical Discretization

	3 Results
	3.1 Validation
	3.2 Flow Patterns
	3.3 Flow Regime

	4 Discussion and Conclusions
	Introduction
	Spin-Image Algorithm
	The Proposed Parallel Spin-Images Algorithm
	Results and Analysis
	Platform Specification
	Experimental Data
	Results

	Conclusions and future work
	Introduction
	Overview of Python API
	Goal
	Installing the OMPython Extension
	Status
	Description of the API
	Python Class and Constructor
	Utility Routines, Converting Modelica  FMU
	Getting and Setting Information
	Operating on Python Object: Simulation, Optimization
	Operating on Python Object: Linearization


	Use of API for Model Analysis
	Case Study: Simple Tank Filled with Liquid
	Model Summary
	Modelica Encoding of Model
	Use of Python API
	Basic Simulation of Model
	Parameter Sensitivity/Monte Carlo Simulation

	Discussion and Conclusions
	Introduction
	Related Work
	Virtual Testing of Open embedded Systems
	Simulator Coupling for Network Simulation
	Network Fault Injection Testing
	Case Study
	Conclusions and future work
	Validation Method for Hardware-in-the-Loop Simulation Models
	1 Introduction
	2 Validation Methods
	2.1 Open-Loop Operation
	2.2 Independent Closed-Loop Operation
	2.3 Compensated Closed-Loop Operation

	3 Related Work
	3.1 Example Circuit
	3.2 Simulation Models

	4 Simulation Results
	4.1 Models with Different Switching Delays
	4.2 Discrete-Time Models
	4.3 Fixed-Point Models

	5 Conclusion
	Introduction
	Control Engineering: The Teacher's Challenge
	New Curriculum For Teaching Automatic Control
	Luma Activity
	Conclusion
	Introduction
	The Activated Sludge Process
	Mass balances and expression for the sludge age
	The settler

	ASP with ideal settler model
	Steady-state solutions
	Substrate input-output relationship for constant sludge age

	ASP with DZC settler model
	Steady-state solutions
	Substrate input-output relation for constant sludge age

	An approximation for S* given 0
	Numerical example
	Theorem 1
	Theorem 2

	Conclusions
	Introduction
	Materials and Methods
	Gaussian Mixture Models
	GMM based fault detection criteria

	Case Study: Monitoring a Secondary Settler
	Results 
	Discussions
	Conclusions
	Introduction
	Industrial Process Description
	SIAAP Waste water and sewage Sludge Treatment Process
	Incineration Process
	The Furnace
	The Heat Exchanger


	Identification Process Overview
	Sludge Incineration sub-models: Input-output interaction.
	Identification Strategy

	Validation Methods
	Absolute Criteria
	Relative reference-model criteria

	Results and Discussions
	Relative Reference-Model Criteria Results

	Conclusion
	1 Introduction
	2 Modelling
	2.1 Basic Process Components
	2.2 Boiler Evaporator Loop
	2.3 Test Model

	3 Simulation Tests
	3.1 Comparison of Numerical Solvers
	3.2 Effects of Initial State and Parameters

	4 Conclusions
	Introduction
	TCP-100 solar field description
	Mathematical modeling of TCP-100 solar field
	 Optical and geometric efficiencies
	Characteristics of the heat transfer fluid
	Thermal losses

	Simulations
	Conclusion
	Introduction
	Description of a Basic Gas Turbine Model
	Compressor
	Combustion Chamber
	Turbine Module

	Computational Causality And Conditions for Numerical Convergence
	First Principles Compression and Expansion Maps
	Compression Case
	Expansion Case

	Simulation Results
	Conclusion
	Appendix
	Introduction
	Modelling methodology, libraries and tools
	Plant Description
	Innovative aspects
	OTSG topology

	Device modelling
	Re-used components
	Custom component models
	Separator
	Feedwater heater
	Deaerator
	MS fluid model


	Plant modelling
	OTSG model
	Turbine model
	Feedwater preheaters train
	Plant control system
	Complete plant model

	Simulation objectives - methodology
	Simulation performance
	Conclusion
	Introduction
	Formal Problem Statement and SVM
	SVM by Set-Valued Training Data
	A Modification of the AdaBoost
	Imprecise Updating Weights of Robots
	Conclusion
	Introduction
	Methodology
	Power grid connection
	Electrolyser
	Interim gas storages
	Methanation
	MEA CO2 capture
	CH4 compression

	Control sequences
	CH4 compression
	Start-up
	Power grid connection
	Methanation reactor
	Electrolysers
	Interim gas storages
	CH4 compression

	Shutdown
	Methanation reactor
	CH4 compression
	Interim gas storages
	Electrolysers


	Results
	Conclusion and future work
	Acknowledgment
	Introduction
	Mathematical Model
	Assumptions
	Development of Model
	Material Balance
	Energy Balance
	Heat Exchanger


	Simulation Results and Discussion
	Simulation Results
	Comparison with Previous Work

	Conclusions
	1 Introduction
	2 Herding behavior of rhinos
	2.1 A synoptic model of space use
	2.2 Population size updating model

	3  Rhino herd (RH) algorithm
	3.1 Synoptic model
	3.2 Population size updating model
	3.3 RH algorithm

	4 Simulation results
	5 Discussions and conclusions
	Acknowledgements
	References

	Introduction
	Structure and Kinematics of the Double-Spiral Mobile Robot
	Structure
	Forward kinematics
	Gripper positions
	COG

	NESM
	Numerical Case Study
	Conditions and methods
	Results

	Discussion
	Conclusion
	Introduction
	Data analysis
	Nonlinear scaling
	Interactions
	Uncertainty
	Natural language

	Recursive analysis
	Scaling
	Interactions
	Fuzzy logic
	Smart adaptive systems

	Temporal analysis
	Trend indices
	Fluctuations
	Changes of operating conditions

	Conclusion
	Introduction
	MOEA/D
	Algorithm
	Focused Issue

	Proposed Method: Chain-Reaction Initial Solution Arrangement
	Aim and Concept
	Method

	Experimental Settings
	Results and Discussion
	Search Performance at Final Generation
	Search Performance over Generations

	Conclusions
	Introduction
	Modeling demand-side management
	Markets
	Actors
	Other elements

	Controlling consumption
	Optimizing scheduling
	Controlling (via) frequency

	Discussion and conclusions
	Introduction
	Components and Parameters of Musical Expression
	Learning Support System of Musical Representation
	Generation of Example of Musical Expression
	Construction of Kansei Space
	Image Estimation
	Parameter Values Estimation using Fuzzy Inference
	Interactive Modification of Musical Expression

	Comparison of Parameter of Musical Expression
	Advice for Parameter of Musical Expression

	Range of Learner's Musical Expression on Kansei Space
	Estimation of Range of Musical Expression
	Advice about Impression


	Experiment
	Results and Discussions

	Conclusion
	Introduction
	Formulating the GA Optimization
	The Problem Encoding
	The Objective Function (Fitness)
	Selecting The GA Operators
	Tuning the GA Parameters

	FPGA Implementation
	GA's HDL Entities
	Fitness
	Selection
	Crossover
	Mutation
	Generating Pseudo Random Sequences
	Replacement

	Performance Evaluation
	Functional Verification
	Fitness
	Selection
	Replacement
	Crossover
	Mutation
	LFSRs
	Comparator


	Integrating GA into the SoC
	Interfacing GA with the HPS
	Controlling GA from the Linux host

	Conclusion and Future Work
	Introduction
	Related Work
	Earthmoving Simulator
	Workspace Subdivision with Scoop Area
	High Point and Zero Contour Methods
	Simulation Results and Discussion
	Conclusion and Future Work
	Introduction
	SDNized Wireless LAN Testbed
	 Central Manager
	 Aggregator and Transport Network
	 Network Edge
	 Android Measurement Application
	Experiment Automation

	Mobility Management - A Use-Case Scenario Implementation
	Mobility Handling in Developed Testbed
	Logging 
	Running the Experiment
	Parsing and aggregating results


	Conclusion

