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Abstract
The formation of agglomerates in a refuse derived fuel
(RDF) fired circulating fluidized bed (CFB) boiler has
been investigated by implementing a dynamic model of
the combustion process. The nature of refuse derived fuel,
which is complex in composition, leads to an increased
tendency for agglomerate formation. Notwithstanding the
fact that a robust control scheme is essential in prevent-
ing the decrease in boiler efficiency from accelerated ag-
glomerate formation. Therefore, a mechanism for detect-
ing agglomeration through a physical model by looking at
the minimum fluidization is presented. As agglomerates
form between the fuel ash and bed sand the average diam-
eter of the sand will increase and therefore the minimum
fluidization velocity. Samples of bed material have been
sieved and measured from a 160 MW circulating fluidized
bed boiler fired with refuse derived fuel to determine bed
material size distribution. The findings have been corre-
lated and match an increase in the minimum fluidization
velocity during a seven day sampling period where the bed
material size distribution increases above the average sand
diameter.
Keywords: circulating fluidized bed, agglomeration, de-
tection, RDF

1 Introduction
The role of waste management in the 21st century is es-
sential in maintaining the excessive amount of waste pro-
duced each year in the world. Most developed coun-
tries have modern routines and guidelines for dealing with
municipal solid waste (MSW) by sorting out recyclable,
toxic, and organic materials. Some of these countries are
utilizing MSW for producing refuse derived fuels (RDFs).
These are used in waste incinerators for the purpose of
producing heat and power. When compared to other alter-
natives, such as land-filling, waste incineration is more re-
liable and environmentally friendlier (Hernandez-Atonal
et al., 2007).

Due to the complex nature of RDF, a viable option
for thermal waste treatment is to use them as a source
of fuel in circulating fluidized bed (CFB) boilers to pro-
duce heat and power, simultaneously solving waste and
energy issues. CFB boilers are unique in design and al-

low for a high degree in fuel flexibility, high combustion
efficiency, lower emissions, and relatively fast response to
load change (Basu and Fraser, 2015; Hernandez-Atonal
et al., 2007; Gungor, 2009), and therefore can handle the
complexities of RDF.

Typically, CFBs operate at a combustion temperature
between 750 ◦C and 900 ◦C and use sand to fluidize the
bed material. However, a large portion of the combustible
material in RDF contain high levels of alkali and chlorine
compounds, which both have low melting and low vapor-
ization temperatures (Pettersson et al., 2013), and can re-
act with the fluidizied sand to form low melting eutectics.
It is crucial to maintain the operating temperature within
limits. Else there is a significant risk of sand-ash reac-
tions which can lead to agglomeration, slagging, and in the
worse case scenario complete defluidization. The variabil-
ity of RDF’s composition, and therefore heating value, can
lead to the temperature deviating above the boiler’s lim-
its for short periods, in the form of hot zones. The latter
can increase the propensity of agglomerate formation ei-
ther through ash melting or the ash coating of sand. Once
agglomerates form they reduce the boiler’s efficiency be-
cause the fluidized median is hindered and requires in-
creasingly more air to properly combust the incoming fuel.

A dynamic model of an RDF fired CFB has been mod-
eled after a 160 MW industrial installation. Bed samples
for a one week period have been taken and analyzed for
any increase in the bed material particle diameter. The
model has proven to be capable of detecting agglomerate
formation off-line, showing an increase in the minimum
fluidization during a period of time when there was a cor-
responding significant increase in particle diameter.

2 Literature Review
2.1 Circulating Fluidized Bed Boilers
The schematic illustrated in Figure 1 is that of a CFB.
Its a type of boiler that uses sand as the fluidizing me-
dian, where a degree of solid reflux is achieved allow-
ing for a more uniform temperature throughout the boiler.
Major advantages include stable combustion at low tem-
peratures (750-900◦C), uniform temperature distribution,
large solid-gas exchange area, ability to handle problem-
atic fuels with a large variability in size, moisture content,
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Figure 1. Circulating Fluidized Bed Boiler.

and heating value. They are capable of high heat trans-
fer coefficients between bed and heat exchanger surfaces
(Werther, 2007; Scala and Chirone, 2004).

When the fuel enters the boiler it begins to heat, where
water is evaporated, volatiles begin to be released through
devolatilization, ignition begins, and fragments begin to
form. During this process more char becomes available
for combustion. Primary air enters the bed of the boiler
and entrains the sand and fuel. Above the bed is the free-
board, where secondary air is injected to allow for a higher
combustion efficiency and it has been shown to reduce CO
concentrations (Hernandez-Atonal et al., 2007). At the top
of the boiler the flue gas along with a net solid flux of
solids are carried to the cyclone which allows for the flue
gas to be utilized in the convective section and separates
fly ash from hot solids (sand and ash). The hot solids then
pass through a heat exchanger to utilize their high enthalpy
content, and then the cooled solids which contain unburnt
char are recirculated back into the bed via the loop seal to
be fully combusted.

2.2 Characteristics of RDF
RDF is a byproduct of home and industrial waste, but
before it can be fired it needs to be sorted and treated.
The waste comes into the sorting facility were it is first
chopped and shredded into credit card size pieces. Metals
are removed by using high power magnets and the remain-
ing mixture passes over a large wind-sifter, which allows
for heavier objects such as glass and ceramics to dropout
of the mixture. The separated items are sent to recycling,
where what is left can be classified as RDF, and is ready
for transport into the boiler.

We can characterize what remains in the fuel as either
biomass-based (climate neutral) or fossil-based, where the
fossil-based constituents are typically plastics and textiles.
Due to the sorting process, determining the proportions of
biomass vs. fossil based portions through manual sorting
is impractical. There are three established methods for
determining the biomass-based portion, and therefore the
fossil based portions of RDF: The Selective Dissolution

Method, The Balance Method, and the The 14C-Method
(Staber et al., 2008). The downside is that these methods
are impractical for real-time applications.

2.3 Agglomeration
The development of agglomerates, the binding of bed par-
ticles, is highly dependent upon the characteristics of the
fuel’s ash content, particle-to-particle interactions and the
hydrodynamics in the boiler. As the bed material is flu-
idized ash can melt and bridge bed material together, as
illustrated in Figure 2a. Alternatively, ash can lead to a
buildup on bed material and create a sticky coating, as il-
lustrated in Figure 2b, which causes more particles to stick
together. Therefore, the likelihood of agglomeration for-
mation is dependent upon ash characteristics and has been
the topic in many studies looking at biomass and waste
fuels (Elled et al., 2013; Lin et al., 2003; Scala and Chi-
rone, 2008; Bajamundi et al., 2015; Ryabov et al., 2003).
Proper fluidization is also needed to inhibit the likelihood
of agglomeration. If particle mobility and mixing are be-
low optimal it will not only cause a reduction in heat and
mass transfer of the bed material (Liu et al., 2012), but
the viscous materials can bond together and can lead to
permanent bonds depending upon the residence time.

In a study by (Lindberg et al., 2013) they stated that the
predominant ash forming elements are K, Na, Ca, Mg, Fe,
Al, Si, P, S, Cl, C, H, and O. The main ash characteris-
tics that can lead to agglomeration come from Na and K,
alkali metals. When agglomerates form they disrupt the
dynamics in the boiler and if the temperature exceeds the
melting temperature of the particles for too long the sticky
outer layer of bed material can form permanent bonds (sin-
tering), which can lead to slagging or in worst case sce-
narios complete defluidization. In a study by (Chirone
et al., 2006) they report that bed agglomerates begin to
form near burning char because of the higher temperatures
and this increases the formation of melt, or the particles
stickiness. This is especially problematic because it can
lead to the formation of eutectics and the escalation of ad-
hesive forces during sintering. Eutectics formed can have
melting points as low as 401 ◦C and 552 ◦C for Na2S2O7
and Na3K2Fe2(SO4)6 respectively (Dunnu et al., 2010).

(a) Agglomeration from ash melting.

(b) Agglomeration from ash coating.

Figure 2. Prominent modes of Agglomeration.
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Agglomerates are a common occurrence in fluidized
beds, but a well controlled boiler can control the fluidaza-
tion velocity or temperature well enough to break these
clusters apart before sintering takes place. Presented in
(Skrifvars et al., 1994; Yan et al., 2003), they discuss how
the oxygen concentration in the boiler is linked to the risk
of sintering, where regions of higher oxygen content can
lead to hot spots. Two mechanisms, flue gas recirculation
and air flow, can be used to prevent the likelihood of hot
spots. Flue gas recirculation into the boiler bed will help
in reducing the oxygen content as well as bed temperature.
Maintaining a consistent air flow rate, depending upon the
quality of the fuel, for fluidizing the bed material can also
help in facilitating a well mixed combustion median in or-
der to reduce hot spots.

A wide range of methods for agglomeration detection,
when fired with biomass, have been compared and can be
grouped into three categories: on-line detection, experi-
mental methods (controlled agglomeration tests), and the-
oretical evaluations (fuel ash analysis), (Gatternig, 2015).
The last two methods seem reasonable when considering
a fuel that is relatively homogeneous, but RDF is a com-
plex and difficult fuel to model and predict melting points,
and ash composition because of its composition variabil-
ity. In most industrial fluidized bed boilers it is routine to
take random fuel samples to check for composition con-
sistency. These samples could be used in agglomeration
indexes (Visser, 2004; Vamvuka et al., 2008) that look at,
among other elements, Na and K in the fuel to determine
the likelihood of agglomerate formation. However, this
approach assumes that the fuel characteristics will remain
the same year after year, but in reality RDF composition is
based on the consumers and such an assumption is unre-
alistic. Also, this method only considers a fraction of the
predictability of agglomeration by looking at fuel compo-
sition and neglects fuel-ash-bed material interactions, and
therefore can give a bit of insight into agglomeration ten-
dencies and should be used cautiously. Another method
for agglomeration detection is through advanced multi-
component/multiphase thermodynamic modeling (Lind-
berg et al., 2013), but there is currently a lack of com-
prehensive thermodynamic databases for ash compounds
and the phases formed during combustion.

Therefore, online detection is the most suitable way to
predict agglomeration when RDF is used. Current meth-
ods used for the early detection of agglomeration have
been explored by looking at pressure drops and tempera-
ture fluctuations. However, at this point, the probability of
defluidization is already prevalent and leaves no options
for the operator but to shutdown the plant, and is not a
suitable form of early detection. An alternative method,
suitable for early detection, of agglomerates on a small-
scale in fluidized beds has been proposed by (Nijenhuis
et al., 2007). They were able to develop an early agglom-
eration recognition system that detects very small changes
in hydrodynamic multiphase systems, and allow detection
of agglomeration up to 60 minutes before occurring.

The method proposed by the authors in this paper for
the detection of agglomerates is based on the minimum
fluidization needed to fluidize the bed material. As the di-
ameter of the bed material increases so will the amount of
air need to fluidized the bed material in order to operate the
boiler within the proper temperature limits. Hence model-
ing the minimum fluidization can be used in early warning
detection of minimal to extreme agglomerate formation.

3 Methodology
The dynamic model used has been calibrated and val-
idated using data from a RDF fired CFB, boiler 6, at
MälarEnergi, in Västerås, Sweden. It was possible to
back calculate the mass flow rate of fuel by conducting
a heat balance on the boiler’s heat exchangers. By this
method it was determined that 16.8 kg/s of RDF are fed
into the boiler, taking the thermal efficiency of the boiler
into consideration, this corresponds to MälarEnergi’s re-
ported value of 30 tonne/hour. The model is designed to
allow for the real input of primary air, secondary air, and
flue gas recirculate mass flows and corresponding temper-
atures. It is assumed that the mass flow rate of the fuel and
its respective LHV are constant.

3.1 Description of Model
A model has been designed in DYMOLA using Modelica
programming language. The reason for having a dynamic
model is to be able to capture the transient behavior of
RDF through the combustion process. With the end goal
of being able to have a model that has the ability to not
only monitor agglomeration, but to also be used for emis-
sions tracking, decision support, and fault detection. The
Modelica modeling language allows users to build model
libraries with ability to reuse component blocks and to eas-
ily change parameters to match any complex dynamic sys-
tem.

Individual component blocks were made for the CFB-
loop, also represented in Figure 1, for the boiler bed, free-
board, cyclone, and hot cycle recirculate (super heater
(SH)) respectively. Multiple functions have been been
written in order to accurately represent the thermody-
namic properties for all in-coming streams, bottom and
fly ash, bed material,and flue gas.

3.2 Mass and Energy Balances
The model is based on mass and energy balances (equa-
tions 1 and 2) used for the freeboard and bed of the boiler,
cyclone, and superheater following that of a similar ap-
proach to that presented in (Basu and Fraser, 2015; Gun-
gor, 2009). Where i represents the control volume in the
CFB-loop (A, B, C, D) in Figure 1, m is the mass, H is the
enthalpy, α is the percentage of combustion, and Q̇ is the
heat released during combustion.

d(mi)

dt
= Σṁin,i −Σṁout,i (1)
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d(miHi)

dt
= ṁin,iHin,i − ṁout,iHin,i +αQ̇released,i (2)

It was possible to calculate the enthalpies of all con-
stituent parts in the energy balance, equation 3, where Ti
is the temperature in the control volume and Tre f is refer-
ence temperature taken at 289.15K.

d(Hi)

dt
=Cpi(Ti −Tre f ) (3)

The fuel composition and flow rate is constantly chang-
ing, and in turn so is the boiler bed and flue gas tempera-
ture, so a series of functions have been developed to cal-
culate the specific heat for each element in the control vol-
ume in the energy balance. In this way, instead of assum-
ing constant values, the model has the capability of more
accurately simulating temperature profiles for the bed and
freeboard of the boiler. The function developed for calcu-
lating the specific heat (Cp) of the gas follows the practices
of (Wester, 1987), equation 4.

Cp =
1

T −Tre f

∫ T

Tre f

n=7

∑
n=−1

an
c

(
T

1000

)n

(4)

The coefficients for an
c represent air, N2, O2, CO2, and

water vapor. The gas thermophysical properties and com-
position were calculated by using flue gas stoichiometric
calculations. The flue gas composition is found to primar-
ily be comprised of CO2, H2O,O2, and N2. Where the
model uses the ultimate analysis of the fuel as input, cal-
culates the amount of excess air in the system, and then
the flue gas composition can be used to calculate the spe-
cific heat, equation 5, as well as viscosity and density at
the operating temperature.

(5)Cpgas = [N2]CpN2 + [O2]CpO2

+ [CO2]CpCO2 + [H2O]CpH2O

The solids contained within each control volume con-
sist of fuel, sand, ash, and char, as shown in equation 6.
Where α , β , γ , and δ represent the percentage of fuel,
sand, ash, and char respectively that are in the control vol-
ume i.

Cp,solids,i = α ·Cp, f uel +β ·Cp,sand + γ ·Cp,ash + δ ·Cp,char

(6)

The functions for fly and bottom ash were developed
by using chemical compositions found in (Chang et al.,
1997). Where they analyzed the chemical composition
and determined the compounds and corresponding per-
cent composition of ash, and found that CaO, SiO2, Al2O3,
Fe2O3, ZnO, MgO, Cr2O3 were the major components (in
decreasing order). Specific heat correlations for the com-
pounds were developed from (Abu-Eishah et al., 2004;
Karditsas and Baptiste, 1995; Madelung et al., 1999),

therefore temperature dependent ash specific heat values
could be estimated, equation 7.

Cp,ash,i = Σ

(
ξ j ·Cp, j

)
(7)

where i represents either fly or bottom ash, ξ is the com-
pound percentage in the ash, and j is the compound. With
the calculation of Cpgases and Cpsolids and corresponding
mass flows equations 2 and 3 can be used to determine the
boiler temperature.

3.3 Hydrodynamics
CFBs operate at a higher gas velocity and therefore the
gas and solids within the boiler act like a fluid. In the bed
of a CFB boiler there is a dense emulsion phase, where
the gas moves through the inventory as large bubbles. At
the top of the bed, where the secondary air input is, the
bubbles burst dispersing inventory and unburnt char into
the freeboard. The addition of this secondary air, theoreti-
cally, allows for a dilute well-mixed phase throughout the
freeboard. The freeboard is typically further segregated
into a core and annulus. The core is where the gas and
solids flow upward, fine particles are carried out of the
bed, and coarser particles tend to form clusters and then
fall back down in the annulus region as a thin film, where
the further up in the freeboard the smaller the annulus re-
gion becomes, as shown in Figure 1.

The minimum amount of air velocity required to flu-
idized the bed material is called the minimum fluidization
velocity um f and is the velocity at which the drag of the
fluidized median (sand) is equal to the weight of the bed
material. Following the method used in (Kunii and Leven-
spiel, 2013) the minimum fluidization can be determined,
equation 8.

(8)

1.75
ε3

m f φ
·
(

dpUm f ρg

µg

)2

+
150(1 − εm f )

ε3
m f φ 2

·
dpUm f ρg

µg
=

d3
pρg(ρp − ρg)g

µ2
g

Where εm f is the void fraction at minimum fluidizing
conditions, φ is the sphericity of the sand, dp is the aver-
age diameter of sand particles, ρ is either the density of
the fluidizing median or sand, µg is the viscosity of the
fluidizing median, and g is gravity.

As the amount of air is increased into the boiler the min-
imum fluidazation velocity of the gas will reach the super-
ficial velocity (Us) and is affected by the amount of gas,
density and size in a given control area. Typically val-
ues for industrial CFBs is in the range of 5-10 m/s, (Basu
and Fraser, 2015). This velocity carries bed material, ash,
and unburnt char up into the freeboard, where a portion
of these circulate within the boiler but there is also a net
solid flux, Gs that leaves the boiler to be recirculated back
through the loop-seal. Where Gs is equal to the amount
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of solids going up in the boiler minus the solids circulat-
ing within the boiler. A correlation between Gs and op-
erational conditions was presented by (Guan et al., 2010),
equation 9, where Gs is in the rang of 200 and 400 kg/m2,
which is within the operating limits of the designed CFB.

Gsdp

µg
= 547Ar0.248

(
Us√
gD

)0.375(D
H

)0.195

(9)

Where Ar is Archimedes number, D is the diameter of
the freeboard, and H is the height of the freeboard.

4 Results and Discussion
4.1 Validation
The model has been constructed to predict the perfor-
mance of a 160 MW CFB boiler. The model has been
designed to predict the bed and flue gas temperatures. The
validity of the model has been determined by comparing
data from boiler 6 at MälarEnergi. Figure 3 illustrates a
simulation, for a week, of the flue gas temperature as it
exits to the cyclone. The accuracy of the model is quite
good initially, less than a few percent. However, it can
be seen that when there is sudden increase or decrease the
model tends to underestimate, or overestimate, the respec-
tive temperature. Since the model is currently designed
using a constant fuel mass flow rate and heating value it
is reasonable to believe that this is attributing to the devi-
ation in the predicted temperature. The model’s profile is
able to follow that of the actual profile, but if the quality
of the fuel coming into the boiler is poor this would be
reflected in a substantial drop in the temperature profile.

4.2 Agglomerate Prediction
There is a lot in the literature about methods used to pre-
dict CFB failure from agglomeration, but typically these
do not take into account the impact of the combustion en-
vironment (Yan et al., 2003) like gas to particle interac-
tions and alkali vapor condensing.

Agglomeration prediction has been studied to a lengthy
extent where fossil and biomass fuels are concerned. The

Figure 3. Temperature profile of the fluegas during the study
period.

standard procedure in industry for predicting agglomera-
tion is determined from pressure drops and temperature
changes (Gatternig, 2015), but it has already been men-
tioned that this is not suitable for early detection. For early
detection, using plant process parameters, it is possible to
detect agglomeration by looking at the minimum fluidiza-
tion velocity, where a small increase shows that the diam-
eter of the circulating bed material is increasing.

This is because with the onset of agglomerates and then
sintering, the minimum fluidization required to fluidized
the bed material will slowly increase. Therefore, agglom-
eration can be monitored by modeling process parameters,
while operators can still keep an eye on pressure drops in
the boiler bed and temperature fluctuations.

As mentioned the composition of RDF can vary from
hour to hour. However, the composition of sand, with
an average diameter in the range of 0.40 < dp < 0.63,
is known and as agglomerates form this will require a
higher minimum fluidization. Figure 4 confirms the pres-
ence of a relationship between the bed particle size in-
creasing and the required increase in the minimum flu-
idization. Where the bed material size distribution was ob-
tained from Mälarenergi, daily average, and the minimum
fluidization is the model’s prediction, taken on a daily av-
erage. This method allows for the detection of a a small
change in the bed material average diameter with a suit-
able amount of time for the operator to make the decision
to add fresh sand to the boiler before there is a subsequent
formation of further agglomeration, slagging, or possibly
complete defluidization.

Figure 5 illustrates the main elemental composition in
g/kg TS of the bed material samples over the week in ques-
tion. Because the ash melts are coating the sand particles it
is reasonable that the main composition comes from silica,
with an average value of 301 g/kg TS. However, a portion
of the silica could come from glass fines in the fuel mix,
but this value is unknown. It should also be noted that all
of these elements, as stated before, are predominant ash
forming elements. Therefore, it can be quantified that the
agglomeration of the sand has occurred due to either ash
melting or ash coating.

Figure 4. Bed Material Size Distribution 0.4 < dp < 0.63 mm
Correlates to the Minimum Fluidization.
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Figure 5. Primary elemental composition of the bed material
during the study period.

5 Conclusions
The model presented shows the ability to determine the
agglomeration of bed material while off-line. This has
been accomplished by building a dynamic model us-
ing process parameters as input to model and calculate
the minimum fluidization velocity required to maintain a
boiler operating temperature within the range of 750 ◦C
and 900 ◦C. It should be noted that during the seven days
there were periods where the fluegas temperature dropped
below 750 ◦C and can be attributed to the possibility of
poor fuel. The simulated results show that an increase in
minimum fluidization velocity corresponds to an increase
in bed material share that is greater than the average di-
ameter of the sand used, 0.40 < dp < 0.63. Since agglom-
eration is prevalent no mater what the fuel source is, it is
possible to implement this model as a means for real-time
detection of agglomerate formation as a means for deci-
sion support to operators.

Compared to other CFB models. The library devel-
oped in this study can potentially be reused for any CFB
installation through the ease of the drag-and-drop nature
of object-oriented programming. The model presented
has the ability to handle the transient behavior of RDF,
not only for modeling agglomeration, but to also capture
the dynamics of the temperature fluctuation in the boiler,
hence the possibility for real-time emissions monitoring.
Decision support and fault detection can also be imple-
mented by formulating a probabilistic distribution through
Bayesian nets. Only one model is needed to monitor mul-
tiple aspects of the combustion process in CFBs.
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Nomenclature
Acronyms
CFB circulating fluidized bed

RDF Refuse derived fuel

Greek Symbols
εm f Void fraction at minimum fluidization

µ Viscosity, kg
ms

φ Sphericity

ρ density, kg
m3

Roman Symbols

Ar Archimedes number,
ρp(ρp−ρg)gd3

p
µ2

Cp Specific heat, kJ
kgK

dp Particle diameter, m

g Gravity, m
s2

Gs Net solid flux, kg
m2

s

H Enthalpy, kJ
kg

h Height of the freeboard, m

m mass, kg

Q Heat released, KW

T Temperature, K

Um f Minimum fluidization velocity, m
s

Us Superficial Velocity, m
s

Subscripts
g Gas

i Corresponding control volume

p Particle

re f Reference temperature, ambient
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Landolt-BÃűrnstein - Group III Condensed Matter. 1999.
ISBN 978-3-540-64964-9.

J. Nijenhuis, R. Korbee, J. Lensselink, J. H a Kiel, and J. R. van
Ommen. A method for agglomeration detection and control
in full-scale biomass fired fluidized beds. Chemical Engi-
neering Science, 62(1-2):644–654, 2007. ISSN 00092509.
doi:10.1016/j.ces.2006.09.041.

Anita Pettersson, Fredrik Niklasson, and Farzad Moradian. Re-
duced bed temperature in a commercial waste to energy
boiler - Impact on ash and deposit formation. Fuel Pro-
cessing Technology, 105:28–36, 2013. ISSN 03783820.
doi:10.1016/j.fuproc.2011.09.001.

Georgy Ryabov, Dmitry Litoun, and Eduard Dik. Agglomera-
tion of bed material: Influence on efficiency of biofuel flu-
idized bed boiler. Thermal Science, 7(1):5–16, 2003. ISSN
0354-9836. doi:10.2298/TSCI0301005R.

Fabrizio Scala and Riccardo Chirone. Fluidized bed com-
bustion of alternative solid fuels. Experimental Thermal
and Fluid Science, 28:691–699, 2004. ISSN 08941777.
doi:10.1016/j.expthermflusci.2003.12.005.

Fabrizio Scala and Riccardo Chirone. An SEM/EDX study of
bed agglomerates formed during fluidized bed combustion of
three biomass fuels. Biomass and Bioenergy, 32(3):252–266,
2008. ISSN 09619534. doi:10.1016/j.biombioe.2007.09.009.

Bengt-Johan Skrifvars, Mikko Hupa, Rainer Backman, and
Matti Hiltunen. Sintering mechanisms of FBC ashes.
Fuel, 73(2):171–176, 1994.

Wolfgang Staber, Sabine Flamme, and Johann Feltner.
Methods for determining the biomass content of waste.
Waste management & research : the journal of the
International Solid Wastes and Public Cleansing Asso-
ciation, ISWA, 26(1):78–87, 2008. ISSN 0734-242X.
doi:10.1177/0734242X07087313.

D Vamvuka, D Zografos, and G Alevizos. Control methods for
mitigating biomass ash-related problems in fluidized beds.
Bioresource technology, 99(9):3534–44, 2008. ISSN 0960-
8524. doi:10.1016/j.biortech.2007.07.049.

H J M Visser. The influence of Fuel Composition on Agglomera-
tion Behaviour in Fluidised-Bed Combustion. ECN Biomass,
(September):44, 2004.

Joachim Werther. Fluidized-Bed Reactors. In Ullmann’s Ency-
clopedia of Industrial Chemistry. 2007. ISBN 3527306730.
doi:10.1002/14356007.b04_239.pub2.

L. Wester. Tabeller och diagram för energitekniska beräkningar.
L. Wester, 1987.

Rong Yan, David Tee Liang, Karin Laursen, Ying Li, Leslie
Tsen, and Joo Hwa Tay. Formation of bed agglomeration
in a fluidized multi-waste incinerator. Fuel, 82(7):843–851,
2003. doi:10.1016/S0016-2361(02)00351-4.

EUROSIM 2016 & SIMS 2016

154DOI: 10.3384/ecp17142148       Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland

http://dx.doi.org/10.1016/j.cej.2006.07.004
http://dx.doi.org/10.1016/j.fuel.2009.09.008
http://dx.doi.org/10.1016/j.fuel.2013.03.018
http://dx.doi.org/10.1016/j.cej.2010.08.005
http://dx.doi.org/10.1016/j.enconman.2008.10.003
http://dx.doi.org/10.1016/j.ces.2006.09.025
http://dx.doi.org/10.1016/j.cej.2003.08.008
http://dx.doi.org/10.1016/j.fuproc.2011.08.008
http://dx.doi.org/10.1016/j.wasman.2011.10.033
http://dx.doi.org/10.1016/j.ces.2006.09.041
http://dx.doi.org/10.1016/j.fuproc.2011.09.001
http://dx.doi.org/10.2298/TSCI0301005R
http://dx.doi.org/10.1016/j.expthermflusci.2003.12.005
http://dx.doi.org/10.1016/j.biombioe.2007.09.009
http://dx.doi.org/10.1177/0734242X07087313
http://dx.doi.org/10.1016/j.biortech.2007.07.049
http://dx.doi.org/10.1002/14356007.b04{_}239.pub2
http://dx.doi.org/10.1016/S0016-2361(02)00351-4

	Introduction
	Materials and Methods
	Results and Discussion
	Conclusions
	Introduction
	Calculation formulas
	Calculation of Intra-Ocular Lens for Non-Normal Eyes

	Back ground of studies
	Artificial Neural Network
	Real data
	Collected Data
	Specification of Patients Data Selected for Collection
	Specification of Preprocessing Parameters


	Results
	Objective
	ANN training
	ANN settings
	Results

	Conclusion
	Future work
	Introduction
	Homeostasis, Disturbance Rejection and Set Point Tracking
	Controller Motifs

	Results
	Dynamic Properties of Controller Motifs
	Tuning of Individual Controllers

	Conclusions
	Introduction
	Modelling the pharmacokinetics of propofol
	The 3-compartmental model
	Effect-site concentration model
	Model parameters

	Model verification
	Simulation results
	Propofol inflow
	Plasmatic concentration
	Effect-site concentration
	Evaluation of the predictive quality of the model

	Conclusion
	Introduction
	Modular Model Predictive Control Concept
	Building Setup
	Modular Predictive Control Concept

	Energy Supply Level - ESS - Models
	Linear Models
	Hybrid Models

	Model Predictive Controllers
	Objective Function
	LMPC
	MI-MPC

	Simulation Results
	Simulation Setup
	Demonstration of MPCC Performance
	Comparison between MPCC and RBC

	Conclusion
	Introduction
	Data Properties
	Macro Money Systems in QEs
	Behavior in QE1=(2008m11,2010m06)
	Behavior in QE2+=(2010m11,2012m08)
	Behavior in QE3=(2012m09,2014m10)

	Transmission Path of Housing Price from Reserve to Economic Activity
	Decomposition of M2 into Transaction and Precautionary Money Demands in (1975m10, 2016m03)
	Estimation of Precautionary Money Demand
	The Role of Business Condition u(t)=napm-50 in Transmission Mechanism of QEMP during QE1, QE2+ and QE3

	Conclusion
	Introduction
	Mathematical Model
	Model Parameters and Geometry
	Results and Discussions
	Conclusions
	Introduction
	Field Excitation Control
	Capability Curve
	Classical Control

	Concept and Formulation of MPC
	MPC as Excitation Control
	Modeling and Control Workflow

	Tuning the MPC Controller
	Time Response
	Open Circuit Conditions

	First-swing Angle Stability Enhancement
	Long-term Voltage Stability Enhancement
	Steady-state Voltage Stability
	Power System Simulator
	LTVS Simulations

	Discussion
	Conclusion
	Introduction
	Grid impedance model
	Impedance-based instability studies
	Practical implementation
	Conclusion
	Aknowledgements
	Introduction
	Literature Review
	Circulating Fluidized Bed Boilers
	Characteristics of RDF
	Agglomeration

	Methodology
	Description of Model
	Mass and Energy Balances
	Hydrodynamics

	Results and Discussion
	Validation
	Agglomerate Prediction

	Conclusion
	Introduction
	Theory
	Stability of Grid-Connected System
	Maximum-Length Binary Sequence

	Implementation in dSPACE
	System Setup
	Experiment

	Conclusions
	Introduction
	Governing Equation for Flow Modeling
	KP Numerical Scheme
	Simulation of the River Flow
	Results and Discussion
	Simulation Results
	Simulation Results for Numerical Stability Analysis

	Conclusion
	Introduction
	Air preparation process
	Fuzzy identification
	Takagi-Sugeno fuzzy model
	Fuzzy clustering

	Data collection
	Structure selection
	Input and output variables
	Representation of the systems' dynamics
	Fuzzy models granularity

	Fuzzy clustering and model validation
	Comments on resulting model performance

	Control experiments
	PID control
	Supervisory logic

	Conclusions
	Introduction
	First step - DES model
	Second Step - Portfolio optimization

	Stochastic DES model through markovian properties
	Product-Form Networks - Convolution algorithm
	Marginal probability
	Mean response time

	Load-haulage cycle
	DES model: Load-haulage system
	Project portfolio formulation
	Conclusion
	Introduction
	Overview of the Method
	Computing the Encounter Probabilities
	Example

	State Transition Matrix
	Projectile with a Single Sensor Fuzed Submunition
	Example
	Projectile with Two Sensor Fuzed Submunitions

	Failure Probability of the System
	Conclusion
	Hydro-pneumatic Accumulator
	Recent Research
	Purpose of This Study

	Logical Structure of Simulation Model
	Physics of Piston Type Hydro-Pneumatic Accumulator
	Nitrogen gas
	Mechanical Structure
	Hydraulic Fluid

	Conceptual Model

	Mathematical Model
	Equations for Nitrogen Gas
	Equations for Piston
	Equations for Friction
	Equations for Hydraulic Fluid
	Equations for Orifice

	Modelling in MATLAB/Simulink
	Calibration and Validation of the Simulation Model
	Testing Setup
	Laboratory Tests
	Validation

	Conclusion
	Introduction
	Contributions
	Setup for the analysis
	Experimental data
	Compressor Map
	Compressor Isentropic Efficiency
	Corrected Mass Flow
	Data Treatment

	 Pressure Losses in Gas Stand
	Pressure Loss in Straight Pipe
	Friction Factor - Laminar Flow
	Friction Factor - Turbulent Flow
	Pressure Loss In Bend
	Pressure Loss in Inlet Nozzle and Outlet Diffuser
	Adjust Measured Data
	Calculate New Compressor Efficiency

	Effect of pressure losses on measured compressor efficiency
	Compressor and Pipes Dimensions
	Case 1: Straight Pipes
	Case 2: Pipes with Diffuser and Nozzle
	Case 3: Pipes with Diffuser, Nozzle and Bend

	Summary and Discussion
	Future Work
	Conclusion
	Introduction
	Traffic Regulation: Stage selection
	Signal Control Schemes
	Pre-timed network control
	Max-Pressure Practical (MPract)

	Modelling and Simulation Overview
	An event-driven approach
	PointQ design

	Case Study-Data description
	From theory to applications
	System Stability
	Trajectory Delay Measurement
	Queue Delay Measurement
	Varying Traffic Conditions

	 PointQ versus AIMSUN Network Performance
	Evolution of phase (137,154)
	Evolution of phase (254,237)

	Conclusion
	Introduction
	Background
	MVB and Master Transfer
	Multifunction Vehicle Bus
	Mastership Transfer

	Model Checking with temporal logic

	System Modelling
	Bus Administrator Modelling
	basic data structure
	finite state machine of Bus Administrator

	Communication and Timing Modelling
	communication mechanism of BusAdmin
	timing mechanism


	Property Modelling
	Property Classification
	safety property
	liveness property

	Live sequence charts
	Observer Automata modelling

	Experiments
	Conclusion
	Introduction
	Experimental data
	Modeling
	Compressor
	Turbine
	EGR Blowers
	Auxiliary Blower
	Exhaust Back Pressure
	Combustion Species and Thermodynamic Parameters

	Parameterization Procedure
	Complete stationary parameterization
	Dynamic estimation

	Model Validation
	Conclusions
	Nomenclature
	Introduction
	Fundamentals
	Safe Active Learning
	The high pressure fuel supply system

	Design and Implementation
	Training of the hyperparameters
	The discriminative model
	The risk function
	The path to the next sample
	The algorithm

	Evaluation
	Evaluation in simulation
	Evaluation at a test vehicle

	Conclusion
	Introduction
	Modelling
	Centre of Gravity
	Aerodynamic Forces
	Definition of Angles
	Lever Arms
	Catenary
	Equations of Motion
	Velocities
	Self Stabilisation
	Complete Model

	Model Parameters
	Simulation Results
	Gliding Flight
	Towing Process

	Conclusions
	Introduction
	Context
	Compton scattering tomography (CST)

	Modelling of the new CST modality
	Proposed setup by back-scattering
	Direct problem : Image formation
	The half-space Radon transform (HRT)
	Image formation

	Inverse problem : Object Reconstruction
	Inversion of the HRT
	Filtered back-projection


	Simulation of the new CST modality
	Energy resolution of the detector
	Spatial discretization
	Window functions

	Conclusion and perspectives
	Introduction
	Powertrain model
	Problem formulation
	Tip-in problem constraints
	Boundary conditions for the tip-in problem
	Path constraints during tip-in

	Optimal control problem formulation
	Numerical solution of optimal control problems

	Optimal control results
	Extreme transients
	Compromise between time, Jerk and energy
	Jerk-Energy trade-off
	Efficient state and control transients

	Conclusions
	An Improved Kriging Model Based on Differential Evolution
	1 Introduction
	2 Theory of kriging model
	3 Kriging model based on DE algorithm
	3.1 Theory of DE algorithm
	3.2 Kriging interpolation based on DE algorithm
	3.3 Process of kriging Model based on DE algorithm

	4 An engineering example
	4.1 Setting DE algorithm parameters
	4.2 Data preprocessing
	4.3 Model computation and optimization

	5 Conclusion
	Introduction
	Model for slug flow
	Simulation for slug flow
	State estimation
	Control strategies
	Model predictive control
	PI control

	Simulation results and discussion
	Control structure I
	Control structure II
	Control structure III

	Computational time for MPC
	Maximum valve opening
	Conclusion
	Introduction
	Description of the loading bridge
	Modelling with Modelica
	Package of mechanical components Mechanics
	Package of causal components Blocks
	Structure and components of the overall model
	Model of the loading bridge
	World
	Cart
	Pendulum
	Drive


	Controller in Matlab Simulink environment
	Experiments
	Open loop experiments
	Closed loop experiments

	Conclusion
	Introduction
	MMT - Mathematics, Modelling and Tools
	Structure of MMT
	Usage of MMT

	Maple T.A. - Maple Testing and Assessment
	Structure MTA
	Usage MTA
	Mathapps
	MTA - Moodle Connector

	Case Study
	Conclusion
	Outlook
	Introduction
	Signal processing
	DFT and derivatives
	lp-norms and MIT-indices
	Nadaraya-Watson nonparametric regression

	Measurements and gearbox properties
	Load haul dumper front axle
	Water power station gearboxes

	Calculations from the LHD measurements
	Calculations from the WPS measurements
	Conclusion
	Introduction
	Preliminaries
	Problem Statement
	Vector Smoothing Splines

	Trajectory Planning
	Trajectory between Two Lines
	Centerline and Intermediate Time Instants
	Smoothing Spline Trajectory

	Numerical Examples
	Path with Piecewise Linear Boundaries
	Path in Obstacle Avoidance Problem

	Concluding Remarks
	Introduction
	Literature Review
	Dynamic multi-workstation model based on electrical components

	Simulation Model with a PI Controller
	Test and Results
	Final Remarks
	Introduction
	Related Work
	Methodology
	DataSet

	Semantic Identification Through Multiple Classifiers
	Global Feature Extraction through Wavelet Decomposition
	Deep Learning of Neural Network

	Image Retrieval
	Performance Analysis
	Conclusion
	Motivation
	Related work
	Data set and pre-processing
	Defining the curvature of a steel plate
	Experiment
	Discussion
	Conclusion
	Introduction
	New Evolutionary Computation
	Island model parallel distributed in NN-DEGA
	Self-adaptive using Neural Network
	Reconstruction of differential vector
	Elite strategy

	Numerical Experiments
	Benchmark Functions
	Experiment Results
	Comparison for Robustness

	Conclusion
	Introduction
	Classical RF Prediction
	Fuzzy Clustering Prediction
	Analysis
	Conclusion
	Introduction
	Dynamic Artificial Neural Network 
	Back Propagation Through Time (BPTT)
	Real Time Recurrent Learning (RTRL)
	Extended Kalman Filter Learning (EKF)

	Experimental Set-up
	Results
	Simulation Study
	Experimental Study

	Conclusion
	Introduction
	Overview of Toolbox
	DANN Main
	Uploading data set
	Division of data set
	Validation check
	Bias
	Learning algorithm
	Learning parameters
	Past inputs and outputs
	Additional parameters

	Parameter Tuning
	Plot Menu
	Performance plot
	Regression plot
	Prediction plot
	Parameter plot
	Error plot

	Additional information
	Installing the MATLAB DANN toolbox

	Case Studies
	Case I: BPTT learning algorithm for flow measurement
	Case II: EKF learning algorithm for temperature measurement
	Case III: RTRL learning algorithm for mortality prediction

	Conclusion
	Modeling and Simulation of Train Networks Using Max-Plus Algebra
	1. Introduction
	2. Max-plus algebra
	3. Scheduled max-plus linear systems
	4. Timetable stability
	4.1 Delay sensitivity analysis
	4.2 Dynamic Delay Propagation
	4.3 Recovery Matrix

	5. Conclusion
	Introduction
	Construction of DBN metamodels
	Utilization of DBN metamodels
	Example analysis - simulated operation of air base
	Conclusion
	Introduction
	Metastable liquids

	Model for two phase flow and phase transition
	The van der Waals equation of state

	Solver
	Stiff pressure relaxation
	Stiff thermodynamic relaxation

	Experiments
	Simulation set-up
	Results and discussion
	Conclusion
	Introduction
	ParModelica
	Previous Research on PDEs in Modelica
	Partial Differential Equations (PDE)
	Explicit Form

	Numerics
	Discretisation
	Runge-Kutta with Variable Step Length

	General-Purpose Computing on Graphics Processing Units (GPGPU)
	PDEs in Modelica
	Algorithmic Modelica and ParModelica
	Solver Framework
	User Defined State Derivative and Settings
	Types Used by the Solver
	Solvers

	Use Case — Heat in Plane
	Poor Insulation and Constant Temperature
	Constant Temperature Depending on Location

	Performance Measurement
	Pros & Cons of Solver Written in Modelica
	Conclusions
	Blood Flow in the Abdominal Aorta Post 'Chimney' Endovascular Aneurysm Repair
	1 Introduction
	2 Methodology
	2.1 Governing Equations
	2.2 Anatomical Model
	2.3 Numerical Model
	2.4 Numerical Discretization

	3 Results
	3.1 Validation
	3.2 Flow Patterns
	3.3 Flow Regime

	4 Discussion and Conclusions
	Introduction
	Spin-Image Algorithm
	The Proposed Parallel Spin-Images Algorithm
	Results and Analysis
	Platform Specification
	Experimental Data
	Results

	Conclusions and future work
	Introduction
	Overview of Python API
	Goal
	Installing the OMPython Extension
	Status
	Description of the API
	Python Class and Constructor
	Utility Routines, Converting Modelica  FMU
	Getting and Setting Information
	Operating on Python Object: Simulation, Optimization
	Operating on Python Object: Linearization


	Use of API for Model Analysis
	Case Study: Simple Tank Filled with Liquid
	Model Summary
	Modelica Encoding of Model
	Use of Python API
	Basic Simulation of Model
	Parameter Sensitivity/Monte Carlo Simulation

	Discussion and Conclusions
	Introduction
	Related Work
	Virtual Testing of Open embedded Systems
	Simulator Coupling for Network Simulation
	Network Fault Injection Testing
	Case Study
	Conclusions and future work
	Validation Method for Hardware-in-the-Loop Simulation Models
	1 Introduction
	2 Validation Methods
	2.1 Open-Loop Operation
	2.2 Independent Closed-Loop Operation
	2.3 Compensated Closed-Loop Operation

	3 Related Work
	3.1 Example Circuit
	3.2 Simulation Models

	4 Simulation Results
	4.1 Models with Different Switching Delays
	4.2 Discrete-Time Models
	4.3 Fixed-Point Models

	5 Conclusion
	Introduction
	Control Engineering: The Teacher's Challenge
	New Curriculum For Teaching Automatic Control
	Luma Activity
	Conclusion
	Introduction
	The Activated Sludge Process
	Mass balances and expression for the sludge age
	The settler

	ASP with ideal settler model
	Steady-state solutions
	Substrate input-output relationship for constant sludge age

	ASP with DZC settler model
	Steady-state solutions
	Substrate input-output relation for constant sludge age

	An approximation for S* given 0
	Numerical example
	Theorem 1
	Theorem 2

	Conclusions
	Introduction
	Materials and Methods
	Gaussian Mixture Models
	GMM based fault detection criteria

	Case Study: Monitoring a Secondary Settler
	Results 
	Discussions
	Conclusions
	Introduction
	Industrial Process Description
	SIAAP Waste water and sewage Sludge Treatment Process
	Incineration Process
	The Furnace
	The Heat Exchanger


	Identification Process Overview
	Sludge Incineration sub-models: Input-output interaction.
	Identification Strategy

	Validation Methods
	Absolute Criteria
	Relative reference-model criteria

	Results and Discussions
	Relative Reference-Model Criteria Results

	Conclusion
	1 Introduction
	2 Modelling
	2.1 Basic Process Components
	2.2 Boiler Evaporator Loop
	2.3 Test Model

	3 Simulation Tests
	3.1 Comparison of Numerical Solvers
	3.2 Effects of Initial State and Parameters

	4 Conclusions
	Introduction
	TCP-100 solar field description
	Mathematical modeling of TCP-100 solar field
	 Optical and geometric efficiencies
	Characteristics of the heat transfer fluid
	Thermal losses

	Simulations
	Conclusion
	Introduction
	Description of a Basic Gas Turbine Model
	Compressor
	Combustion Chamber
	Turbine Module

	Computational Causality And Conditions for Numerical Convergence
	First Principles Compression and Expansion Maps
	Compression Case
	Expansion Case

	Simulation Results
	Conclusion
	Appendix
	Introduction
	Modelling methodology, libraries and tools
	Plant Description
	Innovative aspects
	OTSG topology

	Device modelling
	Re-used components
	Custom component models
	Separator
	Feedwater heater
	Deaerator
	MS fluid model


	Plant modelling
	OTSG model
	Turbine model
	Feedwater preheaters train
	Plant control system
	Complete plant model

	Simulation objectives - methodology
	Simulation performance
	Conclusion
	Introduction
	Formal Problem Statement and SVM
	SVM by Set-Valued Training Data
	A Modification of the AdaBoost
	Imprecise Updating Weights of Robots
	Conclusion
	Introduction
	Methodology
	Power grid connection
	Electrolyser
	Interim gas storages
	Methanation
	MEA CO2 capture
	CH4 compression

	Control sequences
	CH4 compression
	Start-up
	Power grid connection
	Methanation reactor
	Electrolysers
	Interim gas storages
	CH4 compression

	Shutdown
	Methanation reactor
	CH4 compression
	Interim gas storages
	Electrolysers


	Results
	Conclusion and future work
	Acknowledgment
	Introduction
	Mathematical Model
	Assumptions
	Development of Model
	Material Balance
	Energy Balance
	Heat Exchanger


	Simulation Results and Discussion
	Simulation Results
	Comparison with Previous Work

	Conclusions
	1 Introduction
	2 Herding behavior of rhinos
	2.1 A synoptic model of space use
	2.2 Population size updating model

	3  Rhino herd (RH) algorithm
	3.1 Synoptic model
	3.2 Population size updating model
	3.3 RH algorithm

	4 Simulation results
	5 Discussions and conclusions
	Acknowledgements
	References

	Introduction
	Structure and Kinematics of the Double-Spiral Mobile Robot
	Structure
	Forward kinematics
	Gripper positions
	COG

	NESM
	Numerical Case Study
	Conditions and methods
	Results

	Discussion
	Conclusion
	Introduction
	Data analysis
	Nonlinear scaling
	Interactions
	Uncertainty
	Natural language

	Recursive analysis
	Scaling
	Interactions
	Fuzzy logic
	Smart adaptive systems

	Temporal analysis
	Trend indices
	Fluctuations
	Changes of operating conditions

	Conclusion
	Introduction
	MOEA/D
	Algorithm
	Focused Issue

	Proposed Method: Chain-Reaction Initial Solution Arrangement
	Aim and Concept
	Method

	Experimental Settings
	Results and Discussion
	Search Performance at Final Generation
	Search Performance over Generations

	Conclusions
	Introduction
	Modeling demand-side management
	Markets
	Actors
	Other elements

	Controlling consumption
	Optimizing scheduling
	Controlling (via) frequency

	Discussion and conclusions
	Introduction
	Components and Parameters of Musical Expression
	Learning Support System of Musical Representation
	Generation of Example of Musical Expression
	Construction of Kansei Space
	Image Estimation
	Parameter Values Estimation using Fuzzy Inference
	Interactive Modification of Musical Expression

	Comparison of Parameter of Musical Expression
	Advice for Parameter of Musical Expression

	Range of Learner's Musical Expression on Kansei Space
	Estimation of Range of Musical Expression
	Advice about Impression


	Experiment
	Results and Discussions

	Conclusion
	Introduction
	Formulating the GA Optimization
	The Problem Encoding
	The Objective Function (Fitness)
	Selecting The GA Operators
	Tuning the GA Parameters

	FPGA Implementation
	GA's HDL Entities
	Fitness
	Selection
	Crossover
	Mutation
	Generating Pseudo Random Sequences
	Replacement

	Performance Evaluation
	Functional Verification
	Fitness
	Selection
	Replacement
	Crossover
	Mutation
	LFSRs
	Comparator


	Integrating GA into the SoC
	Interfacing GA with the HPS
	Controlling GA from the Linux host

	Conclusion and Future Work
	Introduction
	Related Work
	Earthmoving Simulator
	Workspace Subdivision with Scoop Area
	High Point and Zero Contour Methods
	Simulation Results and Discussion
	Conclusion and Future Work
	Introduction
	SDNized Wireless LAN Testbed
	 Central Manager
	 Aggregator and Transport Network
	 Network Edge
	 Android Measurement Application
	Experiment Automation

	Mobility Management - A Use-Case Scenario Implementation
	Mobility Handling in Developed Testbed
	Logging 
	Running the Experiment
	Parsing and aggregating results


	Conclusion

