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Abstract

Objects having a flattened geometry, such as those en-
countered in heritage, have always been difficult to be
analysed with conventional X-ray tomography methods
due to their anisotropic morphology. To overcome the lim-
itations of classical tomography for such samples, we en-
visage a new imaging modality based on Compton scat-
tering. While Compton effect is usually considered as
noise in tomography, in Compton scattering tomography
the conditions are set such that this becomes the imaging
agent of the image formation process. Our interests are,
firstly, to avoid the relative rotation between the object, the
source and the detector, and secondly, to be able to obtain
in-depth data even when the sample is supported by some
deep or dense material by exploiting only back-scattered
photons. To replace the information provided by multi-
ple projections angles in classical tomography, we make
use of the relation between the energy loss of the scattered
photons and its scattering angle, the Compton equation.
Modelling of this new modality, image formation and ob-
ject reconstruction through a filtered back-projection algo-
rithm of a Radon transform on a half-space is presented.
The feasibility of this concept is supported by numerical
simulations.

Keywords: Radon transform, Compton scattering tomog-
raphy, image reconstruction

1 Introduction
1.1 Context

Analysis of flat objects has remained particularly chal-
lenging with X-ray imaging methods. X-ray imaging
has the strong advantage of providing non-invasive/non-
destructive probing of the material and enables 2D two-
dimensional (2D) imaging of the sample which is often
mandatory when analysing heritage samples. However,
a large set of those samples has a complex flattened ge-
ometry, i.e., a large ratio between the front area and its
thickness and the high differential light path in distinct di-
rections prohibits the relative rotations of the sample to
perform a three-dimensional reconstruction as would be
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done in regular tomography, using either absorption or
phase contrast modality. Such samples could be encoun-
tered in conservation/restoration studies of easel painting
requiring the characterisation of the stratigraphical assem-
blage of pigments often over a very dense background
layer (Figure 1), e.g. made of white lead. Another type of
samples falling in this set is encountered in palaecontology
with the Lagerstitten fossils (Gueriau et al., 2014) which
are mechanically flattened during the fossilisation process
and stand on one side of a thick sedimental slab which can
not be thinned for the study (Figure 2). In both cases the
volume of interest forms a layer on top of a material ma-
trix which is opaque to X-ray either due to its density or
its thickness.

In both cases scientists left with one of two choices :
either to perform a stratigraphical section of the sample
which is an invasive method, or perform a 2D analysis,
for example with synchrotron X-ray fluorescence spectral
raster-scanning (Gueriau et al., 2014) while an in-depth
reconstruction is still desired. Furthermore, because of
the opaque supporting material, transmission and forward
scattering data, with a scattering angle inferior of Z, are
impossible to collect. This leads us to propose a modality
tapping on back-scattered data, that is, data collected with
a scattering angle comprised between 7 and 7, as shown
in Figure 3.

Using the approximation that all electrons of the ma-
terial are both free and at rest, the Compton equation es-
tablishes in (1) a diffeomorphism between the scattering
angle and the scattered energy, provided that the inci-
dent beam is monochromatic, i.e. a single value Ey of
an incident energy is illuminating the object. In such cir-
cumstances the Compton scattering image formation pro-
cess corresponds to a Radon transform over either one
branch of a V-line or equivalently over lines in a half-space
(Morvidone et al., 2010; Truong and Nguyen, 2011, 2015)
when the scene is purely 2-dimensional, or over the sur-
face of a cone (Nguyen et al., 2005; Cebeiro et al., 2015)
when a 3-dimensional scene is considered.
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Figure 1. Paint cross-section showing a stratigraphical assem-
blage of The Anatomy Lesson of Dr. Nicolaes Tulp, 1632 by
Rembrandt, Mauritshuis, The Hague. (©) Sample taken and pre-
pared as cross-section by P. Noble during the conservation treat-
ment of the painting in 1997, and re-photographed by A. van
Loon, Mauritshuis, in 2010 for the Rembrandt Database.

Figure 2. A flat fossil actinopterygian over a high thick X-ray
absorbing support from the Kem Kem Beds in Morocco dated
back to the Lower Cretaceous (95 million years ago). © P. Gue-
riau (MHNM/MNHN).

1.2 Compton scattering tomography (CST)

Three basic photon-matter interaction phenomena are con-
sidered in classical X-ray imaging and hence tomography
: Photoelectric absorption, Rayleigh scattering which is
both elastic and coherent, and Compton scattering which
conversely is both inelastic and incoherent. In this last
one, an incident photon of energy Ej is absorbed by a tar-
get electron, who re-emits a secondary photon scattered
by an angle m relative to the direction of the original pho-
ton. The scattered photon has then an energy E, which
is related to the scattering angle ® by (1), the Compton
equation, when the target electron is both free and at rest.

In classical X-ray imaging and tomography, Compton
scattered signal is considered as noise added to photoelec-
tric absorption and coherent scattered data. This is be-
cause X-ray transmission signal is dominated by the pho-
toelectric absorption whilst coherent scattering may pro-
duce significant amplitude variations at low scattering an-
gles thanks to constructive and destructive interference ef-
fects due to the coherent nature of this scattering. How-
ever, depending on the material, if the incident radiation
has an energy superior of 40 — 50 keV, Compton scatter-
ing is becoming the dominant phenomenon in the process,
even more when detection is performed far from the trans-
mission geometry (@ = 0).

Classical tomographic imaging modalities, developed
and used in most all applications in the last half century
include : Transmission Computed Tomography (CT), Sin-
gle Photon Emission Tomography (SPECT) and Positron
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Emission Tomography (PET). All of them regard primary
radiation and perform a 3D mapping leaning on relative
rotations between the object and the imaging setup. In
such framework the Compton scattering is adding a non-
uniform background to the observation, a systematic bias
which leads to artefacts in the reconstruction if it is not
accounted for. As the relative importance of the Compton
scattering over the other two processes mentioned above
is increasing with an increase on incident energy, its effect
is even more important when using higher energy y-ray
imaging and tomography.

The idea of exploiting scattered radiation by Compton
effect in imaging techniques has been introduced and stud-
ied simultaneously and it has given birth to CST (Norton,
1994; Nguyen et al., 2005; Morvidone et al., 2010; Ce-
beiro et al., 2015; Truong and Nguyen, 2011, 2015), which
focuses to reconstruct the electron density map of the ob-
ject.

To replace the information provided by multiple pro-
jections angles in classical transmission or emission to-
mography, CST exploits the energy loss of the scattered
photons. This energy loss encodes the scattering angle in-
formation thanks to the Compton equation given by

E
Ew: 0 ’

Eo
1 1 —cos®
+ s (I —cosw)

6]

where m.c? = 511 keV is the rest mass energy of the elec-
tron.

The first CST scanner was proposed in 1994 (Norton,
1994) through a Radon transform over arc of circles start-
ing at a y-ray source and ending at the detecting point.
Radon transforms over V-lines and its analytic inversion
formula as well as a filtered back-projection reconstruc-
tion was proposed in (Morvidone et al., 2010), three dif-
ferent types of these V-line transforms with fixed axis di-
rection are studied in (Truong and Nguyen, 2011) and new
properties and applications including a Radon transform
on a half-space were presented recently in (Truong and
Nguyen, 2015). Radon transforms over conical surfaces
having fixed axis directions and variable opening angle are
studied in (Nguyen et al., 2005) where an analytic inver-
sion formula is proposed, with applications to emission
imaging based on Compton scattered radiation. A back-
projection inversion for this conical Radon transform was
developed recently in (Cebeiro et al., 2015).

This paper is organised as follows. Section 2 de-
scribes this new CST modality, and presents image for-
mation process as well as object reconstructions via a
back-projection algorithm related to a half-space Radon
transform in the framework of a two dimensional setup
with back-scattering. In Section 3 we present numerical
scheme and some simulation results for flat objects both
for energy resolved image formation and sample recon-
struction. Finally, Section 4 closes this paper with a con-
clusion and perspectives.
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The three dimensional case, corresponding to the coni-
cal Radon transform, will not be presented due to fact that
the azimuthal scattering angle is uniformly distributed in
a Compton event, that is to say, the angular distribution of
scattered photons has axial symmetry around the direction
of incidence.

2 Modelling of the new CST modality

CST focuses to reconstruct the electron density map of the
object. In this paper, this density will be represented by a
nonnegative bump function (both smooth and of bounded
support) f: RT x R — R™.

Fundamentally, an incident photon of energy Ey, com-
ing from a point source S, is inelastically scattered by an
electron located inside the object at M subtending an an-
gle @ (% < @ < m) with the direction of incidence. The
scattered photon of energy E, approximated by (1), ar-
rives finally at a detecting point D. In this paper, D is
located over the Oy-axis of the Cartesian reference plane
and noted Dy = (0,{). Obviously we will have data for
values of ¢ verifying |{| >  for some {y > 0. The par-
allel beam is centred at the Ox-axis. See Figs. 3 and 4 for
more details.

As already mentioned, in this paper we will considerer
a two dimensional setup, i.e., a slice of a three dimensional
space through the z-axis.

2.1 Proposed setup by back-scattering

A synchrotron radiation setup with a monochromatic par-
allel X-ray beam (about 50 keV) and a space-energy re-
solved detector is proposed. As represented in Figure 3,
the detector will be placed between the source and the ob-
ject to capture back-scattered photons. It will have then a
hole in the middle of length 2§, to allow the beam to go
through. Vertical translations of the sample will allow the
imaging of the full sample despite the limited beam size.

This configuration is considered to overcome limita-
tions of getting data through classical methods mentioned
before.

In Figure 4, scattered radiation arriving to a detecting
point D¢ laying on the line that crosses both M; and D¢
will have an energy loss related to ®;, for example radia-
tion scattered from M3. The same will occur related to M,
and @,. One will be able to identify, for example, points
M, and M, radiated with the same X-ray beam at the same
time through energy loss data.

2.2 Direct problem : Image formation
2.2.1 The half-space Radon transform (HRT)

The half-space Radon transform and its analytic inverse
formula were introduced in (Truong and Nguyen, 2015).
Briefly, it is a Radon transform, introduced in (Radon,
1917), defined on half-lines, starting on a detecting point
towards the direction of where the sample is placed. The
interest is that it performs an integration of the object, in
this case a function representing an electron density distri-
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Figure 3. Simulated setup. Photons coming from a source at S
are back-scattered at M by an angle ® into the solid angle dQ.
They are finally detected at D, who lays on the Oy-axis.
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Figure 4. Three positions inside the sample producing scattered
radiation captured at a detecting site D¢ at different energies
{E1,E2}. M; and M3 having the same scattering angle, gen-
erate both energy E1, M, does the same for energy E.

bution, over all locations where photons are scattered by
the same angle and arriving at the same detecting point.

In a forward scattering framework, integration must be
performed over a pair of half lines in the shape of a V, with
fixed axis direction, these so-called V-line Radon trans-
forms were introduced in (Morvidone et al., 2010) and de-
veloped in (Truong and Nguyen, 2011, 2015).

For simplicity, call @ = w — @ the supplementary angle
of w. To cover all projections from the sample to the full
detector length, we have to consider 7 < o < 37” even
if intervals [Z,7] and [r,3F] are physically equivalents.
Therefore, we will have —5 < @ < 5.

The half-space Radon transform, represented by R*, is
then defined in this paper, for —eo < { <ooand -7 < ® <
7, as the integral

1
—f(rcos®,§ —rsin®)dr.
,

Rf(@.0)= [ o)
0

The factor } in the last equation comes from the photo-
metric law or the difference in solid angle from the scat-
tering site to the detecting site. dr is the measure on the
half-line.
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2.2.2 Image formation

Let dI(Eg,D¢) represent the recorded scattered photon
flux time density. It is the number of photons of energy
laying in E,d® recorded per unit time at D¢. It will in-
corporate the following parameters :

e [y: the incident photon flux density before the scat-
tering event.

e 0°P(w): the 2D Klein-Nishina differential cross-
section (Klein and Nishina, 1928) at an angle ®.

e f(M): the electron density at M.
e dQ(M,D¢): the solid angle from M to Dy.

e dM: the elementary length around M over the half-
line.

e dw: the elementary variation of @.

The solid angle dQ(M,Dg) can be seen from Figure 3
to be

dQ(M,D;) = 2arctan (21 cos 6)), 3)

,
where 7 is the length of the detecting element located at D
and r the Euclidean distance from M to D.

If 7 is small enough, then dQ(M,D¢) can be approxi-
mated by %‘ccos 0}

The 2D Klein-Nishina differential cross-section is a
function of the scattering angle @ giving the probability of
a photon to be scattered by @ limited to a bi-dimensional
scatter plane. It is given by

1 ,(Ep E, Ey
- o zo =0 4
27‘L're <E0) <Eo +Em sin a)> 4

where r, is the classical electron radius.
Consequently, the scattered photon flux density at D¢,
given a scattering site M, is given by

o’P(w) =

dI(Ew,D¢|M) = I 6°°(0) dQ(M,D¢) f(M) dw dM.
&)
The recorded scattered flux time density dI(Eq,D¢)
recorded at D¢ is the integral over all scattering sites lay-
ing on the half-line that starts at D¢ towards the object
with slope tan @ noted L, ¢. It is hence given by the inte-
gral

dI(Ew,D¢) = (6)

/ dI(Eqp, D [M).
MEL(D{

From the last integral, we can extract the half-space
Radon transform, and we are able to express the scattered
photon flux time density for photons laying in a recorded
energy E,do as

dI(Eq,D¢) = tlycos @ 6°°(0)R* f(®,8)dw.  (7)
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2.3 Inverse problem : Object Reconstruction
2.3.1 Inversion of the HRT

In order to obtain an inverse formula for (2), we make
use of Fourier techniques developed in (Morvidone et al.,
2010) related to the V-line Radon transform.

Let f (x,y) be expressed using its y-Fourier transform,

noted f(x,q), as

/ x.q)™ dg. ®)

Then (2) takes the form

[ee) 1 [ee)
= / — / rcos@,q)

,

Jord ©)
equ(g—rsma)) dgdr,
and applying Fubini’s theorem,
R f(@.0) = / 2t / F(reos @.q)

(10)

—oo

efzmqrsm 0] drdq,

from where we can extract the {-Fourier transform of

R*f(®,{) by writing
1. o
R*f @,q :/f (rcos @, q)e” 2xirasin® 4. (11)
0

r

With a change of variables x = rcos®, ¢t = tan® and
defining the function g : (¢,q) — R*f(®,q), (11) becomes

oo

0= [t

0

27rith dx
)

12)

which is the Fourier transform of the function x —
1 N .
+f(x,q) evaluated at gt. One can now apply the inverse
formula and the scaling property of Fourier transforms to
get f(x,q) in the form

oo

flx.q) =|qlx / g(t,q)e™ " dr.

—o0

13)

Finally, f(x,y) can be reconstructed for all points (x,y)
in the object through the g-inverse Fourier transform of
the last expression.

2.3.2 Filtered back-projection

As the classical Radon Transform on straight lines, the
filtered back-projection inversion on on a half-space com-
bines the back-projection operation and a filtering opera-
tion. It says that the back-projection operator by, (x,y) at
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(x,y) for an scattering angle @ assigns to (x,y) the value
of the projection recorded at { =y + xtan ® where (x,y)
was projected, recalling that ® = = — . That is to say,
the back-projection operator is defined by
bo(x,y) =R* f(®,y+xtan @). (14)
A first rough reconstruction of the object can be done
by applying the back-projection operator without filtering.
The object can then be reconstructed by

/2

Flay) = / bo(x,y) d. (15)
0

The filtering operation is applied to the {-Fourier trans-
form of R*f(®,{). To obtain the correct filter, we can
write the inversion formula of (2) from (8), (13) and the
Fubini’s theorem as

oo oo

fen = [ [lalgtege™ > agar, e

—o00 —00

where we identify the inverse Fourier transform of the
function g — |q|g(t,q) evaluated at y + xt by writing

) =x [ F gl +an)dr, A

—oo

where .# ! is the inverse Fourier transform.
Finally, in terms of the angle @, last inversion formula
reads

/2
— do
— g1 * = =
e = [ F R )@+ xand) 5.
—m/2
(18)

The last inverse Fourier transform is called the filtered
projection of R*f using the so-called ramp filter |g|, it is
represented by

Rf(@.0) =7 ldRf| @), 19
and then one is able to write the back-projection operator
related to this filtered projection as

bo(x.y) = R f(@,y +xtan®), (20)
to finally be able to write a filtered back-projection recon-
struction of f(x,y) for all (x,y) in the object under a com-
pact form via the integral

w/2 4G
~ w
Floy) =x / bo(x,y) — 5= 1)
—7/2
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Figure 5. Test sample: A flat stratigraphic phantom.

3 Simulation of the new CST modality

A numerical phantom corresponding to a transversal sec-
tion of a flattened stratigraphic sample is generated and
reconstructed in Figs. 5 and 6 respectively via inversion
formula (21).

The phantom presents three layers of about 150 x 4096
square micrometers with electron densities of 0.9, 1.1 and
1.0 respectively. Grains of random diameter and position
were inserted inside the layers, having densities of 1.3 +
.1,6.0£0.5 and 2.0+ 0.3 respectively.

In these first attempts, attenuation and multiple scatter-
ing are neglected.

3.1 Energy resolution of the detector

Simulation of this new CST modality requires to consider
a realistic energy-resolved detector. Let AE be the energy
resolution of the detector. Hence, for a fixed detector, we
will have a limited number of energy channels recording
photons laying on a specific energy range.

Let C; be the energy channel detecting all photons lay-
ing on the energy range [E;,E; + AE]. It can be equiva-
lently defined in terms of the scattering angle through (1)
for w laying in C; = [®;, 0;+1].

The measured intensity into a given energy channel for
a given detecting site is then given by integrating the scat-
tered intensity over that channel

1(Ci,D;) :/I(E,Dg)dE,
G

(22)

where dI(E,Dy) is given in (7).
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The trapezoidal rule was used to compute numerically
last integral with an angular step corresponding to 5 eV by
means of (1). Consequently, the same parameters are used
for integral (21) with a simple change of variables from @
to E through (1). Two energy resolutions are considered
in simulations, namely AE € {50,100} eV.

4000
4000
1

3.2 Spatial discretization

3000
|
3000
|

The unit length considered is 2 um. Each pixel in image
representations will represent then 2 x 2 um?.

A parallel X-ray beam of 8 um of width crosses a hole
in the detector of 12 um of width, hence we have {H = >
6 um. The medium considered has 512 x 4096 pum? and
then we need 512 vertical translations due to the height
of the sample to cover the full phantom. The considered
detector located at 2 um of the sample over the Oy-axis has
a vertical length of 2048 pm including the hole. Thereby,
we have 1024 — 24 detecting sites. (24 sites not considered
due to the hole.)

Figure 7 shows the bottom slice of the sample (8 um of
heigh corresponding to the beam width) and its associated 0 400 0 400
image formation through a discretization of (2). x X

Numerical resolution of integral (2) is performed via the
trapezoidal rule with a discretization spatial step dr = 2
um.

2000
y
2000

1000
1000

(a) Reconstruction with AE =50 (b) Reconstruction with AE =
eV. 100 eV.

Figure 6. Numerical results of reconstructions from back-

3.3 Window functions
scattered data.

Window functions w(q) are added to the ramp filter in nu-

merical reconstructions to control high frequencies. Fil- w w

tered projections related to R*f written in (19) are then 1% 260 3% 450 500

) . b3 T p 3 3 5
rewritten in the form

Rf(@,0)= 7" law@R 7] (@,0). @3

(a) Bottom 8 pm of the phantom.

Cosine related window functions are widely used, they 0 2 4 6
have the form (b) Reconstruction of Figure 7a with AE = 50.

w(gq) = cos"(mq). (24)

Within this family of windows, the case n = 2 corre-
sponds to the well characterised Hann Window function.
During our simulation work we tested various values of
n and found out that n = 8 was the one minimising the
mean square error between the object and its reconstruc-
tion given the numerical noise produced by the simulation.
Still different values of n gives satisfactory reconstructions Co
as well. Horizontal artefacts in reconstructions are due to
vertical translations of the object. Grains inside the ma-
trix layers are reconstructed at the correct depth, size and
relative densities, without the need of a relative rotation
between phantom and detector.

400

200

-200

-400

0.0

4 COncluSlOnS and perspeCtlveS 42000 42500 43000 43500 44000 44500 45000 45500

A new X-ray imaging modality based on Compton scat- @

tering is proposed, the particular aim is a 3D reconstruc- (¢) HRT of object shown in Figure 7a. We can recognise the
tion of flat objects without relaying on a relative rotation effect of the middle red grain at the two highlighted curves.

between the studied sample and the imaging setup. Mod- Fi 7.1 formati tirouch thi dalit

elling of both image formation by means of the half-space tgure 7. mage formation process through tis new mocaity.
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Radon transform and object reconstruction by a filtered
back-projection inversion are presented, considering re-
alistic energy resolved detectors, and supported with nu-
merical simulations proving feasibility with experimental
data. Simulations of the three-dimensional setup, regard-
ing a conical Radon transform, are in progress for both
forward and backward scattering. Yet the present results
are already very encouraging considering the problem of
non-destructive and non-invasive 3D imaging of samples
supported by a deep or dense material.

Acknowledgment

The authors would like to thank Pierre Gueriau and Math-
ieu Thoury for their support, discussions and help to ac-
quire images of heritage objects. Annelies van Loon for
providing the image of the Rembrandt painting, and the
field workers who collected the fossil actinopterygian.

Patricio Guerrero would also like to thank the Fonda-
tion des Sciences du Patrimoine for providing a PhD grant
to support his research work.

References

J. Cebeiro, M. Morvidone, and M. K. Nguyen. Back-projection
inversion of a conical Radon transform. Inverse Problems in
Sciences and Engineering, 24(2):328-352, April 2015.

P. Gueriau, C. Mocuta, D. B. Dutheil, S. X. Cohen, D. Thi-
audiere, S. Charbonnier, G. Clémént, and L. Bertrand. Trace
elemental imaging of rare earth elements discriminates tis-
sues at microscale in flat fossils. Plos One, 9(1):e86946,
2014.

0. Klein and Y. Nishina. The scattering of light by free electrons
according to dirac’s new relativistic dynamics. Nature, 122
(3072):398-399, 1928.

M. Morvidone, M. K. Nguyen, T. T. Truong, and H. Zaidi. On
the V-line radon transform and its imaging applications. In-
ternational Journal of Biomedical Imaging, 2010:11, 2010.

M. K. Nguyen, T. T. Truong, and P. Grangeat. Radon trans-
forms on a class of cones with fixed axis direction. Journal
of Physics A: Mathematical and General, 38(37):8003, 2005.

S. J. Norton. Compton scattering tomography. Journal of Ap-
plied Physics, 76(4):2007-2015, 1994.

J. Radon. Berichte iiber die verhandlungen der koniglich séch-
sischen gesellschaft der wissenschaften zu leipzig. Mathem.
Phys. Klasse, 69:262-266, 1917.

T. T. Truong and M. K. Nguyen. On new V-line radon trans-
forms in R? and their inversion. Journal of Physics A: Math-
ematical and Theoretical, 44(7):075206, 2011.

T. T. Truong and M. K. Nguyen. New properties of the V-
line radon transform and their imaging applications. Journal
of Physics A: Mathematical and Theoretical, 48(40):405204,
2015.

DOI: 10.3384/ecpl17142334 Proceedings of the 9th EUROSIM & the 57th SIMS 340
September 12th-16th, 2016, Oulu, Finland



	Introduction
	Materials and Methods
	Results and Discussion
	Conclusions
	Introduction
	Calculation formulas
	Calculation of Intra-Ocular Lens for Non-Normal Eyes

	Back ground of studies
	Artificial Neural Network
	Real data
	Collected Data
	Specification of Patients Data Selected for Collection
	Specification of Preprocessing Parameters


	Results
	Objective
	ANN training
	ANN settings
	Results

	Conclusion
	Future work
	Introduction
	Homeostasis, Disturbance Rejection and Set Point Tracking
	Controller Motifs

	Results
	Dynamic Properties of Controller Motifs
	Tuning of Individual Controllers

	Conclusions
	Introduction
	Modelling the pharmacokinetics of propofol
	The 3-compartmental model
	Effect-site concentration model
	Model parameters

	Model verification
	Simulation results
	Propofol inflow
	Plasmatic concentration
	Effect-site concentration
	Evaluation of the predictive quality of the model

	Conclusion
	Introduction
	Modular Model Predictive Control Concept
	Building Setup
	Modular Predictive Control Concept

	Energy Supply Level - ESS - Models
	Linear Models
	Hybrid Models

	Model Predictive Controllers
	Objective Function
	LMPC
	MI-MPC

	Simulation Results
	Simulation Setup
	Demonstration of MPCC Performance
	Comparison between MPCC and RBC

	Conclusion
	Introduction
	Data Properties
	Macro Money Systems in QEs
	Behavior in QE1=(2008m11,2010m06)
	Behavior in QE2+=(2010m11,2012m08)
	Behavior in QE3=(2012m09,2014m10)

	Transmission Path of Housing Price from Reserve to Economic Activity
	Decomposition of M2 into Transaction and Precautionary Money Demands in (1975m10, 2016m03)
	Estimation of Precautionary Money Demand
	The Role of Business Condition u(t)=napm-50 in Transmission Mechanism of QEMP during QE1, QE2+ and QE3

	Conclusion
	Introduction
	Mathematical Model
	Model Parameters and Geometry
	Results and Discussions
	Conclusions
	Introduction
	Field Excitation Control
	Capability Curve
	Classical Control

	Concept and Formulation of MPC
	MPC as Excitation Control
	Modeling and Control Workflow

	Tuning the MPC Controller
	Time Response
	Open Circuit Conditions

	First-swing Angle Stability Enhancement
	Long-term Voltage Stability Enhancement
	Steady-state Voltage Stability
	Power System Simulator
	LTVS Simulations

	Discussion
	Conclusion
	Introduction
	Grid impedance model
	Impedance-based instability studies
	Practical implementation
	Conclusion
	Aknowledgements
	Introduction
	Literature Review
	Circulating Fluidized Bed Boilers
	Characteristics of RDF
	Agglomeration

	Methodology
	Description of Model
	Mass and Energy Balances
	Hydrodynamics

	Results and Discussion
	Validation
	Agglomerate Prediction

	Conclusion
	Introduction
	Theory
	Stability of Grid-Connected System
	Maximum-Length Binary Sequence

	Implementation in dSPACE
	System Setup
	Experiment

	Conclusions
	Introduction
	Governing Equation for Flow Modeling
	KP Numerical Scheme
	Simulation of the River Flow
	Results and Discussion
	Simulation Results
	Simulation Results for Numerical Stability Analysis

	Conclusion
	Introduction
	Air preparation process
	Fuzzy identification
	Takagi-Sugeno fuzzy model
	Fuzzy clustering

	Data collection
	Structure selection
	Input and output variables
	Representation of the systems' dynamics
	Fuzzy models granularity

	Fuzzy clustering and model validation
	Comments on resulting model performance

	Control experiments
	PID control
	Supervisory logic

	Conclusions
	Introduction
	First step - DES model
	Second Step - Portfolio optimization

	Stochastic DES model through markovian properties
	Product-Form Networks - Convolution algorithm
	Marginal probability
	Mean response time

	Load-haulage cycle
	DES model: Load-haulage system
	Project portfolio formulation
	Conclusion
	Introduction
	Overview of the Method
	Computing the Encounter Probabilities
	Example

	State Transition Matrix
	Projectile with a Single Sensor Fuzed Submunition
	Example
	Projectile with Two Sensor Fuzed Submunitions

	Failure Probability of the System
	Conclusion
	Hydro-pneumatic Accumulator
	Recent Research
	Purpose of This Study

	Logical Structure of Simulation Model
	Physics of Piston Type Hydro-Pneumatic Accumulator
	Nitrogen gas
	Mechanical Structure
	Hydraulic Fluid

	Conceptual Model

	Mathematical Model
	Equations for Nitrogen Gas
	Equations for Piston
	Equations for Friction
	Equations for Hydraulic Fluid
	Equations for Orifice

	Modelling in MATLAB/Simulink
	Calibration and Validation of the Simulation Model
	Testing Setup
	Laboratory Tests
	Validation

	Conclusion
	Introduction
	Contributions
	Setup for the analysis
	Experimental data
	Compressor Map
	Compressor Isentropic Efficiency
	Corrected Mass Flow
	Data Treatment

	 Pressure Losses in Gas Stand
	Pressure Loss in Straight Pipe
	Friction Factor - Laminar Flow
	Friction Factor - Turbulent Flow
	Pressure Loss In Bend
	Pressure Loss in Inlet Nozzle and Outlet Diffuser
	Adjust Measured Data
	Calculate New Compressor Efficiency

	Effect of pressure losses on measured compressor efficiency
	Compressor and Pipes Dimensions
	Case 1: Straight Pipes
	Case 2: Pipes with Diffuser and Nozzle
	Case 3: Pipes with Diffuser, Nozzle and Bend

	Summary and Discussion
	Future Work
	Conclusion
	Introduction
	Traffic Regulation: Stage selection
	Signal Control Schemes
	Pre-timed network control
	Max-Pressure Practical (MPract)

	Modelling and Simulation Overview
	An event-driven approach
	PointQ design

	Case Study-Data description
	From theory to applications
	System Stability
	Trajectory Delay Measurement
	Queue Delay Measurement
	Varying Traffic Conditions

	 PointQ versus AIMSUN Network Performance
	Evolution of phase (137,154)
	Evolution of phase (254,237)

	Conclusion
	Introduction
	Background
	MVB and Master Transfer
	Multifunction Vehicle Bus
	Mastership Transfer

	Model Checking with temporal logic

	System Modelling
	Bus Administrator Modelling
	basic data structure
	finite state machine of Bus Administrator

	Communication and Timing Modelling
	communication mechanism of BusAdmin
	timing mechanism


	Property Modelling
	Property Classification
	safety property
	liveness property

	Live sequence charts
	Observer Automata modelling

	Experiments
	Conclusion
	Introduction
	Experimental data
	Modeling
	Compressor
	Turbine
	EGR Blowers
	Auxiliary Blower
	Exhaust Back Pressure
	Combustion Species and Thermodynamic Parameters

	Parameterization Procedure
	Complete stationary parameterization
	Dynamic estimation

	Model Validation
	Conclusions
	Nomenclature
	Introduction
	Fundamentals
	Safe Active Learning
	The high pressure fuel supply system

	Design and Implementation
	Training of the hyperparameters
	The discriminative model
	The risk function
	The path to the next sample
	The algorithm

	Evaluation
	Evaluation in simulation
	Evaluation at a test vehicle

	Conclusion
	Introduction
	Modelling
	Centre of Gravity
	Aerodynamic Forces
	Definition of Angles
	Lever Arms
	Catenary
	Equations of Motion
	Velocities
	Self Stabilisation
	Complete Model

	Model Parameters
	Simulation Results
	Gliding Flight
	Towing Process

	Conclusions
	Introduction
	Context
	Compton scattering tomography (CST)

	Modelling of the new CST modality
	Proposed setup by back-scattering
	Direct problem : Image formation
	The half-space Radon transform (HRT)
	Image formation

	Inverse problem : Object Reconstruction
	Inversion of the HRT
	Filtered back-projection


	Simulation of the new CST modality
	Energy resolution of the detector
	Spatial discretization
	Window functions

	Conclusion and perspectives
	Introduction
	Powertrain model
	Problem formulation
	Tip-in problem constraints
	Boundary conditions for the tip-in problem
	Path constraints during tip-in

	Optimal control problem formulation
	Numerical solution of optimal control problems

	Optimal control results
	Extreme transients
	Compromise between time, Jerk and energy
	Jerk-Energy trade-off
	Efficient state and control transients

	Conclusions
	An Improved Kriging Model Based on Differential Evolution
	1 Introduction
	2 Theory of kriging model
	3 Kriging model based on DE algorithm
	3.1 Theory of DE algorithm
	3.2 Kriging interpolation based on DE algorithm
	3.3 Process of kriging Model based on DE algorithm

	4 An engineering example
	4.1 Setting DE algorithm parameters
	4.2 Data preprocessing
	4.3 Model computation and optimization

	5 Conclusion
	Introduction
	Model for slug flow
	Simulation for slug flow
	State estimation
	Control strategies
	Model predictive control
	PI control

	Simulation results and discussion
	Control structure I
	Control structure II
	Control structure III

	Computational time for MPC
	Maximum valve opening
	Conclusion
	Introduction
	Description of the loading bridge
	Modelling with Modelica
	Package of mechanical components Mechanics
	Package of causal components Blocks
	Structure and components of the overall model
	Model of the loading bridge
	World
	Cart
	Pendulum
	Drive


	Controller in Matlab Simulink environment
	Experiments
	Open loop experiments
	Closed loop experiments

	Conclusion
	Introduction
	MMT - Mathematics, Modelling and Tools
	Structure of MMT
	Usage of MMT

	Maple T.A. - Maple Testing and Assessment
	Structure MTA
	Usage MTA
	Mathapps
	MTA - Moodle Connector

	Case Study
	Conclusion
	Outlook
	Introduction
	Signal processing
	DFT and derivatives
	lp-norms and MIT-indices
	Nadaraya-Watson nonparametric regression

	Measurements and gearbox properties
	Load haul dumper front axle
	Water power station gearboxes

	Calculations from the LHD measurements
	Calculations from the WPS measurements
	Conclusion
	Introduction
	Preliminaries
	Problem Statement
	Vector Smoothing Splines

	Trajectory Planning
	Trajectory between Two Lines
	Centerline and Intermediate Time Instants
	Smoothing Spline Trajectory

	Numerical Examples
	Path with Piecewise Linear Boundaries
	Path in Obstacle Avoidance Problem

	Concluding Remarks
	Introduction
	Literature Review
	Dynamic multi-workstation model based on electrical components

	Simulation Model with a PI Controller
	Test and Results
	Final Remarks
	Introduction
	Related Work
	Methodology
	DataSet

	Semantic Identification Through Multiple Classifiers
	Global Feature Extraction through Wavelet Decomposition
	Deep Learning of Neural Network

	Image Retrieval
	Performance Analysis
	Conclusion
	Motivation
	Related work
	Data set and pre-processing
	Defining the curvature of a steel plate
	Experiment
	Discussion
	Conclusion
	Introduction
	New Evolutionary Computation
	Island model parallel distributed in NN-DEGA
	Self-adaptive using Neural Network
	Reconstruction of differential vector
	Elite strategy

	Numerical Experiments
	Benchmark Functions
	Experiment Results
	Comparison for Robustness

	Conclusion
	Introduction
	Classical RF Prediction
	Fuzzy Clustering Prediction
	Analysis
	Conclusion
	Introduction
	Dynamic Artificial Neural Network 
	Back Propagation Through Time (BPTT)
	Real Time Recurrent Learning (RTRL)
	Extended Kalman Filter Learning (EKF)

	Experimental Set-up
	Results
	Simulation Study
	Experimental Study

	Conclusion
	Introduction
	Overview of Toolbox
	DANN Main
	Uploading data set
	Division of data set
	Validation check
	Bias
	Learning algorithm
	Learning parameters
	Past inputs and outputs
	Additional parameters

	Parameter Tuning
	Plot Menu
	Performance plot
	Regression plot
	Prediction plot
	Parameter plot
	Error plot

	Additional information
	Installing the MATLAB DANN toolbox

	Case Studies
	Case I: BPTT learning algorithm for flow measurement
	Case II: EKF learning algorithm for temperature measurement
	Case III: RTRL learning algorithm for mortality prediction

	Conclusion
	Modeling and Simulation of Train Networks Using Max-Plus Algebra
	1. Introduction
	2. Max-plus algebra
	3. Scheduled max-plus linear systems
	4. Timetable stability
	4.1 Delay sensitivity analysis
	4.2 Dynamic Delay Propagation
	4.3 Recovery Matrix

	5. Conclusion
	Introduction
	Construction of DBN metamodels
	Utilization of DBN metamodels
	Example analysis - simulated operation of air base
	Conclusion
	Introduction
	Metastable liquids

	Model for two phase flow and phase transition
	The van der Waals equation of state

	Solver
	Stiff pressure relaxation
	Stiff thermodynamic relaxation

	Experiments
	Simulation set-up
	Results and discussion
	Conclusion
	Introduction
	ParModelica
	Previous Research on PDEs in Modelica
	Partial Differential Equations (PDE)
	Explicit Form

	Numerics
	Discretisation
	Runge-Kutta with Variable Step Length

	General-Purpose Computing on Graphics Processing Units (GPGPU)
	PDEs in Modelica
	Algorithmic Modelica and ParModelica
	Solver Framework
	User Defined State Derivative and Settings
	Types Used by the Solver
	Solvers

	Use Case — Heat in Plane
	Poor Insulation and Constant Temperature
	Constant Temperature Depending on Location

	Performance Measurement
	Pros & Cons of Solver Written in Modelica
	Conclusions
	Blood Flow in the Abdominal Aorta Post 'Chimney' Endovascular Aneurysm Repair
	1 Introduction
	2 Methodology
	2.1 Governing Equations
	2.2 Anatomical Model
	2.3 Numerical Model
	2.4 Numerical Discretization

	3 Results
	3.1 Validation
	3.2 Flow Patterns
	3.3 Flow Regime

	4 Discussion and Conclusions
	Introduction
	Spin-Image Algorithm
	The Proposed Parallel Spin-Images Algorithm
	Results and Analysis
	Platform Specification
	Experimental Data
	Results

	Conclusions and future work
	Introduction
	Overview of Python API
	Goal
	Installing the OMPython Extension
	Status
	Description of the API
	Python Class and Constructor
	Utility Routines, Converting Modelica  FMU
	Getting and Setting Information
	Operating on Python Object: Simulation, Optimization
	Operating on Python Object: Linearization


	Use of API for Model Analysis
	Case Study: Simple Tank Filled with Liquid
	Model Summary
	Modelica Encoding of Model
	Use of Python API
	Basic Simulation of Model
	Parameter Sensitivity/Monte Carlo Simulation

	Discussion and Conclusions
	Introduction
	Related Work
	Virtual Testing of Open embedded Systems
	Simulator Coupling for Network Simulation
	Network Fault Injection Testing
	Case Study
	Conclusions and future work
	Validation Method for Hardware-in-the-Loop Simulation Models
	1 Introduction
	2 Validation Methods
	2.1 Open-Loop Operation
	2.2 Independent Closed-Loop Operation
	2.3 Compensated Closed-Loop Operation

	3 Related Work
	3.1 Example Circuit
	3.2 Simulation Models

	4 Simulation Results
	4.1 Models with Different Switching Delays
	4.2 Discrete-Time Models
	4.3 Fixed-Point Models

	5 Conclusion
	Introduction
	Control Engineering: The Teacher's Challenge
	New Curriculum For Teaching Automatic Control
	Luma Activity
	Conclusion
	Introduction
	The Activated Sludge Process
	Mass balances and expression for the sludge age
	The settler

	ASP with ideal settler model
	Steady-state solutions
	Substrate input-output relationship for constant sludge age

	ASP with DZC settler model
	Steady-state solutions
	Substrate input-output relation for constant sludge age

	An approximation for S* given 0
	Numerical example
	Theorem 1
	Theorem 2

	Conclusions
	Introduction
	Materials and Methods
	Gaussian Mixture Models
	GMM based fault detection criteria

	Case Study: Monitoring a Secondary Settler
	Results 
	Discussions
	Conclusions
	Introduction
	Industrial Process Description
	SIAAP Waste water and sewage Sludge Treatment Process
	Incineration Process
	The Furnace
	The Heat Exchanger


	Identification Process Overview
	Sludge Incineration sub-models: Input-output interaction.
	Identification Strategy

	Validation Methods
	Absolute Criteria
	Relative reference-model criteria

	Results and Discussions
	Relative Reference-Model Criteria Results

	Conclusion
	1 Introduction
	2 Modelling
	2.1 Basic Process Components
	2.2 Boiler Evaporator Loop
	2.3 Test Model

	3 Simulation Tests
	3.1 Comparison of Numerical Solvers
	3.2 Effects of Initial State and Parameters

	4 Conclusions
	Introduction
	TCP-100 solar field description
	Mathematical modeling of TCP-100 solar field
	 Optical and geometric efficiencies
	Characteristics of the heat transfer fluid
	Thermal losses

	Simulations
	Conclusion
	Introduction
	Description of a Basic Gas Turbine Model
	Compressor
	Combustion Chamber
	Turbine Module

	Computational Causality And Conditions for Numerical Convergence
	First Principles Compression and Expansion Maps
	Compression Case
	Expansion Case

	Simulation Results
	Conclusion
	Appendix
	Introduction
	Modelling methodology, libraries and tools
	Plant Description
	Innovative aspects
	OTSG topology

	Device modelling
	Re-used components
	Custom component models
	Separator
	Feedwater heater
	Deaerator
	MS fluid model


	Plant modelling
	OTSG model
	Turbine model
	Feedwater preheaters train
	Plant control system
	Complete plant model

	Simulation objectives - methodology
	Simulation performance
	Conclusion
	Introduction
	Formal Problem Statement and SVM
	SVM by Set-Valued Training Data
	A Modification of the AdaBoost
	Imprecise Updating Weights of Robots
	Conclusion
	Introduction
	Methodology
	Power grid connection
	Electrolyser
	Interim gas storages
	Methanation
	MEA CO2 capture
	CH4 compression

	Control sequences
	CH4 compression
	Start-up
	Power grid connection
	Methanation reactor
	Electrolysers
	Interim gas storages
	CH4 compression

	Shutdown
	Methanation reactor
	CH4 compression
	Interim gas storages
	Electrolysers


	Results
	Conclusion and future work
	Acknowledgment
	Introduction
	Mathematical Model
	Assumptions
	Development of Model
	Material Balance
	Energy Balance
	Heat Exchanger


	Simulation Results and Discussion
	Simulation Results
	Comparison with Previous Work

	Conclusions
	1 Introduction
	2 Herding behavior of rhinos
	2.1 A synoptic model of space use
	2.2 Population size updating model

	3  Rhino herd (RH) algorithm
	3.1 Synoptic model
	3.2 Population size updating model
	3.3 RH algorithm

	4 Simulation results
	5 Discussions and conclusions
	Acknowledgements
	References

	Introduction
	Structure and Kinematics of the Double-Spiral Mobile Robot
	Structure
	Forward kinematics
	Gripper positions
	COG

	NESM
	Numerical Case Study
	Conditions and methods
	Results

	Discussion
	Conclusion
	Introduction
	Data analysis
	Nonlinear scaling
	Interactions
	Uncertainty
	Natural language

	Recursive analysis
	Scaling
	Interactions
	Fuzzy logic
	Smart adaptive systems

	Temporal analysis
	Trend indices
	Fluctuations
	Changes of operating conditions

	Conclusion
	Introduction
	MOEA/D
	Algorithm
	Focused Issue

	Proposed Method: Chain-Reaction Initial Solution Arrangement
	Aim and Concept
	Method

	Experimental Settings
	Results and Discussion
	Search Performance at Final Generation
	Search Performance over Generations

	Conclusions
	Introduction
	Modeling demand-side management
	Markets
	Actors
	Other elements

	Controlling consumption
	Optimizing scheduling
	Controlling (via) frequency

	Discussion and conclusions
	Introduction
	Components and Parameters of Musical Expression
	Learning Support System of Musical Representation
	Generation of Example of Musical Expression
	Construction of Kansei Space
	Image Estimation
	Parameter Values Estimation using Fuzzy Inference
	Interactive Modification of Musical Expression

	Comparison of Parameter of Musical Expression
	Advice for Parameter of Musical Expression

	Range of Learner's Musical Expression on Kansei Space
	Estimation of Range of Musical Expression
	Advice about Impression


	Experiment
	Results and Discussions

	Conclusion
	Introduction
	Formulating the GA Optimization
	The Problem Encoding
	The Objective Function (Fitness)
	Selecting The GA Operators
	Tuning the GA Parameters

	FPGA Implementation
	GA's HDL Entities
	Fitness
	Selection
	Crossover
	Mutation
	Generating Pseudo Random Sequences
	Replacement

	Performance Evaluation
	Functional Verification
	Fitness
	Selection
	Replacement
	Crossover
	Mutation
	LFSRs
	Comparator


	Integrating GA into the SoC
	Interfacing GA with the HPS
	Controlling GA from the Linux host

	Conclusion and Future Work
	Introduction
	Related Work
	Earthmoving Simulator
	Workspace Subdivision with Scoop Area
	High Point and Zero Contour Methods
	Simulation Results and Discussion
	Conclusion and Future Work
	Introduction
	SDNized Wireless LAN Testbed
	 Central Manager
	 Aggregator and Transport Network
	 Network Edge
	 Android Measurement Application
	Experiment Automation

	Mobility Management - A Use-Case Scenario Implementation
	Mobility Handling in Developed Testbed
	Logging 
	Running the Experiment
	Parsing and aggregating results


	Conclusion

