
Methodology and Information Technology of Cyber-Physical-Socio 
Systems Integrated Modelling and Simulation

Boris Sokolov1,2    Mikhail B. Ignatyev2     Karim Benyamna3     Dmitri Ivanov4     Ekaterina Rostova1 
 

1St.Petersburg Institute for Informatics and Automation of the Russian Academy of Sciences (SPIIRAS), Russia 
sokolov_boris@inbox.ru, rostovae@mail.ru 

2St. Petersburg State University of Aerospace Instrumentation (SUAI), Russia 
ignatmb@mail.ru 

3St. Petersburg National Research University of Information Technologies, Mechanics and Optics (ITMO Univ.), Russia 
benyamna.karim@gmail.com 

4 Department of Business Administration, Berlin School of Economics and Law, Germany 
dmitri.ivanov@mail.ru 

 
 
 
 

Abstract  
The main objects of our investigation are cyber-
physical-socio space and systems (CPSS). The CPSS is 
the fusion of the physical space, the cyber space, and the 
social space. The problem of CPSS integrated modelling 
and simulation is an actual modern problem. The 
solution of this problem involves interdisciplinary 
research by specialists in mathematics, economics, 
biology, physics, and computer technologies. Therefore, 
the paper presents the results of research in the field of 
CPSS modelling and multi-agent simulation. 

Keywords: interdisplinary research, cyber-physical-
socio space and systems, cybernetics, control and 
management, modelling and multi-agent simulation 

1 Introduction 
Today we come to the realization that a transformation 
from an industrial society to an informational society 
should be guided. Now we live in cyber-physical-socio 
space and systems (CPSS) (Lee, 2008). It is also called 
cyber-physical society (Zhuge, 2010). CPSS in contrast 
with cyber-physical systems (CPS) consist of not only 
cyberspace and physical space, but also human 
knowledge, mental capabilities, and sociocultural 
elements.  

The technologies for control and management of 
transformation from an industrial society to an 
informational society need regulation and structuring at 
a macro and micro level. This inspires a renewed interest 
in the theoretical background of control and management 
problems. Unfortunately, logically relevant chain of 
fundamental notions: Cybernetics – Control – 
Informational processes – Universal transformer of the 
information (computer, cybernetic machine) was split. 
An expansion of computer technologies caused an 
illusion of their ability to solve any problem. The 
imperfection of these technologies has already caused 

catastrophes that let American and European scientists 
proclaim establishing “Risk society” rather than 
“Informational” one. 

Two main reasons stimulate importance of the new 
cybernetics in the modern world (Bir, 1963; Okhtilev et 
al, 2006). The first one deals with a problem of 
complexity which has various applications and aspects 
(structural complexity, complexity of functioning, 
complexity of decision making, etc.). The second reason 
is the lack of holistic (system) thinking in the IT industry. 
The problem of complexity control and management 
involve interdisciplinary research by specialists in 
mathematics, economics, sociology, biology, physics, 
and computer technologies. However, the founders of 
cybernetics viewed its laws as much more universal than 
they are really considered in today’s social and business 
systems. Therefore, the paper presents the results of 
interdisciplinary research in the field of computer 
modeling and decision support systems in social-
cybernetics objects. This field is called neocybernetics 
(von Foerster, 1987; Okhtilev, 2006).  

2 Interdisciplinary Branch of System 
Knowledge as the Basis for Cyber-
Physical-Socio Systems Integrated 
Modelling and Simulation 

As a result of the continuing scientific and technical 
revolution which beginning is dated the middle of the XX 
century, there appeared a significant number of complex 
objects (nuclear power plants, space equipment, 
electronics, computers, etc.) research, the description, 
design and management of which presents essential 
difficulties and problems. CPSS are striking examples of 
complex systems. Figure 1 illustrates the evolution from 
the cyberspace and systems to the cyber-physical-social 
space and systems (Lee, 2008). In Figure 1 part (a) 
depicts two types of cyber space: the first one only allows 
users to read the information in the cyber space like the 
Web, and the other one allows users to read and write 
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information in the cyber space like the Web 2.0. Both 
rely on humans to add information to the cyber space in 
order to share it with others. Part (b) in Figure 1 depicts 
the extension of the cyber space to the physical space 
through various sensors. Any significant information in 
the physical space can be automatically sensed, stored 
and transmitted through the cyber space. Web of things 
can be considered as a kind of cyber-physical space. Part 
(c) in Figure 1 depicts an important extension of part (b): 
user behaviors can be sensed and feedbacked to the cyber 
space for analyzing the patterns of behaviors, and 
humans can remotely control the actuators to behave in 
the physical space through the cyber space. This enables 
the cyber space to adapt its services according to the 
feedback since behavior change may indicate some 

psychological change (Zhuge, 2010). Part (d) in Figure 1 
depicts a simple cyber-physical-social space. Not only 
individual’s behaviors, but also social interactions can be 
feedback into the cyberspace for further processing. 
Users are considered with their social characteristics and 
relations rather than as isolated individuals. Sensors are 
limited in their ability to collect all information in the 
physical space, so users still need to directly collect the 
significant information in the physical space and then put 
it into the cyberspace after analysis (including 
experiment). Users can also manipulate physical objects 
in the physical space, which can also be feedbacked into 
the cyber space to reflect the real-time situation (Zhuge, 
2011). Users’ status, interests and knowledge evolve 
with social interaction and operations in the cyber space.

 

 
Figure 1. The emerging cyber-physical-socio space. 
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So today, we come to the realization of a 
transformation from an industrial society which is based 
on cyber-physical space to an informational society which 
is interrelated with cyber-physical-socio space and 
systems. The technologies for control of this 
transformation need regulation and structuring at a macro 
and micro level. This inspires a renewed interest in the 
theoretical and practical background of complexity 
control and management problems. There exist different 
aspects of CPSS. For example, CPSS are characterized by 
following properties: high complexity and dimensionality 
with such features as redundancy, multifunctionality, 
distributed elements, unification, uniformity of main 
elements, subsystems and interrelations; structure 
dynamics; nonlinear uncertain behavior; hierarchical 
network structure; nonequilibrium; uncertainty of 
observer selection and interaction with him; dynamic 
rules and regulations; counteracting and amplifying 
relationships with self-excitation; possible chaotic 
behavior; no element has enough information about the 
whole system; selective sensitivity to input actions 
(dynamic robustness and adaptation); the response time is 
greater than the time between input actions, and it is 
greater than the time of supervention; the real object of 
control cannot have a complete and reliable description 
(in accordance with Bremerman’s limit and Godel’s 
theorem) (Okhtilev et al, 2006; Ignatyev, 2008). The 
specified objective circumstances which are connected 
with CPSS have resulted in need at the beginning of the 
XXI century of formation in a wide range of experts of 
system outlook and the relevant system branch of 
scientific knowledge. It has been shown in the works 
(Lee, 2008; Ignatyev, 2008) that speaking about the 
interdisciplinary branch of the system's knowledge, it is 
expedient to select in it two big sections (block) — the 
block of fundamental system info-cybernetic knowledge 
and the block of applied system info-cybernetic 
knowledge. In the first of the listed blocks, the defining 
role is played by three scientific directions — the general 
theory of systems, cybernetics and informatics. 

As for the general theory of systems (systemology), 
this scientific direction sets the task to construct the 
general scientific basis for systems of any nature. The 
central concepts of the general theory of systems are the 
concepts of an open system, i.e. the system interacting 
with the environment surrounding it, both complex and 
big. The mathematical basis for the general theory of 
systems can reasonably enough be considered as a certain 
interpretation of the basis for mathematics, mainly 
theories of the relations (the concept of the relation is 
fundamental both in mathematics, and in system 
researches), theories of mathematical structures and the 
theory of categories and functors. However, except for a 
number of recognized general provisions in general for 
the present, there is no uniform understanding of in what 
way this theory has to be applied. 

As regards informatics, this scientific direction is 
connected with the development of methods and means of 
collecting, storage, transfer, representation, processing 
and information security. Speaking about the processes of 
interaction of cybernetics with informatics it should be 

noted, first, that historically the last one considerably 
developed into a subsoil of traditional cybernetics, 
actually on uniform technical base — computer facilities 
and means of communication and data transmission, and, 
secondly, cybernetics, being a science about the general 
laws and regularities of management and communication, 
has objectively been forced in recent years to deal with 
the second round of rapprochement of cybernetics and 
informatics. There is an active terminological and 
substantial interpenetration of these scientific directions, 
issues of use of information for the benefit of 
management. Therefore, the methods, technologies and 
means developed into an informatics that actively take 
root into cybernetics within such new scientific directions 
as: information management, different types of 
intellectual management (situational, neuromanagement, 
the management based on knowledge, on the basis of 
evolutionary algorithms, multi-agent management and 
etc.). These types of intellectual management are based, 
in turn, on the appropriate intellectual information 
technologies (IIT) focused on symbolic information 
processing.  

Cybernetics is the general theory of management. 
Initially with the founder of cybernetics N. Winer in 1948 
in his book "Cybernetics or Management and 
Communication in an Animal and the Car", it was 
emphasized that this science is about management, 
communication and processing of information in systems 
of any nature (Wiener, 1950). At the same time, the main 
goal of the research conducted within the specified 
science consisted in identification and establishment of 
the most general laws of functioning to which submit as 
the operated objects, and the corresponding managing 
directors of a subsystem without regard to their nature. 
The classical cybernetics has reduced all earlier existing 
views of management processes into uniform systems and 
has proved its completeness and generality. In other 
words, it has shown in detail the raised power of system 
approach to the solution of complex problems (Ignatyev, 
2008). The most developed direction in cybernetics was 
the theory of management of dynamic technical systems 
within which numerous outstanding fundamental and 
applied scientific results have been received by multiple 
experts (Heikki, 2006; Okhtilev et al, 2006; Ignatyev, 
2008; Zhuge, 2010, 2011). 

In turn, cybernetic terminology gets into informatics 
and computer facilities. Today, in particular, concepts 
and, respectively, strategies of adaptive and proactive 
computer systems, adaptive management and the adaptive 
enterprise are very popular in the IT industry. Those 
strategies are intensively developed by the companies 
IBM, Intel Research, Hewlett-Packard, Microsoft, Sun, 
etc. (Okhtilev et al, 2006). At the same time, the material 
basis for the realization of technologies of the operated 
self-organization is created. In the modern business 
systems (BS) only those organizations obtain success in 
which development of IT architecture is focused on the 
Web services and technologies allowing to effectively 
decentralize traditional systems of decision-making, 
turning them into self-regulating subsystems. Interaction 
of cybernetics (neocybernetics) and informatics with the 
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general theory of systems is carried out in several 
directions. The first of these directions is directly 
connected with the generalized description of objects and 
subjects of management on the basis of the new 
formalistic approaches developed in a modern 
systemology to which it is possible to refer, for example, 
structural and mathematical and category-functor’s 
approaches (Okhtilev et al, 2006). In this regard, it is also 
possible to note interesting scientific results which have 
been received in a qualimetry of models and poly-model 
complexes and can be used in informatics and 
cybernetics. The methods and algorithms of 
decomposition (composition), aggregation 
(disaggregations), and coordination developed in the 
general theory of systems in relation to objects of any 
nature are widely used in cybernetics and informatics also 
in the solution of the problems of collecting, storage, 
transfer, representation, processing, information security, 
and also management of complex objects. On the other 
hand, it has been shown in the works (Wiener, 1950; 
Foerster, 1987; Okhtilev, 2006) that the approaches 
developed in the classical theory of management of 
technical objects and also in modern informatics can be 
applied successfully to the organization of processes of 
management of quality of models and poly-model 
complexes, and also at their structural and parametric 
adaptation. 

3 Methodological and Technical Basis 
for CPSS Integrated Modelling and 
Simulation 

During our investigation, we describe the main classes of 
CPSS integrated modeling tasks. For these aims, we use 
structure-dynamics control (SDC) theory. The 
methodological basis of this theory includes the 
methodologies of generalized system analysis and the 
modern optimal control theory for CTS with 
reconfigurable structures. The dynamic interpretation of 
SDC processes lets apply the results, previously received 
in the theory of dynamic system's stability, ability, failure 
tolerance, effectiveness and sensitivity, for CPSS analysis 
problems. The existence of various alternative 
descriptions for CPSS elements and control subsystems 
gives an opportunity of adaptive model selection 
(synthesis) for program control in changing environment. 
Therefore, we considered two general actual problems of 
the CPSS structure-dynamics investigation. Those are the 
problem of selection of optimal CPSS structure-dynamics 
control programs at different states of the environment 
and the problem of parametric and structural adaptation 
of models describing CPSS structure-dynamics control. 
In this case the adaptive control should include the 
following main phases: parametric and structural 
adaptation of SDC models and algorithms to previous and 
current states of objects-in-service (SO), of control 
subsystems (CS), and of the environment; integrated 
scheduling of CPSS operation (construction of SDC 
programs); simulation of CPSS operation, according to 
the schedules, for different variants of control decisions 

in real situations; structural and parametric adaptation of 
the schedule, control inputs, models, algorithms, and 
CPSS programs to possible (predicted by simulation) 
states of SO, CS, and the environment.  

During our investigations, the main phases and steps 
of a program construction procedure for optimal 
structure-dynamics control in CPSS were proposed 
(Okhtilev et al, 2006). At the first phase forming 
(generation) of allowable multi-structural macro-states is 
being performed. In other words, a structure-functional 
synthesis of a new CPSS make-up should be performed in 
accordance with an actual or forecasted situation. Here 
the first-phase problems come to CPSS structure-
functional synthesis. In the second phase, a single multi-
structural macro-state is being selected, and adaptive 
plans (programs) of the CPSS transition to the selected 
macro-state are being constructed. These plans should 
specify transition programs, as well as programs of stable 
CPSS operation in intermediate multi-structural macro-
states. The second phase of program construction is aimed 
at a solution of multi-level multi-stage optimization 
problems. 

One of the main opportunities of the proposed method 
of CPSS SDC program construction is that besides the 
vector of program control, we receive a preferable multi-
structural macro-state of the CPSS at the end point. This 
is the state of CPSS reliable operation in the current 
(forecasted) situation. The combined methods and 
algorithms of optimal program construction for structure-
dynamics control in centralized and non-centralized 
modes of CPSS operation were developed (Okhtilev et al, 
2006). Classification and analysis of perturbation factors 
having an influence upon the operation of CPSS were 
performed. Variants of perturbation-factors descriptions 
were considered in CPSS SDC models. In our opinion, an 
integrated simulation of uncertainty factors with all 
adequate models and forms of description should be used 
during the investigation of CPSS SDC. Moreover, the 
abilities of CPSS management should be estimated in 
both normal mode of operation and emergency situations. 
It is important to estimate the destruction “abilities” of 
perturbation impacts. In this case, the investigation of 
CPSS functioning should include the following phases: 
determining of scenarios for CPSS environment, 
particularly determining of extreme situations and 
impacts that can have catastrophic results; analysis of 
CPSS operation in a normal mode on the basis of a priori 
probability information (if any), simulation, and 
processing of expert information through the theory of 
subjective probabilities and theory of fuzzy sets; 
repetition of item b for the main extreme situations and 
estimation of guaranteed results of CPSS operation in 
these situations; computing of general (integral) 
efficiency measures of CPSS structure-dynamics control. 
Algorithms of parametric and structural adaptation of 
CPSS SDC models were proposed (Okhtilev et al, 2006). 
The algorithms will be based on the methods of fuzzy 
clusterization, on the methods of hierarchy analysis, on 
biological adaptation mechanisms, and on the methods of 
a joint use of analytical and simulation models. We 
illustrate our methodology by two examples. 
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4 Example of Lingvo-Combinatorial 
Modelling 

We often use a natural language to describe systems. We 
propose to transfer this natural language description to 
mathematical equations. 

For example, we have a sentence: 

 (1) 3ܦܴܱܹ+2ܦܴܱܹ+1ܦܴܱܹ 

Here we assign words and only imply the meaning of 
words, the meaning (sense) is only implied but not 
designated. 

We propose to assign meaning in the following form: 
(1ܦܴܱܹ) ∗ (1ܧܵܰܧܵ) + (2ܦܴܱܹ) ∗

(2ܧܵܰܧܵ) + (3ܦܴܱܹ) ∗ (3ܧܵܰܧܵ) = 0 (2) 

This equation (2) can be represented in the following 
form: 

1ܣ ∗ 1ܧ + 2ܣ ∗ 2ܧ + 3ܣ ∗ 3ܧ = 0 (3) 

Where Ai, i = 1, 2, 3, will denote words from English 
Appearance and Ei will denote senses from English 
Essence. The equations (2) and (3) are the model of the 
sentence (1). When we have a mathematical equation in 
the form F(x1, x2, x3) = 0, we can turn such a form by 
means of differentiation where the partial derivatives 
are the appearances and the derivatives with respect to 
time are the essences. This model is an algebraic ring 
and we can resolve this equation with respect to the 
appearances Ai or the essences Ei (Ignatyev, 2008): 

 A1 = U1*E2 –  U2*E3  
  A2 = - U1*E1 + U3*E3                   (4) 

 A3 = - U2*E1 – U3*E2  

or 
 A1 =   U1*A2 – U2*A3  

 A2 = – U1*A1 + U3*A3                   (5) 
 A3 = –U2*A1 – U3*A2  

Where U1, U2, U3 are arbitrary coefficients, can be used 
for solution of different tasks on the initial manifold (2) 
or (3). In general, if we have n variables in our system and 
m manifolds, constraints, then the number of arbitrary 
coefficients S will be defined as the number of 
combinations from n to m+1 (Ignatyev, 2008), as shown 
in Table 1.  
 
 
 
 
 
 
 
 

Table 1. Number of combinations from N to M+1. 

 

mnCS m
n  1

       

The formula (6) is the basic law of cybernetics, 
informatics and synergetics for complex systems 
(Ignatyev, 2008). The number of arbitrary coefficients is 
the measure of uncertainty. Usually, when solving 
mathematical systems, the number of variables is equal to 
the number of equations. In practice, we frequently do not 
know how many constraints, there are on our variables. 
Combinatorial simulation makes it possible to simulate 
and study the systems with uncertainty on the basis of 
incomplete information. The problem of simulation of 
condition, guaranteeing the existence of maximum 
adaptability, is considered.  

It is supposed that the behavior of a system with n 
variables is given with an accuracy of m intersecting 
manifolds, n > m. If the system is considered as a 
multidimensional generator where at least a part of the 
variables interacts with environment variables, and if the 
objective of the system is to decrease the functional of 
discoordination between them (� 1… � k), the system 
control unit has two instruments of impact, a and b, upon 
the system. First, this is the tuning – the changing of 
uncertain coefficients in the structure of the differential 
equations of the system, taking into account that the 
greater number of these coefficients implies a more 
accurate system response to a changing environment. 
Second, this is the learning – the imposing new 
restrictions on the system behavior. The number of 
arbitrary coefficients, in the structure of equivalent 
equations, changes in the process of learning, of 
consecutive imposing new and new restrictions on the 
system behavior.  In the systems with more than six 
variables the number of arbitrary coefficients increases 
first, and then, passing through the maximum begins to 
decrease. This phenomenon makes it possible to explain 
the processes of system growth, complication and death. 
The existence of maximum adaptability phenomenon is 
observed in numerous biological, economical and 
physical-engineering systems. It is important that we 
describe a system with a full sum of combinations and 

EUROSIM 2016 & SIMS 2016

601DOI: 10.3384/ecp17142597       Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland



have all the variants of decisions. The linguo-
combinatorial simulation is a useful heuristic approach 
for investigation of complex, poorly formalized systems. 
Natural language is the main intellectual product of 
mankind; the structure of natural language reflects the 
structure of natural intellect of mankind and its certain 
representatives on the level of consciousness and 
unconsciousness. Linguo-combinatorial simulation is the 
calculation, which allows to extract the senses from texts. 
L. Wittgenstein wanted to have the calculation of senses. 
In our calculation  we have the three groups of variables: 
the first group – the words of natural language Ai, the 
second group — the essences Ei, which can be the 
internal language of brain (Ignatyev, 2008); we can have 
the different natural languages, but we have only one 
internal language of brain; this hypothesis opens a new 
way for experimental investigation; the third group of 
variables – the arbitrary coefficients, structural 

uncertainty in our model, which we can use for adaptation 
in translation processes and etc. 

5 Example of Transport Networks 
Simulation 

As an example of the integrated modeling and simulation 
based on the CPSS, we developed a simulation program 
(Figure 2) and an experimental stand (Figure 3) with a 
transport network (for example, railroad) and some 
production and warehouse facilities are currently under 
development. The railroad is provided with multiple 
sensors, for example, the RFID, which provides 
information about the position and the speed of bypassing 
locomotives. 
 

Figure 2. Screenshot from the transport network simulation program. 

 

Figure 3. The experimental stand. 
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We note that the RFID experimental environment is 
not intended (at least, in its current version) for a full 
implementation of the developed models. It is much 
simpler than the modeling framework and serves to gather 
experimental data for the modeling complex. The 
modeling complex itself is implemented in a special 
software environment, which contains a simulation and 
optimization engine of CS planning and execution 
control, a Web platform, an ERP system, and APS 
system, and a SCEM system. The kernel of the 
computational framework is the decision modeling 
component, that is, the simulation and optimization 
engine. The schedule optimization is based on an optimal 
control algorithm that is launched by a heuristic solution, 
the so-called first approach. The seeking for the 
optimality and the CS scheduling level is enhanced by 
simultaneous optimizing and balancing interrelated CS 
functional, organizational and information structures. The 
schedules can be analyzed with regard to performance 
indicators and different execution scenarios with different 
perturbations. Subsequently, parameters of the CS 
structures and the environment can be tuned if the 
decision-maker is not satisfied with the values of 
performance indicators. In analyzing the impact of the 
scale and location of the adaptation steps on the CS 
performance, it becomes possible to justify methodically 
the requirements for the RFID functionalities, the stages 
of a CS for the RFID element locations, and the 
processing information from RFID. In particular, possible 
discrepancies between actual needs for a wireless solution 
of CS control problems and the total costs of ownership 
regarding RFID can be analyzed. In addition, processing 
information from RFID can be subordinated to different 
management and operation decision-making levels 
(according to the developed multi-loop adaptation 
framework). Pilot RFID devices with reconfigurable 
functional structure are developed (Kurve et al, 2013). In 
order to simulate the RFID-based transport network, we 
have created a prototype of a simulation model that 
reproduces a real railway network. To do this, we could 
use different approaches, but the most suitable are the 
multi-agent system (MAS) modelling (Niazi et al, 2011; 
Kurve et al, 2013). To realize the simulation model, we 
could use different tools made for modeling a MAS 
(Okhtilev et al, 2006; Lee, 2008; Niazi et al, 2011; Kurve 
et al, 2013) but most of them have a restrictive or a paid 
licensing policy. So we managed to develop from scratch 
a prototype of a simulation environment based on the C++ 
programming language and the MAS approaches. The 
first step in creating a simulation model is to define the 
time framework (Niazi et al, 2011) implemented in the 
form of a main event loop. In the loop, we have two 
functions. The first may or may not create a random 
disturbance in the locomotive speed and the maximum 
speed. The second function simulates the agent behavior. 
This system enables us to simulate a basic railroad 
network and test the RFID infrastructure on a realistic 
model. Of course, as any system, this one has its 
advantages and disadvantages. As regards advantages, 
they include: the technologies used to create this model 
(C++ language), it provides us with a great flexibility in 

terms of functionality, allowing for modification and
implementation of any kind of logic we want; agent-based
modeling is a powerful method allowing a large number
of enhancements in the behavior of the system.
Additionally, it enables us to define a logic of each
individual locomotive, which is close to how decisions
are made in a real system; define the system behavior by
an independent entity allows greater scalability, as the
complexity of the system is linear to the number of
entities.

6 Conclusions
Dynamic multiple-model descriptions of CPSS
functioning at different stages of their lifecycle are
proposed in the paper. Different types of models
(analytical-simulation, logical algebraic, logical-
linguistic models) were proposed for description and
study of the main attributes of the CPSS (Yusupov et al,
2011; Geida et al, 2015; Yusupov, 2009). Joint use of
diverse models in the framework of poly-model systems,
allows one to improve the flexibility and adaptability of
IDSS, as well as to compensate the drawbacks of one
class of models by the advantages of the other (Okhtilev
et al, 2006; Ignatyev, 2008).

Acknowledgements 
The research described in this paper is partially supported 
by the Russian Foundation for Basic Research (grants 15-
07-08391, 15-08-08459, 16-07-00779, 16-08-00510, 16-
08-01277, 16-29-09482-оfi-i, 17-08-00797, 17-06-
00108, 17-01-00139, 17-20-01214, 17-29-07073-оfi-i), 
grant 074-U01 (ITMO University), state order of the 
Ministry of Education and Science of the Russian 
Federation №2.3135.2017/4.6, state research 0073–
2014–0009, 0073–2015–0007, International project 
ERASMUS +,  Capacity building in higher education,  № 
73751-EPP-1-2016-1-DE-EPPKA2-CBHE-JP, 
Innovative teaching and learning strategies in open 
modelling and simulation environment for student-
centered engineering education. 

References 
S. Bir. Cybernetics and production control. Fizmatlit. 1963. 
H. von Foerster. Cybernetics. Encyclopedia of Artificial 

Intelligence. John Wiley and Sons. 1987. 
A.S. Geida, I.V. Lysenko, and R.M Yusupov. Main Concepts 

and Principles for Information Technologies Operational 
Properties Research. SPIIRAS Proceedings, 42:5‒36, 
2015. 

H. Heikki. Neocybernetics in Biological Systems. Helsinki 
University of Technology, Control Engineering 
Laboratory. Report 151, p. 273, August 2006. 

M.B. Ignatyev. Semantics and selforganization in nanoscale 
physics. International Journal of Computing Anticipatory 
Systems, 22:17–23, 2008.  

A. Kurve, K. Kotobi, and G. Kesidis. An agent-based 
framework for performance modeling of an optimistic 
parallel discrete event simulator. Complex Adaptive 
Systems Modeling, 1(1):12, 2013. doi: 10.1186/2194-
3206-1-12 

E.A. Lee. Cyber physical systems: Design challenges. 2008 
11th IEEE International Symposium on Object and 

EUROSIM 2016 & SIMS 2016

603DOI: 10.3384/ecp17142597       Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland



Component-Oriented Real-Time Distributed Computing 
(ISORC), 11:363-369, 2008.  
doi: 10.1109/ISORC.2008.25 

M. Niazi, A. Hussain. Agent-based computing from multi-
agent systems to agent-based models: a visual survey. 
Scientometrics, 89(2):479–499, 2011.  
doi: 10.1007/s11192-011-0468-9 

M.Yu. Okhtilev, B.V. Sokolov, and R.M. Yusupov. 
Intellectual technologies for monitoring and control of 
structural dynamics of complex technical plants. Nauka 
Publishers. 2006. 

N. Wiener. The Human Use of Human Beings: Cybernetics and 
Society. Da Capo Press. 1950. 

R.M. Yusupov,  B.V. Sokolov,  A.I. Ptushkin, A.V. 
Ikonnikova,  S.A. Potryasaev,  and E.G.Tsivirko.  
Research problems analysis of artificial objects lifecycle 
management. SPIIRAS Proceedings, 16:37‒109, 2011. 

R.M. Yusupov. About the impact of information and 
communication technologies on the national security 
assurance in the environment of the information society 
forming. SPIIRAS Proceedings, 8:21‒33, 2009. 

H. Zhuge. Cyber physical society. Proceedings of the 6th 
International Conference on Semantics, Knowledge and 
Grids, 1:1-8, 2010.  

H. Zhuge. Semantic linking through spaces for cyber-physical-
socio intelligence: a methodology. Artificial Intelligence, 
175:988–1019, 2011. doi: 10.1016/j.artint.2010.09.009 

 

EUROSIM 2016 & SIMS 2016

604DOI: 10.3384/ecp17142597       Proceedings of the 9th EUROSIM & the 57th SIMS
September 12th-16th, 2016, Oulu, Finland


	Introduction
	Materials and Methods
	Results and Discussion
	Conclusions
	Introduction
	Calculation formulas
	Calculation of Intra-Ocular Lens for Non-Normal Eyes

	Back ground of studies
	Artificial Neural Network
	Real data
	Collected Data
	Specification of Patients Data Selected for Collection
	Specification of Preprocessing Parameters


	Results
	Objective
	ANN training
	ANN settings
	Results

	Conclusion
	Future work
	Introduction
	Homeostasis, Disturbance Rejection and Set Point Tracking
	Controller Motifs

	Results
	Dynamic Properties of Controller Motifs
	Tuning of Individual Controllers

	Conclusions
	Introduction
	Modelling the pharmacokinetics of propofol
	The 3-compartmental model
	Effect-site concentration model
	Model parameters

	Model verification
	Simulation results
	Propofol inflow
	Plasmatic concentration
	Effect-site concentration
	Evaluation of the predictive quality of the model

	Conclusion
	Introduction
	Modular Model Predictive Control Concept
	Building Setup
	Modular Predictive Control Concept

	Energy Supply Level - ESS - Models
	Linear Models
	Hybrid Models

	Model Predictive Controllers
	Objective Function
	LMPC
	MI-MPC

	Simulation Results
	Simulation Setup
	Demonstration of MPCC Performance
	Comparison between MPCC and RBC

	Conclusion
	Introduction
	Data Properties
	Macro Money Systems in QEs
	Behavior in QE1=(2008m11,2010m06)
	Behavior in QE2+=(2010m11,2012m08)
	Behavior in QE3=(2012m09,2014m10)

	Transmission Path of Housing Price from Reserve to Economic Activity
	Decomposition of M2 into Transaction and Precautionary Money Demands in (1975m10, 2016m03)
	Estimation of Precautionary Money Demand
	The Role of Business Condition u(t)=napm-50 in Transmission Mechanism of QEMP during QE1, QE2+ and QE3

	Conclusion
	Introduction
	Mathematical Model
	Model Parameters and Geometry
	Results and Discussions
	Conclusions
	Introduction
	Field Excitation Control
	Capability Curve
	Classical Control

	Concept and Formulation of MPC
	MPC as Excitation Control
	Modeling and Control Workflow

	Tuning the MPC Controller
	Time Response
	Open Circuit Conditions

	First-swing Angle Stability Enhancement
	Long-term Voltage Stability Enhancement
	Steady-state Voltage Stability
	Power System Simulator
	LTVS Simulations

	Discussion
	Conclusion
	Introduction
	Grid impedance model
	Impedance-based instability studies
	Practical implementation
	Conclusion
	Aknowledgements
	Introduction
	Literature Review
	Circulating Fluidized Bed Boilers
	Characteristics of RDF
	Agglomeration

	Methodology
	Description of Model
	Mass and Energy Balances
	Hydrodynamics

	Results and Discussion
	Validation
	Agglomerate Prediction

	Conclusion
	Introduction
	Theory
	Stability of Grid-Connected System
	Maximum-Length Binary Sequence

	Implementation in dSPACE
	System Setup
	Experiment

	Conclusions
	Introduction
	Governing Equation for Flow Modeling
	KP Numerical Scheme
	Simulation of the River Flow
	Results and Discussion
	Simulation Results
	Simulation Results for Numerical Stability Analysis

	Conclusion
	Introduction
	Air preparation process
	Fuzzy identification
	Takagi-Sugeno fuzzy model
	Fuzzy clustering

	Data collection
	Structure selection
	Input and output variables
	Representation of the systems' dynamics
	Fuzzy models granularity

	Fuzzy clustering and model validation
	Comments on resulting model performance

	Control experiments
	PID control
	Supervisory logic

	Conclusions
	Introduction
	First step - DES model
	Second Step - Portfolio optimization

	Stochastic DES model through markovian properties
	Product-Form Networks - Convolution algorithm
	Marginal probability
	Mean response time

	Load-haulage cycle
	DES model: Load-haulage system
	Project portfolio formulation
	Conclusion
	Introduction
	Overview of the Method
	Computing the Encounter Probabilities
	Example

	State Transition Matrix
	Projectile with a Single Sensor Fuzed Submunition
	Example
	Projectile with Two Sensor Fuzed Submunitions

	Failure Probability of the System
	Conclusion
	Hydro-pneumatic Accumulator
	Recent Research
	Purpose of This Study

	Logical Structure of Simulation Model
	Physics of Piston Type Hydro-Pneumatic Accumulator
	Nitrogen gas
	Mechanical Structure
	Hydraulic Fluid

	Conceptual Model

	Mathematical Model
	Equations for Nitrogen Gas
	Equations for Piston
	Equations for Friction
	Equations for Hydraulic Fluid
	Equations for Orifice

	Modelling in MATLAB/Simulink
	Calibration and Validation of the Simulation Model
	Testing Setup
	Laboratory Tests
	Validation

	Conclusion
	Introduction
	Contributions
	Setup for the analysis
	Experimental data
	Compressor Map
	Compressor Isentropic Efficiency
	Corrected Mass Flow
	Data Treatment

	 Pressure Losses in Gas Stand
	Pressure Loss in Straight Pipe
	Friction Factor - Laminar Flow
	Friction Factor - Turbulent Flow
	Pressure Loss In Bend
	Pressure Loss in Inlet Nozzle and Outlet Diffuser
	Adjust Measured Data
	Calculate New Compressor Efficiency

	Effect of pressure losses on measured compressor efficiency
	Compressor and Pipes Dimensions
	Case 1: Straight Pipes
	Case 2: Pipes with Diffuser and Nozzle
	Case 3: Pipes with Diffuser, Nozzle and Bend

	Summary and Discussion
	Future Work
	Conclusion
	Introduction
	Traffic Regulation: Stage selection
	Signal Control Schemes
	Pre-timed network control
	Max-Pressure Practical (MPract)

	Modelling and Simulation Overview
	An event-driven approach
	PointQ design

	Case Study-Data description
	From theory to applications
	System Stability
	Trajectory Delay Measurement
	Queue Delay Measurement
	Varying Traffic Conditions

	 PointQ versus AIMSUN Network Performance
	Evolution of phase (137,154)
	Evolution of phase (254,237)

	Conclusion
	Introduction
	Background
	MVB and Master Transfer
	Multifunction Vehicle Bus
	Mastership Transfer

	Model Checking with temporal logic

	System Modelling
	Bus Administrator Modelling
	basic data structure
	finite state machine of Bus Administrator

	Communication and Timing Modelling
	communication mechanism of BusAdmin
	timing mechanism


	Property Modelling
	Property Classification
	safety property
	liveness property

	Live sequence charts
	Observer Automata modelling

	Experiments
	Conclusion
	Introduction
	Experimental data
	Modeling
	Compressor
	Turbine
	EGR Blowers
	Auxiliary Blower
	Exhaust Back Pressure
	Combustion Species and Thermodynamic Parameters

	Parameterization Procedure
	Complete stationary parameterization
	Dynamic estimation

	Model Validation
	Conclusions
	Nomenclature
	Introduction
	Fundamentals
	Safe Active Learning
	The high pressure fuel supply system

	Design and Implementation
	Training of the hyperparameters
	The discriminative model
	The risk function
	The path to the next sample
	The algorithm

	Evaluation
	Evaluation in simulation
	Evaluation at a test vehicle

	Conclusion
	Introduction
	Modelling
	Centre of Gravity
	Aerodynamic Forces
	Definition of Angles
	Lever Arms
	Catenary
	Equations of Motion
	Velocities
	Self Stabilisation
	Complete Model

	Model Parameters
	Simulation Results
	Gliding Flight
	Towing Process

	Conclusions
	Introduction
	Context
	Compton scattering tomography (CST)

	Modelling of the new CST modality
	Proposed setup by back-scattering
	Direct problem : Image formation
	The half-space Radon transform (HRT)
	Image formation

	Inverse problem : Object Reconstruction
	Inversion of the HRT
	Filtered back-projection


	Simulation of the new CST modality
	Energy resolution of the detector
	Spatial discretization
	Window functions

	Conclusion and perspectives
	Introduction
	Powertrain model
	Problem formulation
	Tip-in problem constraints
	Boundary conditions for the tip-in problem
	Path constraints during tip-in

	Optimal control problem formulation
	Numerical solution of optimal control problems

	Optimal control results
	Extreme transients
	Compromise between time, Jerk and energy
	Jerk-Energy trade-off
	Efficient state and control transients

	Conclusions
	An Improved Kriging Model Based on Differential Evolution
	1 Introduction
	2 Theory of kriging model
	3 Kriging model based on DE algorithm
	3.1 Theory of DE algorithm
	3.2 Kriging interpolation based on DE algorithm
	3.3 Process of kriging Model based on DE algorithm

	4 An engineering example
	4.1 Setting DE algorithm parameters
	4.2 Data preprocessing
	4.3 Model computation and optimization

	5 Conclusion
	Introduction
	Model for slug flow
	Simulation for slug flow
	State estimation
	Control strategies
	Model predictive control
	PI control

	Simulation results and discussion
	Control structure I
	Control structure II
	Control structure III

	Computational time for MPC
	Maximum valve opening
	Conclusion
	Introduction
	Description of the loading bridge
	Modelling with Modelica
	Package of mechanical components Mechanics
	Package of causal components Blocks
	Structure and components of the overall model
	Model of the loading bridge
	World
	Cart
	Pendulum
	Drive


	Controller in Matlab Simulink environment
	Experiments
	Open loop experiments
	Closed loop experiments

	Conclusion
	Introduction
	MMT - Mathematics, Modelling and Tools
	Structure of MMT
	Usage of MMT

	Maple T.A. - Maple Testing and Assessment
	Structure MTA
	Usage MTA
	Mathapps
	MTA - Moodle Connector

	Case Study
	Conclusion
	Outlook
	Introduction
	Signal processing
	DFT and derivatives
	lp-norms and MIT-indices
	Nadaraya-Watson nonparametric regression

	Measurements and gearbox properties
	Load haul dumper front axle
	Water power station gearboxes

	Calculations from the LHD measurements
	Calculations from the WPS measurements
	Conclusion
	Introduction
	Preliminaries
	Problem Statement
	Vector Smoothing Splines

	Trajectory Planning
	Trajectory between Two Lines
	Centerline and Intermediate Time Instants
	Smoothing Spline Trajectory

	Numerical Examples
	Path with Piecewise Linear Boundaries
	Path in Obstacle Avoidance Problem

	Concluding Remarks
	Introduction
	Literature Review
	Dynamic multi-workstation model based on electrical components

	Simulation Model with a PI Controller
	Test and Results
	Final Remarks
	Introduction
	Related Work
	Methodology
	DataSet

	Semantic Identification Through Multiple Classifiers
	Global Feature Extraction through Wavelet Decomposition
	Deep Learning of Neural Network

	Image Retrieval
	Performance Analysis
	Conclusion
	Motivation
	Related work
	Data set and pre-processing
	Defining the curvature of a steel plate
	Experiment
	Discussion
	Conclusion
	Introduction
	New Evolutionary Computation
	Island model parallel distributed in NN-DEGA
	Self-adaptive using Neural Network
	Reconstruction of differential vector
	Elite strategy

	Numerical Experiments
	Benchmark Functions
	Experiment Results
	Comparison for Robustness

	Conclusion
	Introduction
	Classical RF Prediction
	Fuzzy Clustering Prediction
	Analysis
	Conclusion
	Introduction
	Dynamic Artificial Neural Network 
	Back Propagation Through Time (BPTT)
	Real Time Recurrent Learning (RTRL)
	Extended Kalman Filter Learning (EKF)

	Experimental Set-up
	Results
	Simulation Study
	Experimental Study

	Conclusion
	Introduction
	Overview of Toolbox
	DANN Main
	Uploading data set
	Division of data set
	Validation check
	Bias
	Learning algorithm
	Learning parameters
	Past inputs and outputs
	Additional parameters

	Parameter Tuning
	Plot Menu
	Performance plot
	Regression plot
	Prediction plot
	Parameter plot
	Error plot

	Additional information
	Installing the MATLAB DANN toolbox

	Case Studies
	Case I: BPTT learning algorithm for flow measurement
	Case II: EKF learning algorithm for temperature measurement
	Case III: RTRL learning algorithm for mortality prediction

	Conclusion
	Modeling and Simulation of Train Networks Using Max-Plus Algebra
	1. Introduction
	2. Max-plus algebra
	3. Scheduled max-plus linear systems
	4. Timetable stability
	4.1 Delay sensitivity analysis
	4.2 Dynamic Delay Propagation
	4.3 Recovery Matrix

	5. Conclusion
	Introduction
	Construction of DBN metamodels
	Utilization of DBN metamodels
	Example analysis - simulated operation of air base
	Conclusion
	Introduction
	Metastable liquids

	Model for two phase flow and phase transition
	The van der Waals equation of state

	Solver
	Stiff pressure relaxation
	Stiff thermodynamic relaxation

	Experiments
	Simulation set-up
	Results and discussion
	Conclusion
	Introduction
	ParModelica
	Previous Research on PDEs in Modelica
	Partial Differential Equations (PDE)
	Explicit Form

	Numerics
	Discretisation
	Runge-Kutta with Variable Step Length

	General-Purpose Computing on Graphics Processing Units (GPGPU)
	PDEs in Modelica
	Algorithmic Modelica and ParModelica
	Solver Framework
	User Defined State Derivative and Settings
	Types Used by the Solver
	Solvers

	Use Case — Heat in Plane
	Poor Insulation and Constant Temperature
	Constant Temperature Depending on Location

	Performance Measurement
	Pros & Cons of Solver Written in Modelica
	Conclusions
	Blood Flow in the Abdominal Aorta Post 'Chimney' Endovascular Aneurysm Repair
	1 Introduction
	2 Methodology
	2.1 Governing Equations
	2.2 Anatomical Model
	2.3 Numerical Model
	2.4 Numerical Discretization

	3 Results
	3.1 Validation
	3.2 Flow Patterns
	3.3 Flow Regime

	4 Discussion and Conclusions
	Introduction
	Spin-Image Algorithm
	The Proposed Parallel Spin-Images Algorithm
	Results and Analysis
	Platform Specification
	Experimental Data
	Results

	Conclusions and future work
	Introduction
	Overview of Python API
	Goal
	Installing the OMPython Extension
	Status
	Description of the API
	Python Class and Constructor
	Utility Routines, Converting Modelica  FMU
	Getting and Setting Information
	Operating on Python Object: Simulation, Optimization
	Operating on Python Object: Linearization


	Use of API for Model Analysis
	Case Study: Simple Tank Filled with Liquid
	Model Summary
	Modelica Encoding of Model
	Use of Python API
	Basic Simulation of Model
	Parameter Sensitivity/Monte Carlo Simulation

	Discussion and Conclusions
	Introduction
	Related Work
	Virtual Testing of Open embedded Systems
	Simulator Coupling for Network Simulation
	Network Fault Injection Testing
	Case Study
	Conclusions and future work
	Validation Method for Hardware-in-the-Loop Simulation Models
	1 Introduction
	2 Validation Methods
	2.1 Open-Loop Operation
	2.2 Independent Closed-Loop Operation
	2.3 Compensated Closed-Loop Operation

	3 Related Work
	3.1 Example Circuit
	3.2 Simulation Models

	4 Simulation Results
	4.1 Models with Different Switching Delays
	4.2 Discrete-Time Models
	4.3 Fixed-Point Models

	5 Conclusion
	Introduction
	Control Engineering: The Teacher's Challenge
	New Curriculum For Teaching Automatic Control
	Luma Activity
	Conclusion
	Introduction
	The Activated Sludge Process
	Mass balances and expression for the sludge age
	The settler

	ASP with ideal settler model
	Steady-state solutions
	Substrate input-output relationship for constant sludge age

	ASP with DZC settler model
	Steady-state solutions
	Substrate input-output relation for constant sludge age

	An approximation for S* given 0
	Numerical example
	Theorem 1
	Theorem 2

	Conclusions
	Introduction
	Materials and Methods
	Gaussian Mixture Models
	GMM based fault detection criteria

	Case Study: Monitoring a Secondary Settler
	Results 
	Discussions
	Conclusions
	Introduction
	Industrial Process Description
	SIAAP Waste water and sewage Sludge Treatment Process
	Incineration Process
	The Furnace
	The Heat Exchanger


	Identification Process Overview
	Sludge Incineration sub-models: Input-output interaction.
	Identification Strategy

	Validation Methods
	Absolute Criteria
	Relative reference-model criteria

	Results and Discussions
	Relative Reference-Model Criteria Results

	Conclusion
	1 Introduction
	2 Modelling
	2.1 Basic Process Components
	2.2 Boiler Evaporator Loop
	2.3 Test Model

	3 Simulation Tests
	3.1 Comparison of Numerical Solvers
	3.2 Effects of Initial State and Parameters

	4 Conclusions
	Introduction
	TCP-100 solar field description
	Mathematical modeling of TCP-100 solar field
	 Optical and geometric efficiencies
	Characteristics of the heat transfer fluid
	Thermal losses

	Simulations
	Conclusion
	Introduction
	Description of a Basic Gas Turbine Model
	Compressor
	Combustion Chamber
	Turbine Module

	Computational Causality And Conditions for Numerical Convergence
	First Principles Compression and Expansion Maps
	Compression Case
	Expansion Case

	Simulation Results
	Conclusion
	Appendix
	Introduction
	Modelling methodology, libraries and tools
	Plant Description
	Innovative aspects
	OTSG topology

	Device modelling
	Re-used components
	Custom component models
	Separator
	Feedwater heater
	Deaerator
	MS fluid model


	Plant modelling
	OTSG model
	Turbine model
	Feedwater preheaters train
	Plant control system
	Complete plant model

	Simulation objectives - methodology
	Simulation performance
	Conclusion
	Introduction
	Formal Problem Statement and SVM
	SVM by Set-Valued Training Data
	A Modification of the AdaBoost
	Imprecise Updating Weights of Robots
	Conclusion
	Introduction
	Methodology
	Power grid connection
	Electrolyser
	Interim gas storages
	Methanation
	MEA CO2 capture
	CH4 compression

	Control sequences
	CH4 compression
	Start-up
	Power grid connection
	Methanation reactor
	Electrolysers
	Interim gas storages
	CH4 compression

	Shutdown
	Methanation reactor
	CH4 compression
	Interim gas storages
	Electrolysers


	Results
	Conclusion and future work
	Acknowledgment
	Introduction
	Mathematical Model
	Assumptions
	Development of Model
	Material Balance
	Energy Balance
	Heat Exchanger


	Simulation Results and Discussion
	Simulation Results
	Comparison with Previous Work

	Conclusions
	1 Introduction
	2 Herding behavior of rhinos
	2.1 A synoptic model of space use
	2.2 Population size updating model

	3  Rhino herd (RH) algorithm
	3.1 Synoptic model
	3.2 Population size updating model
	3.3 RH algorithm

	4 Simulation results
	5 Discussions and conclusions
	Acknowledgements
	References

	Introduction
	Structure and Kinematics of the Double-Spiral Mobile Robot
	Structure
	Forward kinematics
	Gripper positions
	COG

	NESM
	Numerical Case Study
	Conditions and methods
	Results

	Discussion
	Conclusion
	Introduction
	Data analysis
	Nonlinear scaling
	Interactions
	Uncertainty
	Natural language

	Recursive analysis
	Scaling
	Interactions
	Fuzzy logic
	Smart adaptive systems

	Temporal analysis
	Trend indices
	Fluctuations
	Changes of operating conditions

	Conclusion
	Introduction
	MOEA/D
	Algorithm
	Focused Issue

	Proposed Method: Chain-Reaction Initial Solution Arrangement
	Aim and Concept
	Method

	Experimental Settings
	Results and Discussion
	Search Performance at Final Generation
	Search Performance over Generations

	Conclusions
	Introduction
	Modeling demand-side management
	Markets
	Actors
	Other elements

	Controlling consumption
	Optimizing scheduling
	Controlling (via) frequency

	Discussion and conclusions
	Introduction
	Components and Parameters of Musical Expression
	Learning Support System of Musical Representation
	Generation of Example of Musical Expression
	Construction of Kansei Space
	Image Estimation
	Parameter Values Estimation using Fuzzy Inference
	Interactive Modification of Musical Expression

	Comparison of Parameter of Musical Expression
	Advice for Parameter of Musical Expression

	Range of Learner's Musical Expression on Kansei Space
	Estimation of Range of Musical Expression
	Advice about Impression


	Experiment
	Results and Discussions

	Conclusion
	Introduction
	Formulating the GA Optimization
	The Problem Encoding
	The Objective Function (Fitness)
	Selecting The GA Operators
	Tuning the GA Parameters

	FPGA Implementation
	GA's HDL Entities
	Fitness
	Selection
	Crossover
	Mutation
	Generating Pseudo Random Sequences
	Replacement

	Performance Evaluation
	Functional Verification
	Fitness
	Selection
	Replacement
	Crossover
	Mutation
	LFSRs
	Comparator


	Integrating GA into the SoC
	Interfacing GA with the HPS
	Controlling GA from the Linux host

	Conclusion and Future Work
	Introduction
	Related Work
	Earthmoving Simulator
	Workspace Subdivision with Scoop Area
	High Point and Zero Contour Methods
	Simulation Results and Discussion
	Conclusion and Future Work
	Introduction
	SDNized Wireless LAN Testbed
	 Central Manager
	 Aggregator and Transport Network
	 Network Edge
	 Android Measurement Application
	Experiment Automation

	Mobility Management - A Use-Case Scenario Implementation
	Mobility Handling in Developed Testbed
	Logging 
	Running the Experiment
	Parsing and aggregating results


	Conclusion

