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FOREWORD 
The annual meeting 2017 of the Swedish Computer Graphics Association (SIGRAD) took 

place at Linköping University, Campus Norrköping in Norrköping, Sweden in August 2017. 

SIGRAD is an event where researchers and industry professionals meet to discuss novel 

visions and developments in the field of computer graphics and related areas, such as 

visualization and human-computer interaction (HCI). Since SIGRAD was started in 1976, it 

has developed into the major annual appointment for the Nordic community of graphics and 

visual computing experts with a broad range of backgrounds. It thereby addresses the 

increasing need for visual computing solutions in both commercial and academic areas. 

SIGRAD 2017 offered a strong scientific program consisting of international keynote 

speakers from research and industry, presentations of recent scientific achievements in the 

field within Sweden, and novel technological results from international contributors. The 

topics covered present a nice cross-section across the diverse research efforts in the domains.  

Five original papers have been accepted for presentation after being peer-reviewed by an 

International Program Committee consisting of 22 highly qualified scientists. Each paper was 

reviewed, on average, by three reviewers from the committee. The accepted papers range 

from general computer graphics practices to practical applications and services that may 

benefit from the use of visualizations and computer graphics technologies. The extended 

participation of students at all levels of academia in research has been encouraged this year 

and 2 papers were selected which are first-authored by students studying at Master's Degree 

level.  

This year, we continued the “Swedish Research Overview Session” introduced at last year’s 

conference. In this session, Swedish research groups are given the opportunity to present 

their academically outstanding, previously published work at the annual conference. All 

papers in this session have been published in an academically outstanding journals or 

conferences not more than two years prior to the SIGRAD conference. 

We especially wish to thank our invited keynote speakers: Christoph Garth, University of 

Kaiserslautern, Germany, Ivan Viola, Vienna University of Technology, Austria, Claes 

Lundström, CMIV, Linköping University, and Samuel Ranta Eskola, Microsoft. Finally, we 

want to express our thanks to Gun-Britt Löfgren for helping us in organizing this event. 

The SIGRAD 2017 organizers 

Martin Falk, Daniel Jönsson, Ingrid Hotz 
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VENUE 

Linköping University, Campus Norrköping 

Linköping University, LiU, conducts world-leading, boundary-crossing research in fields 

that include materials science, IT and hearing. In the same spirit, the university offers many 

innovative educational programs, frequently with a clear professional focus and leading to 

qualification as, for example, doctors, teachers, economists and engineers.  

LiU was granted university status in 1975 and today has 27,000 students and 4,000 

employees. The students are among the most desirable in the labor market and international 

rankings consistently place LiU as a leading global university. 

Campus Norrköping is located in the city center of Norrköping in the middle of 

Industrilandskapet, a historical industrial area from as early as the 1750’s), next to the river 

Motala Ström. 
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KEYNOTES 

Keynote I 

Task-Based Parallelization for Visualization Algorithms 

Christoph Garth, University of Kaiserslautern, Germany 

Keynote II 

Visual Integration of Molecular and Cell Biology 

Ivan Viola, Vienna University of Technology, Austria 

Keynote III 

The role of visualization in the world of AI 

Claes Lundström, CMIV, Linköping University, Sweden 

Artificial intelligence (AI), in particular deep learning, is considered to have the potential to 

revolutionize many domains. Even though some inflated expectations will prove unrealistic, 

there are many examples that clearly show how groundbreaking impact AI will have. But 

does visualization have a role to play in a world dominated by automated analytics? This 

talk will cover a few aspects of this issue in the context of applications from medical imaging 

diagnostics. 

Industrial Keynote II 
Games are Defining the Future 

Samuel Ranta Eskola, Microsoft 

The games industry has in a couple of decades moved from a Jolt cola-drinking basement 

culture to pushing technological invention all around the world. There are many examples of 

technologies and ideas that have been pushed forward within the games industry. 

One example is Simplygon, which was spawned as a technology for the games industry. In 

2017, the team joined with Microsoft in 2017 to take part in the development of 3D for 

everyone. We’ll also look at technologies like the GPU that was pushed forward by games 

and now is used in cancer treatment. How VR spawned in many shapes and forms in games 

and now is driving car sales. Or how the Kinect was developed by game developers, now 

has many use cases outside of game and then later morphed into the Hololens. 

We’ll use our spy glass to consider how games will affect our future as well. 
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SWEDISH RESEARCH OVERVIEW SESSION 
MVN-Reduce: Dimensionality Reduction for the Visual Analysis of Multivariate 

Networks 

R. M. Martins, J. F. Kruiger, R. Minghim, A. C. Telea, and A. Kerren 

Linnaeus University 

EuroVis 2017 (Short Paper) 

Link: http://www.cs.rug.nl/~alext/PAPERS/EuroVis17/paper2.pdf 

Abstract: The analysis of Multivariate Networks (MVNs) can be approached from two 

different perspectives: a multidimensional one, consisting of the nodes and their multiple 

attributes, or a relational one, consisting of the network’s topology of edges. In order to be 

comprehensive, a visual representation of an MVN must be able to accommodate both. In 

this paper, we propose a novel approach for the visualization of MVNs that works by 

combining these two perspectives into a single unified model, which is used as input to a 

dimensionality reduction method. The resulting 2D embedding takes into consideration both 

attribute- and edge-based similarities, with a user-controlled trade-off. We demonstrate our 

approach by exploring two real-world data sets: a co-authorship network and an open-

source software development project. The results point out that our method is able to bring 

forward features of MVNs that could not be easily perceived from the investigation of the 

individual perspectives only.  

SAH guided spatial split partitioning for fast BVH construction 

Per Ganestam and Michael Doggett 

Lund University 

Computer Graphics Forum (Proceedings of Eurographics), Volume 35, No. 2, 2016 

Link: http://fileadmin.cs.lth.se/graphics/research/papers/2016/splitting/  

Abstract: We present a new SAH guided approach to subdividing triangles as the scene is 

coarsely partitioned into smaller sets of spatially coherent triangles. Our triangle split 

approach is integrated into the partitioning stage of a fast BVH construction algorithm, but 

may as well be used as a stand-alone pre-split pass. Our algorithm significantly reduces the 

number of split triangles compared to previous methods, while at the same time improving 

ray tracing performance compared to competing fast BVH construction techniques. We 

compare performance on Intel’s Embree ray tracer and show that BVH construction with our 

splitting algorithm is always faster than Embree’s pre-split construction algorithm. We also 

show that our algorithm builds significantly improved quality trees that deliver higher ray 

tracing performance. Our algorithm is implemented into Embree’s open source ray tracing 

framework, and the source code will be released late 2015. 
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Global Feature Tracking and Similarity Estimation in Time-Dependent Scalar Fields 

Himangshu Saikia and Tino Weinkauf 

KTH Royal Institute of Technology 

Computer Graphics Forum (Proc. EuroVis) 35(3), June 2017 

Link: http://www.csc.kth.se/~weinkauf/publications/abssaikia17b.html  

Abstract: We present an algorithm for tracking regions in time-dependent scalar fields that 

uses global knowledge from all time steps for determining the tracks. The regions are 

defined using merge trees, thereby representing a hierarchical segmentation of the data in 

each time step.  

The similarity of regions of two consecutive time steps is measured using their volumetric 

overlap and a histogram difference. The main ingredient of our method is a directed acyclic 

graph that records all relevant similarity information as follows: the regions of all time steps 

are the nodes of the graph, the edges represent possible short feature tracks between 

consecutive time steps, and the edge weights are given by the similarity of the connected 

regions. We compute a feature track as the global solution of a shortest path problem in the 

graph. We use these results to steer the - to the best of our knowledge - first algorithm for 

spatio-temporal feature similarity estimation. Our algorithm works for 2D and 3D time-

dependent scalar fields. We compare our results to previous work, showcase its robustness 

to noise, and exemplify its utility using several real-world data sets. 

Towards Perceptual Optimization of the Visual Design of Scatterplots 

Luana Micallef, Gregorio Palmas, Antti Oulasvirta, and Tino Weinkauf 

KTH Royal Institute of Technology 

IEEE Transactions on Visualization and Computer Graphics (Proc. IEEE PacificVis) 23(6), 

June 2017, Received a Best Paper Honorable Mention 

Link: http://www.csc.kth.se/~weinkauf/publications/absmicallef17.html  

Abstract: Designing a good scatterplot can be difficult for non-experts in visualization, 

because they need to decide on many parameters, such as marker size and opacity, aspect 

ratio, color, and rendering order. This paper contributes to research exploring the use of 

perceptual models and quality metrics to set such parameters automatically for enhanced 

visual quality of a scatterplot. A key consideration in this paper is the construction of a cost 

function to capture several relevant aspects of the human visual system, examining a 

scatterplot design for some data analysis task. We show how the cost function can be used in 

an optimizer to search for the optimal visual design for a user's dataset and task objectives 

(e.g., "reliable linear correlation estimation is more important than class separation"). The 

approach is extensible to different analysis tasks. To test its performance in a realistic setting, 

we pre-calibrated it for correlation estimation, class separation, and outlier detection. The 

optimizer was able to produce designs that achieved a level of speed and success comparable 

to that of those using human-designed presets (e.g., in R or MATLAB). Case studies 

demonstrate that the approach can adapt a design to the data, to reveal patterns without user 

intervention.  

http://www.csc.kth.se/~weinkauf/publications/abssaikia17b.html
http://www.csc.kth.se/~weinkauf/publications/absmicallef17.html
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A high dynamic range video codec optimized by large-scale testing 

Gabriel Eilertsen, Rafał K. Mantiuk, Jonas Unger 

Linköping University 

IEEE International Conference on Image Processing ’16, 2016. 

Link: http://vcl.itn.liu.se/publications/2016/EMU16/ 

Abstract: While a number of existing high-bit depth video compression methods can 

potentially encode high dynamic range (HDR) video, few of them provide this capability. In 

this paper, we investigate techniques for adapting HDR video for this purpose. In a large-

scale test on 33 HDR video sequences, we compare 2 video codecs, 4 luminance encoding 

techniques (transfer functions) and 3 color encoding methods, measuring quality in terms of 

two objective metrics, PU-MSSIM and HDR-VDP-2. From the results we design an open 

source HDR video encoder, optimized for the best compression performance given 

the techniques examined. 

On local image completion using an ensemble of dictionaries 

Ehsan Miandji, Jonas Unger  

Linköping University 

IEEE International Conference on Image Processing ’16, 2016. 

Link: http://vcl.itn.liu.se/publications/2016/MU16/ 

Abstract: In this paper we consider the problem of nonlocal image completion from random 

measurements and using an ensemble of dictionaries. Utilizing recent advances in the field 

of compressed sensing, we derive conditions under which one can uniquely recover an 

incomplete image with overwhelming probability. The theoretical results are complemented 

by numerical simulations using various ensembles of analytical and training-based 

dictionaries. 

Transfer Function Design Toolbox for Full-Color Volume Datasets 

Martin Falk, Ingrid Hotz, Patric Ljung, Darren Treanor, Anders Ynnerman, Claes Lundström 

Linköping University 

IEEE Pacific Visualization Symposium (PacificVis 2017), 2017 

Link: http://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-134851  

Abstract: In this paper, we tackle the challenge of effective Transfer Function (TF) design for 

Direct Volume Rendering (DVR) of full-color datasets. We propose a novel TF design toolbox 

based on color similarity which is used to adjust opacity as well as replacing colors. We show 

that both CIE L*u*v* chromaticity and the chroma component of YCbCr are equally suited as 

underlying color space for the TF widgets. In order to maximize the area utilized in the TF 

editor, we renormalize the color space based on the histogram of the dataset. Thereby, colors 

representing a higher share of the dataset are depicted more prominently, thus providing a 

higher sensitivity for fine-tuning TF widgets. The applicability of our TF design toolbox is 

demonstrated by volume ray casting challenging full-color volume data including the visible 

male cryosection dataset and examples from 3D histology. 

http://vcl.itn.liu.se/publications/2016/EMU16/
http://vcl.itn.liu.se/publications/2016/MU16/
http://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-134851
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High-Quality Real-Time Depth-Image-Based-Rendering

J. Ogniewski1

1Linköping University, Linköping, Sweden, jenso@isy.liu.se

Abstract
With depth sensors becoming more and more common, and applications with varying viewpoints (e.g. virtual
reality) becoming more and more popular, there is a growing demand for real-time depth-image-based-rendering
algorithms that reach a high quality.
Starting from a quality-wise top performing depth-image-based-renderer, we develop a real-time version. Despite
reaching a high quality as well, the new OpenGL-based renderer decreases runtime by (at least) 2 magnitudes.
This was made possible by discovering similarities between forward-warping and mesh-based rendering, which
enable us to remove the common parallelization bottleneck of competing memory access, and facilitated by the
implementation of accurate yet fast algorithms for the different parts of the rendering pipeline.
We evaluated the proposed renderer using a publicly available dataset with ground-truth depth and camera data,
that contains both rapid camera movements and rotations as well as complex scenes and is therefore challenging
to project accurately.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—Viewing algorithms

1. Introduction

Depth-sensors become more and more common, and are in-
tegrated in more and more devices, e.g. Microsoft Kinect,
Google Tango, Intel RealSense Smartphone, and HTC
ONE M8. This enables new applications such as virtual
reality, 360 degree video, frame interpolation in render-
ing [MMB97], rendering of multi-view plus depth (MVD)
content for free viewpoint and 3D display [TLLG09]
[Feh04], all using depth-image-based-rendering (DIBR).
DIBR has been explored before (e.g. [PG10] and [YHL16]),
albeit using different algorithms and different test-sequences
than in this work. Here, we start with and benchmark against
a renderer that was highly optimized for quality, and use the
Sintel [BWSB12] datasets, which provide ground-truth val-
ues for depth and camera parameters (thus ensuring that all
errors are introduced by the projection itself), as well as se-
quences with complex scenes and camera movement, which
are challenging to project accurately.
In an earlier paper [OF17], we examined different forward-
warping methods to develop a renderer maximizing quality.
This was done by creating a flexible frame-work incorporat-
ing state-of-the-art methods as well as own novel ideas, and
running an exhaustive semi-supervised automatic parame-

ter search to estimate the optimal parameter and methods.
Our final algorithm is using a forward warp technique called
splatting [Sze11], a popular choice since this leads to a high
preservation of details. However, its great disadvantage is its
high computational complexity, which is even made worse
by the fact that it is nontrivial to parallelize.
In this paper, we develop a real-time version of our renderer,
while minimizing quality loss. This was enabled by discov-
ering and exploiting similarities between forward warping
and mesh-based projection, as well as implementing effi-
cient, accurate algorithms for the different rendering steps.
The rest of the paper is organized as follows: section 2 intro-
duces the original renderer as well as an optimized CPU ver-
sion. Section 3 discusses the similarities between forward-
warping and mesh-based projection as well as the different
stages of the OpenGL rendering pipeline. Section 4 presents
an evaluation and section 5 concludes the paper.

2. Quality optimized forward warping

In the following, we will only describe the methods which
proved to be most beneficial. For a complete comparison of
the different methods the reader is referred to our original
paper [OF17].

1
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Figure 1: Example projection (taken from the alley2 sequence):
Top row: input image (left), mask image as used for quality measurement (right)
2nd row: projection using the CPU versions (from frame 1 to frame 25 of the sequence), original (left) and optimized (right)
3rd row: projection using the OpenGL version (from frame 1 to frame 25 of the sequence) (left), and ground-truth frame 25 of
the sequence (right)

In forward warping, the points of the input frame are splatted
across a neighborhood in the target frame. We call the result-
ing points candidate points. In many cases, several candidate
points compete for the same pixel in the target frame. These
are merged using agglomerative clustering [MLS14, SV14]:
two candidate points will be merged if their distance in both
depth and color is small enough, using initial weights based
on the distance of the projected candidate point to the cen-
ter of the pixel that is currently colored. The weights are
summed up, to give candidates with a higher number of
original points a higher weight in consecutive mergings. If
another candidate point is added to the same cluster, the
summed-up weight means that the same result is received
as if a weighted average of all points of the cluster would
have been calculated, using the initial weights. In every step,
only the two points/clusters are merged that are closest to
each other, and the process is stopped when this minimal
distance is higher than a predetermined threshold. Then, the
point/cluster is selected which is nearest to the camera; the
accumulated weights are considered in the decision as well.

To counter artifacts we discovered during our work, we in-
troduced two extensions:

1. Edge suppression: which removes anti-aliased pixels at
the edge of objects, which otherwise lead to visible lines
in the output frame.

2. Scale adaptive kernels: we adapt the kernel size of the
splatting algorithm taking local scale change into ac-
count, using a similar method as described in section 3.1.

Also, we use an internal upscale during the splatting process,
of 3 in both width and length, and a Gaussian filter with over-
lapping neighborhoods for the downscale, see also 3.3.
Since we did an exhaustive evaluation of different methods
and parameters we are confident that the final set-up lead
to overall best quality results, and thus we use the same in
all following implementations (if not stated otherwise) and
concentrate on reducing the runtime.

2.1. CPU-optimized version

The disadvantage of the derived projection algorithm is its
high computational complexity. To reduce it, we heavily

2
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optimized the code. Among other things, this included the
change of all parameters to nearby values that were a power
of two, as well as replacing exponential functions by func-
tions of the form (1− ( d

ks
)2)n, where ks is the kernel size,

d the distance (e.g. to the center of the kernel), and n an in-
teger chosen to match the original function, and which lead
to an exponent that can easily be replaced by a few multipli-
cations. This was done e.g. for the weight calculation of the
agglomerative clustering algorithm, and is demonstrated in
figure 2. Also, saving the candidate points to an intermediate
data structure and merging them according to agglomerative
clustering is done in the same step. This simplified the com-
putation, but leads to slightly different results, since in some
cases different points are merged, or even not merged at all.
While the optimized version reached a high speed-up, it is
not high enough for real-time applications. Thus, we devel-
oped a OpenGL-based version.

0

1

1

Figure 2: Replacing one function with a similar, less com-

putational complex one: e−0.8∗( d
ks
)2

(blue), (1−( d
ks
)2)6(red).

The x-axis shows the normalized distance d
ks

. These are the
functions used in the agglomerative clustering steps: the one
presented in blue is used in the original renderer, the one
presented in red otherwise.

3. From forward-warping to mesh-based projection

Forward-warping is extremely difficult to implement effi-
ciently on a GPU, since it requires parallel writing to and
modifying the same memory address. However, we noticed
how forward warping using agglomerative clustering can be
emulated by mesh-based projection:
The main reason for the high quality of forward warping lies
is that several candidate points are taken into account when
coloring a pixel. As discovered earlier, agglomerative clus-
tering leads to the highest quality in forward warping, and
the idea behind agglomerative clustering is to cluster can-
didate points together which are likely to lie in the same

neighborhood of the same object. Thus, in the ideal case dif-
ferent clusters are derived, where each one belongs to one
specific neighborhood on one specific object, and the most
likely cluster is selected for the pixel in question.
Instead, a mesh-based renderer can read this neighborhood
from the input texture, and calculate the final color using a
Gaussian filter on this neighborhood. This filter emulates the
agglomerative clustering merging process, by calculating the
weights in a similar way, however only taking the distances
to the center of the kernel into account. For a calculation of
the color distance we would first need to determine which
color the pixel is most likely to have, which is difficult to
achieve accurately in a limited computation time, and there-
fore omitted here. Care has however to be taken that all tex-
ture values belong to the same object.
Also, both the scale-adaptive kernel and edge suppression
are included naturally, the latter because points on the border
between objects will not be connected by the meshing algo-
rithm, and thus the anti-aliased color will spread in a much
more limited area. However, this will also lead to more holes
(as can be seen in figure 1), even if the downsampling does
cancel this out to a certain degree, since only one pixel needs
to be set in the neighborhood used for coloring a pixel. The
rest of the missing data can be easily filled in using a simple
hole-filling algorithm, e.g. hierarchical hole-filling [SR10].
In the following, we take a closer look at the different
pipeline stages of the OpenGL version.

3.1. Meshing

Creating high quality objects and meshes from 3D depth
maps has extracted a lot of attention from the research com-
munity in recent years, an example is of course [NIH∗11].
However, most approaches use several depth maps for the
mesh (an exception is e.g. [KPL05]), and concentrate on sin-
gle objects rather than whole scenes. Here, we are interested
in constructing one or several mesh(es) for the whole scene
including several objects (e.g. the girl and the house in fig-
ure 1) whose number and positions are unknown from a sin-
gle depth map, to allow for real-time rendering with a low
latency. Also, in our application the scene may contain mov-
ing objects (see even the girl in figure 1), which is something
that still has to be explored using depth map-fusion tech-
niques. On the other hand, we only calculate the connections
of the mesh rather than also refining the vertex-positions (as
is often done in meshing algorithms), and assume that this
is handled by an earlier depth map refining step, such as
e.g. [WLC15]. Also, for reasons of computational complex-
ity, we assume that a point may only be connected to points
it is directly neighboring in the depth map. Thus, whenever
the term neighborhood is used in the following, it is refering
to 3x3 neighborhoods in the depth map.
The trade-off necessary in most meshing methods is trying
to connect as many points belonging to the same object as
possible, while creating as few connections between differ-
ent objects as possible, which is demonstrated in figure 3. We

3
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Figure 3: Wrongly connected mesh (left): connections over object boundaries (causes stripes) and missing connections (causes
black spots). Our meshing algorithm was able to remove most of these artifacts (right).(detail from the temple2 sequence)

found that the following algorithm worked very well, while
being comparably inexpensive to compute:
We start by creating the input vertexes for the mesh: for ev-
ery value in the input depth map one point is projected to
3D-space, using the position in the depth map, the depth-
value as well as the camera parameters of the input frame.
In the next step, we determine which points should be
connected to which of its neighbors. We use a spheroid-
approximation for that, to allow for different geomet-
ric changes in perpendicular directions. To estimate the
spheroid, we calculate the difference vectors from the central
point to each of its 8 nearest neighbors in the depth map, us-
ing the projected 3D positions. We select the difference vec-
tor with the smallest length (i.e. the one originating from the
nearest neighbor of the central point), and calculate which
of the remaining difference vectors are the most perpendicu-
lar to this difference vector, and select the two most perpen-
dicular, taking care that they point in (approximately) op-
posite directions. We again select the one of these two with
the smallest length. The length of this difference vector, and
the length of the difference vector we selected first, are then
used as the radii of the spheroid. Rather than estimating a
spheroid directly, we calculate the absolute value of the dot
product of each of the remaining difference vectors to the
ones selected as representing the radii, and use the results
as blending weights for the respective radii to derive a lo-
cal radii, one for each of the remaining difference vectors.
This local radius is then multiplied by a predetermined fac-
tor (2.425 was selected based on experimental results). If the
resulting local radii is greater than the length of the corre-
sponding difference vector, the neighbor used for the calcu-
lation of this difference vector is considered to be connected.
Two exceptions were made in this method: 1. if one of the
two radii is smaller than a predetermined factor (0.1 was se-
lected based on experimental results) it will be set to this
factor, and 2. if the radii of a neighbor is greater than the
maximal depth-range found in the depth map, divided by a
predetermined factor (81.25 proved to lead to good results),
it will not be connected. These two selections both maximize
the number of correct connections and minimize the number
of false connections, see also figure 3. We save the distances

of each neighbor, divided by the local radii, where the sign
determines whether or not the neighbor should be connected.
From the connections, edges are calculated in the next step.
An edge is created if both points have positive connections.
The absolute value of both connections is added up and
saved; an edge is indicated by saving it as a positive value,
otherwise it is saved as a negative value.
Finally, the edges are used to create the triangles used for the
mesh-based rendering. For this, always 4 directly neighbor-
ing points are considered. If they are connected on at least
3 of the 4 horizontal and vertical edges, and at least one of
the diagonal edges, two triangles are created connecting the
two points. Out of the possible two connections, we select
the one using the diagonal with the lowest (absolute) edge
value. If the 4 points are only connected in one horizontal
and one vertical edge, one triangle will be created if the cor-
responding diagonal edge is positive as well.

3.2. Agglomerative Clustering

We do the agglomerative clustering emulation in a two step
approach: during the actual point projection we save the tex-
ture coordinates rather than a color. In the second step, we
use the distance between the texture coordinates of the cen-
ter pixel to the texture coordinates of its 8 neighbors (mul-
tiplied by the width respectively the height of the texture)
to determine the scale in x- and y-direction. The respective
smallest distances are used, limited to a maximal value of
2.5. The kernel size for the Gaussian filter is then deter-
mined in the following way: if any of the two coordinates
is equal or smaller than 0.5, only the two nearest pixels will
be used for this direction. If it is greater than 0.5 but smaller
or equal to 1.5, the kernel size will be set to 3 in this direc-
tion, if it is greater it will be set to 5. Higher kernel sizes did
not lead to significant increase in quality, but lead to a high
increase in the runtime, in all likelihood due to the much
higher demand of memory and the higher amount of mem-
ory accesses. Then, we calculate the final color by running a
kernel over this neighborhood. The weights for each color is
calculated using the function presented in red in figure 2, and
the distance in x- and y-direction are normalized by the scale
in this direction. If the distance is larger than the scale in
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Figure 4: Example of anti-aliasing techniques. From left to right: without anti-aliasing, 2x2 upscale using 2x2 neighborhood
averages for the downscale, 2x2 upscale using 3x3 Gaussian kernels for the downscale, 4x4 upscale using 4x4 neighborhood
averages for the downscale; the top row is showing the complete images, the other rows zoomed-in details

one direction, the color-value is discarded. Also, we use the
edges calculated earlier to discard color-values belonging to
points not connected to the pixel we are currently coloring.

3.3. Downsampling

As in the CPU versions, an internal image upscaled by 3
in both width and height was used, as well as a Gaussian
5x5 kernel for downsampling. This proved to be best during
our parameter estimation of the projection framework. How-
ever, instead of calculating the weights using an exponential
function as used in the original CPU approach, we use pre-
determined power-of-2 weights for decreased computational
complexity (as used in the CPU optimized version as well).
We demonstrate the differences of different downsampling
methods in figure 4, with the example application of full
screen anti-aliasing FSAA. Anti-aliasing is a related applica-
tion, where the internal upscale is applied for similar reasons
as in our DIBR approach. We chose this example to empha-
size differences, an thus make them more visible. In figure 4,
a Gaussian kernel with overlapping neighborhoods is com-
pared to using averages of a non-overlapping neighborhood,
which is the most popular choice for FSAA due to its simple

implementation. The overlapping neighborhoods introduces
a slight blur, but overall leads to results with a similar visual
quality as averaging methods with higher internal resolution,
and which also uses more memory accesses (16 vs 9 com-
paring the 4x4 averaging downsample with the 3x3 Gaussian
kernel) when calculating the final color in the output image.
Here, the downscale has the additional advantage of filling
pixels that will not be written to otherwise, since only one
pixel in the neighborhood of the upscaled image needs to be
set to set a pixel in the output image.

4. Evaluation

For evaluation, we compare projected images to ground-
truth images to accurately measure the projection perfor-
mance of the different DIBR methods. We use the Sintel test-
sequences [BWSB12] for that. These provide both ground-
truth depth and camera poses. Access to ground-truth data is
crucial to ensure that all noise and artifacts are introduced by
the projection algorithms rather than by inaccurate or noisy
input data. The sequences we selected were sleeping2, al-
ley2, temple2, bamboo1 as well as mountain1 (see figure 5).
We choose these sequences since they contain moderate to
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sleeping2 alley2 temple2 bamboo1 mountain1

Figure 5: Selected Sintel sequences.

high camera motion, but only few moving objects, which are
currently not handled by our projection. Note that some of
the sequences contain highly complex scenes and are there-
fore difficult to project accurately. The size of the textures
and depth maps used were 1024x432.
All sequences are provided with two different texture sets:
clean as well as final, where the final sequences include more
accurate lighting and effects such as blur, which are omit-
ted in the clean sequences. We selected the clean sequences
since the difference between different projection algorithms
is more pronounced there due to a higher level of detail,
which is lessened by the effects added to the final sequences.
For each projection algorithm and sequence, we projected
from the first and the last frame of each sequence to all
other frames of the sequence, then measured the differences
between the projected and the ground-truth frame in both
PSNR and multi-scale SSIM [WSB03]. The results are pre-
sented in figure 7. To reach a high accuracy, we removed
pixels that are occluded in the input frames as well as those
containing moving objects from the measurements. This was
done by using mask images, which were created beforehand.
All points were projected from the input frames to each of
the respective target frames. The calculaded position was
rounded up and down in both the x- and y-coordinate, and
the resulting 2×2 regions were set in the mask. Before that,
the depth of the projected point was compared to the depth
found in the depth map of the target frame for each of the 4
pixels, and only the pixels were set where the difference be-
tween the two depth-values is comparably small, to remove
moving objects from the measurements. An example mask is
given in figure 1, where also example images are presented
from the different projection methods.
The CPU used was an Intel Xeon E5-1607 running at 3 Ghz
with 8 Gbyte of memory, and the GPU used was a GeForce
GTX 770 with 2 Gbyte of memory. Timing results are given
in table 1. The reason why the original CPU-based renderer
performs so poorly in some sequence is due to the adap-
tive kernel sizes. Changes in local scale (due to camera-
movement or rotation) lead to large splatting kernels and
thus to an inflation of candidate points that need to be consid-
ered. In the OpenGL version, the meshing step (as described
in 3.1) takes up most of the time, up to 70%, followed by
the rendering and the agglomerative clustering (as described
in 3.2) with ca. 20% of the time. If the same depth map is to
be reused, the meshing step might be omitted in consecutive
frames, thus reducing the runtime drastically.
The differences in the results between the CPU versions lie

mainly in the different merging process (see also 2.1).

Sequence Projected CPU, CPU, OpenGL
from original optimized

Sleeping 2
1 3559 999 10.9
49 2516 1081 10.5

Alley 2
1 2248 918 10.0
49 1713 789 9.6

Temple 2
1 24724 1009 9.7
49 5492 898 10.4

Bamboo 1
1 4079 949 11.2
49 5852 1051 11.3

Mountain 1
1 34963 951 10.0
49 4166 1113 10.5

average 8931 976 10.4

Table 1: Timing results in ms. Average results are given for
the projection to each frame of the sequence from frame 1
and frame 49 respectively.

As suspected, the OpenGL-version leads to a lesser qual-
ity in most sequences, in some cases however it performed
better. The reason for this lies in the difference how the pro-
jection works. Mesh-based projection uses triangles, which
can take a nearly arbitrary form in the target frame, e.g. a line
segment not aligned with any of the image axes. The forward
warping however always projects to a rectangle. If this rect-
angle contains the whole aforementioned line-segment, the
connected points will project to a multitude of pixels in the
target frame they are not supposed to project to, which will
be punished in our paramater estimation algorithm. There-
fore the two points will be connected in the mesh-based pro-
jection, but not in the forward warping. This leads to arti-
facts were background-objects can shine through foreground
objects whose points are not connected, as demonstrated in
figure 6. On the other hand, in some cases the agglomera-
tive clustering of the CPU version might use a cluster which
is not the one nearest to the camera, but has a higher num-
ber of contributing candidate points. This is not realized in
our mesh-based projection approach, and would require a
modification of the OpenGL pipeline, which in all likelihood
would increase the runtime. However, this is probably also
one of the main reasons why the CPU versions reach a higher
measured quality in most sequences.
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Figure 6: Artifacts due to missing connectivity (detail from the temple2 sequence):
CPU version (left) with background objects shining through foreground; OpenGL version (middle): no artifacts, the partly
missing foreground objects are due to occlusion in the input frame; ground-truth image (right)
This is a particular difficult projection, where the camera was rotated by nearly 90 degrees between input and output frame

5. Conclusions

We developed a real-time method for DIBR, based on a com-
putationally complex, but quality-maximized renderer. This
was done by exploiting similarities between forward warp-
ing and mesh-based projection. Despite sharing these sim-
ilarities, in practice they show different behavior, meaning
that it might be possible to optimize the real-time renderer
further, in quality as well as in runtime. Furthermore, in real-
world applications depth map and camera parameters will
contain noise and inaccuracies, whose effects on the projec-
tion still have to be determined.
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Figure 7: Measured PSNR (a), left) and MS SSIM (b), right) between the projected images and the original images of the
sequences:
From top to bottom: alley, bamboo, mountain, sleeping and temple. Both projections from frame 1 (continuous lines) and from
frame 49 (dashed lines) are shown, for each of the different DIBR methods.
Note that the curves are ordered according to their performance in the legend, the curves with the highest values are mentioned
first.
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Abstract
With 360° videos becoming more commercially available, more research is needed in order to evaluate how they are
perceived by users. In this study we compare a low-budget computer-generated virtual environment to a low-budget
360° video viewed in VR mode. The Igroup Presence Questionnaire (IPQ), discomfort-scores and semi-structured
interviews were used to investigate differences and similarities between the two environments. The most fruitful
results were obtained from the interviews. The interviews highlight problematic aspects with presence, such as the
difficulty of separating reality, real and realistic, which leads to a reconsideration of treating presence as a concept.
The conclusions are that VR research should benefit from treating presence as a noun, the feeling of “being there”
instead of a unitary concept. We also argue that presence should not by default be considered a goal of a VR
experience or VR research.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Virtual reality

1. Introduction

Even though presence has been evaluated and researched
upon in numerous studies [LD97,FAM∗00,IFR00,WHB∗07],
there are still many uncertainties surrounding the topic.
For instance, we need to find an agreed definition of pres-
ence [TMTC03] in order to clarify what exactly is measured
and thus figure out if, why and how it needs to be measured.
Even though no agreed definition of presence has been set,
research in the area of VR has almost reached an obsession of
trying to achieve presence. The most basic question seem to
have been lost along the way, namely “Is presence the main
goal of VR?”. With new technologies available today such
as 360° videos being viewed in VR mode, the determinants
and definitions of presence seem to be even more confusing
and perhaps misleading. The aim of the study was to com-
pare a low-budget computer-generated virtual environment
to a low-budget 360° video recorded from the real world,
both including an acrophobic scenario, with focus on pres-
ence and discomfort. The use of presence and problematic
aspects of the term was shown to be an interesting subject
to examine. The current paper thus aims at investigating if
presence always is a goal for VR, and if so, how presence can

† Masters student

be measured across media in a way that makes the results
comparable to other studies.

Dalvandi et al. [DRC11] claimed in 2011 that little re-
search regarding level of presence in panoramic videos has
been done, and it seems that is still the case. 360° videos
are omnidirectional, thus allowing the user to look around
in the videos which could make the experience highly im-
mersive [RC13]. Immersion can have an impact on pres-
ence [BBA∗04]. Thus, 360° videos have great potential of
inducing presence. However, since presence often is discussed
in relation to VR including computer-generated virtual en-
vironments (VEs), and that the existing studies targeting
presence for 360° videos often include expensive material
[DRC11, RC13], we need to examine whether the term and
current measurements are appropriate when evaluating low-
budget 360° videos.

2. Presence

There are various definitions of the term presence: “as
though they are physically immersed in the virtual envi-
ronment” [GT07, p. 343], “the sense of being inside the
virtual environment” [AJGMRG11, p. 504], “being there”
[IFR00, SUS95]. Lombard & Ditton [LD97] examined pres-
ence by describing six conceptualisations included in the
concept of presence. According to them, the main idea of

© 2017 The Author(s)
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presence is the perceptual illusion of nonmediation that
refers to when a user responds as if no medium were there,
that the user does not acknowledge that a medium is used.

Wirth et al. [WHB∗07] constructed a theoretical model
for the formation of spatial presence and argue that a model
of spatial presence is the only solution to make sure that
research in presence progresses. The authors claim that two
critical steps are required in order to experience spatial pres-
ence. 1. The user needs to create a mental model of the sit-
uation, a Spatial situation model (SSM). 2. From this SSM,
spatial presence can occur if the second level also is achieved,
which is called the medium-as-PERF-hypothesis and refers
to the user accepting the mediated environment as primary
egocentric reference frame (PERF). If these two steps are
achieved, it means that the users have positioned themselves
in the environment and perceived the possible actions. The
model includes other factors that affect the critical steps,
including for instance attention allocation, higher cognitive
involvement and suspension of disbelief, the users’ willing-
ness of ignoring distractions that could affect their possible
wish of entertainment, such as inconsistencies.

In addition, there are various approaches that can be
taken in order to measure presence, and the most common
method is post-test questionnaires and rating scales [IFR00],
such as the presence questionnaire (PQ) [WS98] and the
Igroup Presence Questionnaire (IPQ) [SFR01]. There are
clear advantages to using these types of questionnaires such
as them being easy to administer and not disrupting the
user’s experience. However, the questionnaires are reported
after the experience, which means that aspects such as vari-
ations of the level of presence during sessions cannot be de-
tected [Ins03]. Other post-test methods targeting presence
include pictorial scales [WSPW15], interviews [MAT00] and
a memory test [LDAR∗02].

Dalvandi et al. [DRC11] evaluated level of presence com-
paring VEs created using different methods of including im-
ages and videos captured from a real environment. In order
to measure presence, a 6-item questionnaire including items
from different sub-scales of the IPQ was used. The VE in-
cluding the panoramic video was proven to be the most ex-
pensive and time-consuming to produce among the three,
however it was also the one shown to induce the highest
level of presence.

There are also methods that can be used during session to
measure presence such as the Continuous presence assess-
ment which includes a hand-held slider [IFR00], and concur-
rent verbal reports [TMTC03]. However, these techniques
can interrupt the user’s experience [IFR00, TMTC03]. Ob-
jective measurements such as postural responses [FAM∗00]
or physiological measures [Ins03] are also alternatives for
measuring presence.

3. Methods and Material

3.1. VE and 360° video

The recorded environment simulates the experience of being
located on the top of a ladder leaned against a rooftop. A
similar environment was created as a computer-generated
virtual environment, VE. The sound recorded in the video
was also used for the VE. Both environments only allowed
the action of looking around. Figures 1 and 2 show screen-
shots of the environments.

Figure 1: Screenshot of the 360° video used in the study.

Figure 2: Screenshot of the VE used in the study.

3.2. Measures

Juan & Perez [JP10] compared the level of presence and
anxiety in a VE and an augmented reality environment.
The participants were asked to rate their level of anxiety
on a 10-point scale 6 times during each experience. In this
study, a similar approach is taken and the participants have
reported discomfort-scores during the session. However, the
scores have only been reported 3 times during each experi-
ence since the participants only experienced each environ-
ment for approximately 1:30 minutes. By using the term
discomfort, the scale becomes similar to methods used in
previous studies [CSSS06,KDSCH12,WBBL∗15].

In order to measure the participants’ perceived level of
presence in the 360° video and the VE, the Igroup pres-
ence questionnaire (IPQ) was used. The IPQ contains 14
items that are answered on a 7-point scale. The items are
divided in: General presence (G), Spatial presence (SP),
the sense of being physically present in the environment,

© 2017 The Author(s)
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Involvement (INV), the experienced involvement and at-
tention directed to the environment, and Experienced re-
alism (REAL), the subjective experience of realism in the
environment [Igr16]. In order to facilitate for the partici-
pants in this study, the IPQ was translated from English to
Swedish. The fact that the questionnaire has been trans-
lated in two steps and adapted to 360° videos must be
taken into consideration if the results from this study are
compared with other studies using the IPQ since these ver-
sions have not been tested. However, using adapted versions
of existing questionnaires to better suit the study is com-
mon [LDAR∗02,TMTC03,JP10,DRC11,RC13].

Semi-structured interviews were also included in order
to receive a deeper knowledge about the participants’ an-
swers. The questions were inspired by previous research as
well as insights from the first sessions conducted where ten-
dencies could be noticed regarding differences in behaviour
and discomfort for the two environments. All answers from
the interviews except those from the follow-up questions
were recorded, transcribed, and analysed using a thematic
method [BC06].

3.3. Apparatus

The HMD used in order to view the environments was Spec-
tra Optics G-01 3D VR Glasses. The headphones used were
Sennheiser HD 418 which have a close-back design that
blocks out much noise from the outside. The smartphone
used in the experiments was a Samsung Galaxy S6 and the
application used to view the VE was the 360 VR Player
|Videos.

3.4. Participants

Due to the lack of research regarding differences between
360° videos viewed in VR mode and VEs, this study aimed
at including people with a broad age range in order to form
a foundation for future studies. 21 participants were used for
the quantitative part of the study. Their age had a range of
19–72, mean age 37.8 (SD = 19.4). 11 of the 21 participants
also took part in the interview (one interview was discarded
due to confusion of the environments). The participants were
contacted through an art school and one workplace and re-
maining participants were contacted through digital chan-
nels. The participants did not receive any financial reward.
The inclusion criteria for participation were that they could
not wear glasses during the experiment or perceive them-
selves as being extremely afraid of heights.

3.5. Procedure

The sessions were conducted in a room where no other peo-
ple than the researcher and the participant were present.
The order in which the environments were viewed was ran-
domized and counterbalanced resulting in 10 people starting
with experiencing the VE and 11 with the 360° video.

Each session began with a brief introduction of the ses-
sion. It was explained to the participants that they could
end the session at any time and that simulator sickness can
occur. Before the sessions begun, each participant was also
asked if they are extremely afraid of heights in order to ex-
clude people that could find the experience too frightening.
The experience began with the participant facing the roof.
A discomfort-score was registered (moment 1), and the par-
ticipant was then asked to look and move around. The par-
ticipant was also specifically asked to look down. After ap-
proximately 30 seconds a discomfort-score was marked (mo-
ment 2), and after around 80 seconds the last discomfort-
score was registered (moment 3). After the first experience,
the participant filled in the first IPQ. The next environ-
ment was experienced using the same procedure as the first,
and yet another IPQ was filled in afterwards. For the 10
first participants, the session ended there. The remaining 11
were requested to answer a few questions and also if they
approved that the interview was recorded in order for it to
be analysed later. The sessions lasted for around 20 minutes.

4. Results

4.1. IPQ and Discomfort-scores

The scores from the IPQ were analysed using paired t-tests.
The means for each participant’s answers for the different
categories for the VE was calculated and compared to the
means of the 360° video, thus compiling the questions be-
longing to the same category. The significance level was
set to 0.05 in all statistical analyses. No significant differ-
ences between the VE and the 360° video were found in
the categories General presence (p = 0.521) and Spatial
presence (p = 0.332). However, significant differences were
found in Involvement (p = 0.031) and Experienced real-
ism (p = 0.004) where the 360° video received higher scores.
The means of the discomfort-scores for the two environments
were also compared using paired t-tests. It should be noted
that the participants might have reported the discomfort-
scores looking in different directions, however, since the en-
vironments do not include any other actions than the possi-
bility to look around, one could also assume that a general
feeling of the environment was created fairly quickly. No sig-
nificant differences were found among the results (moment 1:
p = 0.835, moment 2: p = 0.557, moment 3: p = 0.137). Four
participants reported a discomfort-score of 0 on all moments
in the 360° video. Two of these four participants also indi-
cated the same score for the VE and the other two partici-
pants indicated higher scores for the VE.

4.2. Interviews

The first interview question was inspired by a question in-
cluded in a study by Juan & Perez [JP10, p. 760] that used
an adapted version of a questionnaire created by Slater et
al. [SUS94]: ”During the experiment, did you think that you
actually were in any of the environments?” Some partic-
ipants directly associated the question with the factor of
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realism and indicated that they felt more there in the 360°
video because they found the environment more real or re-
alistic. An expression that should be highlighted among the
answers is “felt like another reality”. The participant felt
more as if being there in the 360° video and the statement
was mostly referring to that environment. What is interest-
ing is that the participant did not say that it felt as “reality”,
but as another reality which indicates that s/he felt present
in the 360° video even though it did not feel as our reality.
This view could be interesting to evaluate regarding VEs.
By using the words “another reality”, the comparison of the
VE to the real world that many people automatically seems
to do, can be minimized. Marini et al. [MFGR12] suggest
that the goal of a VR experience could be to make it believ-
able, rather than real, since the aim is to convey the idea
that the VR experience is the real thing. They suggest that
in order to achieve a believable VR, realism is not always
needed and a symbolic approach can be used. When choos-
ing the word believable, people may ask themselves “would
the world look and feel like this if it existed?” and not “does
this world look much like the existing world?”. An item that
could be included when the goal of a VE is to make it believ-
able is: “The virtual environment/360° video felt believable”,
with anchors Not at all–Completely believable. Another item
could be: “The environment felt like it could exist in an-
other reality” with anchor points Felt as it could not exist at
all–Felt as if it definitely could exist. The anchor points are
important since some people may feel that the environment
could exist in our reality. An item targeting this could be:
“The environment felt as if it could be a part of our real
world”, with anchors Not at all–Definitely.

One participant mentioned a feeling of being there in both
environments, but in different ways, due to the 360° video
looking more real, but also having a feeling of becoming a
video game character in the VE. This person also claimed
having good knowledge of video/computer games and also
having tried VR earlier and finding it exciting. Due to this,
it might be possible that this person had a wish to be en-
tertained in this experience as well and it might be argued
that the participant could have been more willing to over-
look distractions in the VE and had a greater suspension
of disbelief than others. However, this participant described
the appearance of the VE in a detailed way, thus having been
fully aware of inconsistencies such as standing far away from
the ladder. One possibility is that the person was aware of
the inconsistencies but may not have compared the expe-
rience as much with our reality but more to the feeling of
playing a game, which might be viewed as another reality.
The same participant made a similar comment regarding the
perceived realism of the environments. The participant men-
tioned that the 360° video was more real since it looked more
real, however the person said that s/he felt more static in
that environment. Even though the participant stated that
s/he knew that the same actions were possible in both en-
vironments, it was still perceived as if more actions were
possible in the VE and it thus felt real.

From a follow-up question, the participant also explained

that the feeling of being a character in a video game lead
to feeling that it should not matter if s/he was to fall down
the ladder since a new life would be received as in video
games, and that this made it more comforting. One par-
ticipant mentioned expecting movement in the VE due to
the fact that it looked much like a computer game. An-
other participant experienced the VE as being part of a
game but found it discomforting due to not knowing what
actions that were possible in the environment. This partic-
ipant also mentioned having very limited knowledge about
video/computer games and no previous experience of VR.
The one with greater knowledge was thus aware that most
video/computer games offer a second chance when failing
or “dying” while the other participant might not share the
same view or consider it. The later mentioned participant
did not feel as being there in the VE which could be due to
the person comparing the experience to our reality and not
the feeling of being inside a game. This could be an indica-
tion of the difficulty of separating the feeling of being there
to the feeling of being in a place that exists in our reality.
Previous experience of VR does however not automatically
lead to a greater feeling of being in the VE. Two other in-
terviewed participants had previous experience of VR and
clearly stated feeling there to a greater extent in the 360°
video. What people compare the VE experience with or how
they perceive the environment thus seems to be truly per-
sonal.

A majority of the interviewees perceived the 360° video as
undoubtedly more real. One person mentioned in the inter-
view that s/he recognized the recorded area in the 360° video
which may have affected the answers and made the partici-
pant perceive that environment as most realistic. The feeling
that the environment exists or might exist in the real world
is however different from the feeling of being present in the
environment but seems to be difficult separating. For 360°
videos that only include recordings of existing environments,
it could be redundant measuring how aesthetically realistic
people perceive the environment, and other aspects such as
involvement and spatial presence may be more interesting
measuring which can indicate whether people felt an inter-
est for the environment and as if they were physically there.
However, one participant mentioned that the perspective in
the 360° video looked unreal, thus, questions regarding how
real or realistic the environment looks could be included if
the goal of the environment is to make it look as realistic as
possible.

Some mentioned height as the main reason for feeling dis-
comfort. Other participants experienced nausea or vertigo
when viewing the VE but not as much in the 360° video.
This might be due to latency in the head-tracking move-
ment that only occurred in the VE, which was calculated
in real-time. Confusion around the feeling of being able to
look around was also a reason for discomfort. Another par-
ticipant mentioned that s/he was afraid of falling down the
ladder and that this made the person conscious about the
amount of movement s/he initiated. The participant also
mentioned a feeling of wanting to grab the ladder. The per-
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son felt equally about these aspects in both environments,
however the participant only mentioned trying to walk and
climb up the roof in the VE that was the environment tested
last.

5. Discussion

5.1. Realism

According to previous research, the feeling of presence will
positively be achieved when experiencing a convincing illu-
sion of reality [PSR13]. However, in this study it became
noticeable that the term reality can be confused with terms
such as real or realistic, particularly when translated into dif-
ferent languages. Item number 12 in the IPQ was confusing
for some of the participants: “The virtual world/360°-video
felt more realistic than the real world.” In the original version
of the IPQ, the German word used for realistic is wirklich.
The German “wirklich” does not have an equivalent in En-
glish [Igr16]. The word “wirklich”, and Swedish “verklig”
can have the meaning of existing (in the world) and that
can be detected through senses. This definition is very dif-
ferent from the Swedish translation of the word “realistic”
(“realistisk”) which can be described as being characterized
by realism and seems to be used more often when describ-
ing that something looks or feels lifelike, as it does in the
real world. This can however be confusing since the English
word “realistic” can refer to when something seems to exist
or be happening in fact. The word real could be a suitable
translation of “wirklich”. “Wirklich” can however have other
definitions than the one mentioned earlier, which may not
match the Swedish translation of “real” in this context.

For the items in the original IPQ where it is asked how
“real” the environment seemed to the participant, the Ger-
man real was used, which in Swedish translates to “verklig”.
However, in item 12, the Swedish translation of the word
“realistic” was used, “realistisk”. The participants seemed to
perceive the question differently and thought it was difficult
comprehending what was asked for. One aspect that may
have contributed to the confusion was the fact that one of
the tested environments was a video, recorded from the real
world, and it could thus seem strange asking if the environ-
ment felt more realistic than the real world. We propose that
it may be beneficial to use the term real instead of realistic
in contexts where the participants are asked for the overall
feeling of realism in the environment and not the aesthet-
ical appearance. The item should also be more specific in
order to avoid confusion: “During the experience, the virtual
environment/360° video felt more real than the environment
I was physically located in.” However, we suggest that this
question only should be used when the purpose of a study
is to achieve realism.

There was no significant difference in the scores from the
VE and the 360° video on item 12 in the IPQ (p = 0.119).
This could be due to that the participants were asked if the
environment felt more realistic, and not how it looked. The
English version of the IPQ asks if the world seemed more

realistic than the real world which is not the term used in
the IPQ in this study since the Swedish translation worked
better using the equivalent of “feel”.

Having in mind the aspects discussed above, it is not sur-
prising that the 360° video received higher scores in the cat-
egory Experienced realism in the IPQ. No significant differ-
ences in General presence or Spatial presence were however
found which could indicate that the participants in general
felt that they were physically present and felt as if being
there in both environments.

5.2. Defining presence

This paper suggests that presence no longer should be
treated as a unitary concept and that aspects often included
in previous research as a part of the concept presence should
be treated separately. This is both due to the term being am-
biguous but also since presence may not always be the true
or only goal for VR. This study indicates that evaluating
presence becomes even more problematic when comparing
level of presence in 360° videos and VEs. This is mostly due
to that 360° videos look realistic and people confuse the aes-
thetic features to the feeling of being there. The results also
indicate that the VE affords more actions but that it may be
difficult expressing this feeling. In order to further investi-
gate this topic, we propose the following questions: “During
the experience, to what extent did you try to interact with the
environment in more ways than just looking around?“,“Be-
fore the experience, to what extent did you believe that you
were going to be able to interact with the environment you
were to experience?”, and “To what extent did your initi-
ated actions receive a response by the environment?” The
questions suggested above are similar to some items of the
PQ [WS98]. According to Slater [Sla99], the PQ measures
how users respond to the attributes of the system used rather
than presence. However, we suggest that these questions do
not have the aim to target presence, rather the aspects that
Slater [Sla99] mentions. These questions could be used in
further studies where 360° videos and VEs are compared or
other studies where expectations and perceptions of affor-
dances in VR are evaluated. Postural responses as used in
the study by Freeman et al. [FAM∗00] might also be an al-
ternative for such studies but where the method is applied
in order to measure expectations rather than presence.

In future studies similar to this, where realism is not the
main goal, it is suggested to exclude questions that include
the word “realistic” and perhaps even the word “real” in
order to minimize the risk of confusion of what is actually
measured. We need terms, or rather, words, that target the
feeling of being there. The word needed could be “presence”,
but not as the concept of presence, but as a noun, mean-
ing the feeling of being in the environment. When asking
questions about presence, perhaps no underlying framework
or intricate definitions with multiple dimensions should be
used due to that participants do not always share this frame-
work [MAT00].

There were no significant differences between the results
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on General presence in the IPQs in this study. The item
was as follows: “In the virtual environment/360°-video I had
a feeling of “being there”.” (in the original IPQ the item is
taken from Slater & Usoh [SU94]). A similar question was
asked in the interviews: ”During the experiment, did you
think that you actually were in any of the environments?” In
the interviews, a majority of the participants clearly stated
that this feeling was stronger in the 360° video than the
VE. However, taking a closer look at these participants’ an-
swers on the item in the IPQ that targets General presence,
some interesting results were found. One of the 6 partici-
pants scored the same for both environments and another
actually reported a higher score for the VE even though
having mentioned feeling there to a greater extent in the
360° video in the interview. The result might be due to poor
choice of words in the interview question. By asking the
participants if they “thought that they actually were there”
it could be possible that people are reluctant to report a
higher score on the scale since it might sound as if hypnosis
or psychosis was involved. Lombard & Ditton [LD97] discuss
this with regard to the illusion of nonmediation and claim
that this illusion does not include confusion of what is real
or not or psychological defects. However, this is something
that probably is obvious to most researchers but not to the
participants of a study. For future research where presence
is measured we suggest to try the simple question: “Did you
have a feeling of ‘being there’?”

Treating presence as a noun that indicates the feeling of
being in a place, rather than a term consisting of multiple
aspects, we could finally complete the one mission many
researchers in the area of VR are dealing with, namely trying
to find an appropriate definition of presence. However, this
does not mean that presence as the noun “feeling of being
there” is the one and only aspect that needs to be evaluated
in VR. We suggest that researchers should carefully choose
aspects that are necessary to evaluate in order to achieve
their goal. In video games, perhaps involvement is the main
goal that should be strived towards. In a project where the
aim is to simulate an already existing environment, such as
the Eiffel tower or a botanical garden, the main goal may be
that it looks realistic and real, that it looks and feels as the
actual place. In a science fiction 360° movie, the main goal
can perhaps be to make it believable. In a VR experience
that includes meditation or mindfulness, presence could be
the main goal.

To summarize, we suggest that presence is not always the
main goal of a VR experience and VR research should not
by default aim towards it. However, presence as the noun
“feeling of being there” may in some projects be an aspect
to strive towards.

5.3. Measuring presence

It is here argued that presence should not automatically be
seen as the true goal for VR. However, some projects may
include presence as a goal and a measurement that could be
applied across media is thus needed in order to investigate

if, how and why presence should be evaluated. By treating
presence as a noun, meaning the feeling of being in a place,
the questions could be easier to answer and it might be easier
applying the same instrument across media.

Depending on the techniques used in a VR system, ques-
tions regarding the different aspects could be examined in
order to find out what needs to be improved in order to
achieve the desired goal, for instance presence. Although
previous studies may have evaluated how these aspects af-
fect presence, they may not give appropriate answers since
the method used in order to investigate presence may include
multiple dimensions that do not align with the definition of
presence used for the proposed study. For instance, Schuemie
et al. [SAvdM∗05] concluded that a more natural locomotion
technique leads to more presence. In their study, presence
is measured using the IPQ which means that the categories
General presence, Spatial presence, Involvement, and Ex-
perienced realism have been included to measure presence.
However, the result only refers to presence as a whole, in-
cluding all aspects mentioned above which means that we
do not know how the different categories influenced the re-
sult. Results from the current paper indicate that the dif-
ferent categories in the IPQ may benefit from being treated
as separate aspects rather than combined into a concept of
presence.

Applying pictorial scales [WSPW15] might be a useful
way of measuring presence since no words are used that
could be confusing for the participants or difficult translat-
ing. The scale measured attention allocation, spatial situa-
tion model, self-location, possible actions, cognitive involve-
ment, and suspension of disbelief. The scale is referred to
as a presence scale, indicating that all categories together
can create the level of presence. A confusing aspect is that
spatial presence and presence are treated as the same thing
in the study since they mention that presence can be re-
ferred to as spatial presence and that spatial presence often
is referred to as “being there”, which also is a common defi-
nition of presence [IFR00,WSPW15]. However in the study
by Schuemie et al. [SAvdM∗05], spatial presence is seen as a
sub-category of presence. Weibel et al. [WSPW15] thus used
other definitions, determinants and categories for measuring
presence than the ones used in the study by Schuemie et
al. [SAvdM∗05], however, both studies claimed having mea-
sured presence, or more precisely, Weibel et al. [WSPW15]
claim having measured spatial presence which they refer to
as the same as presence. A pictorial presence scale such as
the Pictorial Presence SAM might be a good alternative
for measuring different aspects of a VE. However, for fu-
ture work, we suggest to choose the categories of the scale
relevant for the study and not treat the whole scale as a
presence-indicator since all factors such as “possible actions”
might not suit the system or goal used for all studies. For
example, possible actions may not be a determinant if we
aim at achieving presence in a 360° video that only includes
the action of looking around.

The study by Dalvandi et al. [DRC11] included 360°
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videos, and items from different categories of the IPQ were
applied in order to measure presence. Ramalho & Cham-
bel [RC13] also conducted a study where presence was mea-
sured using a system that included 360° videos where they
used an adapted version of the PQ. Since the IPQ and the
PQ include different items, the two studies have used dif-
ferent frameworks and approaches to presence, making it
difficult knowing if the same aspect actually has been mea-
sured. As outlined in this report, there are various ways
of measuring presence, often by evaluating multiple aspects
of the concept but where the outcome represents all as-
pects as a whole, as the concept presence. Comparing re-
sults of presence where different dimensions, definitions or
sub-categories of presence are used could thus be misleading
and we propose that studies thus cannot fully rely on pre-
vious research of presence when concluding what is needed
for achieving presence in the VE to be produced.

6. Conclusions and future work

This study had the main purpose of comparing a low-budget
computer-generated VE to a low-budget 360° video viewed
in VR mode. The most fruitful results were obtained from
the interviews. As the project proceeded, the notion of pres-
ence turned out to be an interesting but also confusing as-
pect and we thus decided to investigate this deeper, conclud-
ing that the current conceptualisations and measurements of
presence are problematic. Results show that the low-budget
environments used in this study induced discomfort for sev-
eral participants. This suggests that low-budget alternatives
for VEs and 360° videos might be useful for projects where
the aim is to induce fear, such as virtual reality exposure
therapy.

Even though the majority of the participants mentioned
that the environments looked similar, there are aspects that
differentiate them. A study similar to this where more re-
sources are applied to the creation of the environments mak-
ing the environments more alike would minimize the risk of
other aspects than the technique used to have an impact.
However, in this study, the aim was to compare the two en-
vironments used, rather than comparing the techniques in
general. The interviews highlight that discomfort can ap-
pear for different reasons and it is thus important asking
more detailed questions if the goal is to target a specific as-
pect of discomfort. In such studies it may also be beneficial
to perform pre-tests and exclude people who are more likely
to experience motion sickness in order to eliminate variables
that are not in focus. Since the environments in this study
did not include any possible actions other than look around,
there are various ways studies similar to this could be con-
ducted. For instance, a 360° video that includes automatic
movement could be compared to a VE including locomotion
for the purpose of provoking fear or achieving realism.

Both the IPQ and the interviews also point out confu-
sion around the words reality, real and realistic. We suggest
choosing the word “real” in contexts where the overall feel-
ing of realism in an environment is measured. If the aim for a

VE is not to reproduce reality, rather to reproduce realities
that could exist, we propose that the word “believable” is
used. This study has given clues that some people perceive
more possible actions in a VE than in a 360° video. In fu-
ture studies, questions around this topic could preferably be
included in order to evaluate how people interact and adopt
VR.

One of the most noteworthy conclusions drawn from this
paper is the notion of not treating presence as a concept in-
cluding complex underlying dimensions, and start treating
it as the noun, the feeling of being there. In this way, an
agreed definition could be set and it could be easier to mea-
sure presence across media which could be as simple as in-
cluding following question: “Did you have a feeling of ‘being
there’?”. We suggest that presence should not automatically
be a goal for VR. However, if presence is the main goal of
a VR project, it needs to be evaluated considering the tech-
niques and goals of that specific study. Results from other
studies measuring presence might not be relevant since pres-
ence may have been considered a concept including multiple
aspects and it could be unclear what factors contributed to
the results. We suggest that all factors and sub-scales used in
current measurements (e.g. presence questionnaires and pic-
torial scales) should be treated separately in order to clearly
state what has been measured, and when mentioning pres-
ence, it is only referred to the noun of being there without
any underlying framework.
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Abstract
In this paper, we present the design considerations of a scientific exhibition we recently realized. The exhibition
presented the work of two large research projects related to computer simulations, which include scientific visu-
alization as an essential part of the involved research. Consequently, visualization was also of central importance
for our exhibition. It was not only used to illustrate the complex simulation data to convey information about the
results from the application domains, but we also wanted to teach visitors about visualization itself. Therefore,
explaining the purpose and the challenges of visualization research was a significant part of the exhibition. We
describe how we developed an engaging experience of a highly theoretic topic using the same visualization tools
we developed for the application scientists and how we integrated the venue into our design. Finally, we discuss
our insights from the project as well as visitor feedback.

Categories and Subject Descriptors (according to ACM CCS): K.3.2 [Computers and Education]: Computer and
Information Science Education—Literacy I.3.8 [Computer Graphics]: Applications—Public Dissemination

1. Introduction

Scientific research, especially basic research conducted at
universities, is often funded by government agencies, such as
the German Research Foundation (DFG) in Germany. How-
ever, the results of such basic research are typically only
published in scientific journals not targeting the general pub-
lic. We see two potential reasons for this: On the one hand,
scientific findings might be too complex to be explained
to laymen. On the other hand, scientist might be interested
mainly in informing their peers about new results, since this
is more important for their individual careers than public dis-
semination. A promising strategy to make a broader audi-
ence aware of research and its relevance to society are sci-
ence exhibitions in a public space. Such an exhibition should
convey scientific approaches and basic research findings in
an understandable and engaging manner. This way, it can ad-
ditionally show the visitors that a publicly funded research
project is not throwing the taxpayers’ money out of the win-
dow, but rather produces significant results that might al-
ready influence everyday life, or at least will some day.

We report about the science exhibition “Im digitalen La-
bor – Durch Computersimulationen die Welt entdecken”

(“In the Digital Laboratory – Understanding the world
through computer simulations”), which is part of the pub-
lic relations activities of the two research projects Cluster of
Excellence Simulation Technology (SimTech) and Collabo-
rative Research Center 716 (SFB 716) of the University of
Stuttgart. We want to illustrate the design considerations be-
hind our exhibition and explain the difficulties involved in a
public presentation of basic research to non-experts. Since
both projects make heavy use of computer simulations, vi-
sualization of the results is a central part of their research
agenda. The scientists develop new visualization techniques
not only for use by their colleagues in the application do-
main, but also for public dissemination. Therefore, our paper
is not limited to showing how results from an application do-
main can be conveyed by visualization, but we also reports
how we explain visualization research to the visitors.

While science museums often convey basic scientific
knowledge in their exhibitions, our exhibition posed the
above-mentioned design challenge to present recent research
activities to the public. Psychological evaluations of scien-
tific exhibitions are rather common, but their design is not
really covered by scientific literature. Only few works ad-

17



 M. Krone et al. / From Visualization Research to Public Presentation – Design and Realization of a Scientific Exhibition

dress the difficulties of this phase of the exhibitions. Allen
and Gutwill [AG09], for example, present the concept for a
set of game-like exhibits that are designed to deepen the sci-
entific inquiry skills of the audience while maintaining their
interest at all times. Roche et al. [RCB16] and Bell [Bel00]
examined the influence of science shows that were given
during exhibitions like the one presented here. Maintain-
ing the interest of the audience was regarded as easy, but
at the cost of scientific profoundness. The design of single
exhibits with certain intents was, for example, covered by
Nim et al. [NWZ∗16], who presented a virtual reality station
communicating the dangers of coral bleaching in the Great
Barrier Reef, by Hinrichs et al. [HSC08], who investigated
the use of touch-interaction and information visualization in
a museum exhibition, or by the public presentation frame-
work for molecular data by Nickels et al. [NSM∗13].

2. Exhibition Concept

Our exhibition tries to convey a holistic view on the state of
the art in computer simulations. Such simulations are, be-
sides experiments and theories, an essential part of today’s
research and development processes. Scientific progress in
a wide area of applications from life sciences, engineering,
physics, chemistry to materials sciences is hardly imaginable
without them. They are used to design models, to verify pro-
cesses in nature and technology, or to explore possible sce-
narios of the future. Thus, they have become highly relevant
to our modern society as an essential part in the develop-
ment processes of many everyday products like microchips,
but also as a tool to find the right therapies in medicine. This
ubiquity of computer simulations in natural sciences stands
in contrast to public knowledge about them, which was the
reason for us to design a science exhibition explaining the
imperative nature of computer simulations to the public.

Simulation technologies are an important research area
at the University of Stuttgart and core interests of the two
projects involved in the exhibition: The focus of SFB 716
is the development of dynamic simulation methods for sys-
tems with large numbers of particles. Scientists use numeri-
cal simulations to answer questions about material proper-
ties, processes in biochemistry and chemical engineering.
The amount and complexity of the data involved mandates
the development of efficient algorithms, coarsening and ac-
celeration mechanisms, and special visualization techniques.
Simulation sciences as a whole are the research are of the
interdisciplinary SimTech research association. More than
200 scientists from virtually all faculties of the university
are working together to reach a common goal: developing
simulation technology into an integrative systems science.
Both SFB 716 and SimTech could therefore contribute their
expertise, technical infrastructure and staff to the exhibition.

We chose Carl-Zeiss-Planetarium Stuttgart as the loca-
tion for the exhibition, for a planetarium being a place of
non-formal education and knowledge transfer. Bridging sci-

Figure 1: Overview of the exhibition space. In the fore-
ground, one of the four pedestrals can be seen. In the back-
ground, the room with the interactive stations is visible.

ence and entertainment, it offers the perfect environment for
our purposes. The exhibition was shown for three months
in the public area of the planetarium. It explains the world
of computer simulations, their development and how they
work. A special focus is on the presentation of visualizations
from various research areas, ranging from still images over
movies to interactive software applications. The target audi-
ence is the general public, not necessarily with an academic
background, with a focus on people with a general interest
in science, high-school and university students.

The exhibition is structured into several stations. Fig. 1
shows an overview of the exhibitions space. One of them
shows the history of simulations beginning with Navier and
Stokes and ending with today’s tasks and challenges. Each
of the others is dealing with an individual aspect of simula-
tions. Four of the exhibits are pedestals combined with an
information panel. We use their front and rear side:

Pedestal I: Idea of Simulation
• Front: “What is a Simulation?” – reasons for simulations,

like cost or risks of experiments
Interaction: six rotatable panels, exhibit: natural gas in-
jector in simulation and prototype

• Back: “This is how it works” – simulation process
Interaction: tablet PC with simulation of human gait

Pedestal II: Background
• Front: “From Reality to Model” – first steps, formulation

of a scientific question
Interaction: turntable explaining different approaches to
formulate a scientific issue

• Back: “Reality in Equations”: particle model/mesh model
Interaction: hands-on atomic model and mesh model

Pedestal III: Technology
• Front: “Simulation Equipment” – simulation on personal

computers and high performance compute clusters
Exhibit: decommissioned blade of Hermit supercomputer
from the Stuttgart HPC center (HLRS)
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• Back: “Smart Computing” – efficient computing with
streaming, parallelization, coarsening etc.
Interaction: puzzle game with assignments

Pedestal IV: Visualization
• Front: “What is Visualization?” – reasons for visualiza-

tion of scientific data
Interaction: find the match – cards with visualizations and
questions have to be assigned to the correct answer

• Back: ”From Data to Images” – visualization pipeline
Interaction: tablet PC with HTML slider explaining the
steps for the visualization of a virus

The last station at the center of the exhibition is a small
room having information panels at its outside and exhibits of
interactive visualization inside. While the previous exhibits
provide background information, this one shows what is at
the end of the simulation process: the results of simulation
research and specific applications in practical use in science
and industry, illustrated by aesthetically pleasing scientific
images and visualizations from various research areas.

Central Cubicle
• Lockable room within the exhibition hall (3×3 m)
• Exterior walls show vivid examples: text and visualiza-

tions of applications, examples, results
• The four exterior walls offer the possibility to group im-

ages into four thematic areas: material design; machine
engineering, process engineering & technology; biotech-
nology & medicine; nature & environment

• Interior: two screens showing interactive visualizations
steered by motion control systems (Microsoft Kinect,
Leap Motion) via the visitors’ hands

For creating the exhibition’s concept, we followed three
principles: to show what a simulation is and how it works; to
make a complex and abstract scientific topic comprehensible
for everyone; and to present research from the perspective of
the scientists themselves. The practical implementation of
the concept posed several important challenges:

• Every station should deal with an individual topic and
stand for itself, i.e. it should be usable without the con-
text of the whole exhibition.

• The stations should work without guided exhibition tours.
• The stations’ interactions should literally be touchable

and invite to playfully discover the topic in order to create
a better learning effect.

• The stations and in particular the analog and digital inter-
actions and exhibits should be theft-proof and indestruc-
tible – at least by involuntary or casual vandalism.

3. Visualization and Interaction Concepts

Explaining the results of simulation research to a broader
non-academic audience poses several challenges. The main
task is to enable even high-school students to understand key
concepts of the ongoing research. This can only be achieved

Figure 2: The interactive visualization exhibit. The visual-
ization on the left screen is steered using a Microsoft Kinect,
the right one via Leap Motion.

by the use of visualization techniques, since the real-world
counterparts of the visualized phenomena may be to big or
too small to be examined and most of the resulting data may
be too abstract to be understandable right away. Thus, nearly
all exhibition pedestals offer some kind of visualization. In
fact, the cubicle featuring interactive visualizations of simu-
lation results is the centerpiece of the exhibition (Fig. 2).

A second challenge is to maintain the interest of the audi-
ence during the whole visit. Since purely static exhibits may
be considered boring (especially by a younger audience), we
decided to add interactive and tactile exhibits. This includes
the gesture-controlled interactive visualizations shown in
Fig. 2 as well as 3D-prints of previously visualized objects.

3.1. Interactive Stations

The above-mentioned cubicle, which is the centerpiece of
the exhibition, is a small room of approximately 3×3 meters
that features two interactive stations where visitors can inter-
act with visualizations. Two high-resolution 32′′ LCD dis-
plays are mounted on the rear wall of the room (see Fig. 2).
Each display is driven by a dedicated visualization worksta-
tion, which is hidden from the visitors inside a double wall of
the room. The space within the double wall (approximately
40 cm) is open to the top and accessible via a small lockable
hatch to allow for sufficient air flow and maintenance.

Our visualization framework MegaMol [GKM∗15]
served as a basis for the interactive stations. MegaMol is
the rapid prototyping tool for visualization of particle-based
simulation data within SFB 716. It offers all the interac-
tive scientific visualization methods for molecular data like
molecular surfaces, ball-and-stick models, or particle trajec-
tories, which have been developed by the visualization re-
searchers of the project. That is, the visual representations
developed in the collaborative research project were already
available for use in the exhibition context.

Selection of the Examples: Each station allows the visitors
to explore one simulation data set. The choice of the data to
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Figure 3: Screenshot of the laser ablation simulation used
in the interactive station that is steered via Microsoft Kinect.

present was driven by the idea that it should show a suffi-
ciently interesting scientific phenomenon and that the visual
representation should also look interesting.

The first data set is a simulation of a laser ablation, a
process used in many industrial applications. Here, a laser
beam hits a block of aluminium, causing a small portion of
the metal at the surface to heat up and explode outwards,
thereby creating a small crater. In the simulation, the alu-
minum block consists of approximately 560 k particles. The
user can switch between a visualization of the raw particles
and an abstract visualization where only the trajectories of
larger particle clusters are shown [FSG∗11] (see Fig. 3).

The second data set is a simulation of a lipase protein,
which is part of the fat metabolism. In the simulation, the li-
pase sits atop a layer of fat molecules, while one fat molecule
moves towards the active site of the protein where the fat
would be split (see Fig. 4). To show the complexity of the
protein and to allow the user to see the fat moving into a tun-
nel within the protein, we chose a semi-transparent molec-
ular surface visualization [KSES12]. The complex struc-
ture of the lipase is shown using the Cartoon representation
within the surface [KBE08]. Both protein representations are
rendered in a medium blue color, to show that both geome-
tries visualize the same molecule. Fat molecules in the layer
are colored light yellow and displayed as Stick representa-
tion. Only the specific fat molecule that moves into the pro-
tein is rendered in red to visually stick out.

User Interaction: One major challenge when designing the
interactive stations was to come up with a interaction con-
cept that is both easy to use and engaging for the visitors.
Users should be able to grasp the interaction possibilities ei-
ther intuitively or with very little explanation provided on
a small poster next to the interactive station. Another con-
sideration was that the users should not be able to exit the
visualization by accident or on purpose. One obvious choice
would be to use a touch screen as a replacement for the typ-
ical mouse interaction, such as the touch tables used by Yn-
nerman et al. [YRA∗16] and Agus et al. [AMB∗17] in muse-
ums. However, we saw several problems with this concept.
First, large touch screens are still quite expensive compared

Figure 4: Screenshot of the lipase simulation used in the
interactive station that is steered via Leap Motion.

to standard non-touch displays. Second, a user interacting
with the visualization would occlude parts of the screen from
other visitors since he/she would have to stand close in or-
der to touch the screen. Third, extra measures have to be
taken to prevent users from exiting the application, since the
touch screen would effectively act as a mouse. Therefore, we
decided to implement a gesture-based system that uses ei-
ther Microsoft Kinect or Leap Motion as input device. While
the Kinect can be placed on top of the display using a com-
mercial mounting kit, the Leap requires a table that places
the device about 30 cm underneath the hand of a standing
adult person. According to the DIN 33402 standard, the av-
erage elbow height in Germany is 106.75 cm, therefore, a
table height of 75 cm was chosen. We fabricated a special
mount for the Leap using 3D-printing that was screwed to
the table to prevent theft. The cables of both devices are also
mostly hidden from visitors to prevent casual vandalism or
accidental unplugging. Both devices are provided with soft-
ware development kits that allow for a relatively simple us-
age. Due to the modular concept of MegaMol, adding sup-
port for these devices into the existing interaction concept
required no changes of the software architecture.

Camera Adjustment via Gestures: The basic interaction
with the visualization is the manipulation of the camera.
Users should be able to turn the data around and to zoom
in an out. Modifying the camera uses the same gestures on
both devices: A simple “grab” gesture (i.e., making a fist)
activates the camera adjustment. If the fist is moved left and
right or up and down, the camera orbits the data sets (i.e.,
the data set is turned around). Moving the fist towards or
away from the screen zooms in and out. To exit the camera
adjustment mode, the user simply has to open the fist again.

Graphical User Interface: Since the desired interactions
also include parameter changes, a simple graphical user
interface (GUI) that can be steered via gestures was also
needed. The standard GUI of MegaMol is too complex for
this application case and warrants a mouse and keyboard.

The interaction with the GUI mainly involves selecting
buttons. Due to the different accuracies of the two devices,
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Figure 5: 3D printed molecular surface of two proteins.

we chose to use slightly different gestures here. For the Leap
Motion, the user has to extend his/her index finger and point
at the screen. While the index finger points at the screen, a
ring-shaped cursor is shown on the screen at the position the
user points at. Since Kinect was not able to reliably detect
the extended index finger, we decided to use an extended flat
hand to activate the cursor mode. If the user moves the cur-
sor over a button, the cursor ring starts to fill. Once the whole
ring is full, the button is activated. We decided to use this
technique since it is routinely used by Kinect games, there-
fore, we reckoned that it would be familiar to users knowing
this gaming console. The animation of the ring that is filled
up also makes the method intuitive and easy to explain, as it
provides clear graphical feedback. As mentioned above, the
GUI itself consists of buttons that can be selected by the user.
Buttons can have a text label and an icon. As observable in
Figures 3 and 4, we also added a short text that explains the
visualized simulation.

Since users are typically much less accurate when using
mid-air gestures than when using a mouse [VMM14], the
buttons are relatively large in relation to the screen size to
make it easy to keep the cursor on them. Additional buttons
known from AV devices (play, pause, rewind), which fea-
ture no text but only the well-known media control symbols
(see Fig. 3) can be used to control the playback of the time-
dependent simulation data.

3.2. Tangible Visualization

On-screen visualization can only approximate the appear-
ance of objects as they would look in the real world. It
can be beneficial to complement the visual representations
with tangible ones, which has become possible and afford-
able through 3D printing. This enables visitors to get a more
complete impression. We, therefore, included a 3D printed
object in the pedestal targeting molecular surface visualiza-
tion. While the visualization technique is explained in tex-
tual form, the actual result is displayed as 3D printed model.

Creating such models requires several steps: First, the sur-
face of the model has to be computed. This is done using our

visualization framework MegaMol, which is able to compute
the Solvent Excluded Surface [Ric77] via the MSMS algo-
rithm [SOS96]. The result of this computation is a triangle
mesh that can be used as input for the 3D printing.

In 3D printing, the choice of the material and printing
technology is crucial for a suitable result. In our case, the
material had to be stable enough to survive several months
of skin-contact and potentially rough handling, the printing
technology has to be able to cope with the complex struc-
tures of a molecule as well as a large number of overhangs.
Depending on the printing technique, these overhangs may
need support structures to be printed correctly. We opted for
laser-sintering, since it does not need support structures. As
material, we chose a polyamide that is sufficiently robust.
To reduce production costs, the models have been printed
hollow. The polyamide only allows for a single color. While
multi-colored 3D printing is possible in principle, the result-
ing objects would have been too fragile for our purpose. The
3D printed molecules shown in Fig. 5 are fixed to the visu-
alization pedestal using thin wire ropes to prevent theft.

3.3. Explaining Scientific Visualization to Laymen

The two interactive stations explained in Section 3.1 only
use visualization as a vehicle to show simulation data to the
user. Besides using visualization to convey simulation re-
sults, one goal of the exhibition was to explain the process
of visualization and the research involved in this field of re-
search to the visitors. However, most scientific visualization
algorithms are too complex to be explained to laymen in the
context of a self-guided exhibition, with visitors only getting
information from reading the text provided on the pedestals.
We therefore decided to explain the process and challenges
involved in scientific visualization research in two simple
ways. First, the pedestal dedicated to visualization (IV, see
Section 2) briefly summarizes the visualization pipeline us-
ing the example of molecular surface visualization. The tex-
tual explanations are backed by graphical depictions of the
individual stages (raw input data, filtering, mapping, render-
able representation). Second, we designed an exhibit show-
ing the complexity of scientific visualization and computer
graphics using the example of lighting calculations.

Lighting is not only a very important factor in data vi-
sualization, it is also easy to understand for a general au-
dience without prior knowledge, since it models a natural
phenomenon everybody knows. Furthermore, the individual
steps involved in the lighting calculation are in general un-
derstandable without knowing the calculations involved. To
illustrate this, we used a 12.3′′ tablet PC (Microsoft Surface
Pro 4). We created an HTML application which allows the
user to swipe or navigate using buttons through the steps
of the computation. For each step, a short textual expla-
nation is displayed in conjunction with an image showing
the effect. Our example shows a virus capsid consisting of
approximately 200,000 atoms that form a spherical shape.
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Figure 6: Screenshot of the HTML page explaining lighting calculations in scientific visualization. The leftmost image shows
the full slide layout with an image of the final visualization result and a short description. The rest of the images show example
images of the different stages (from left to right: without lighting, local lighting, shadows, ambient occlusion).

Each atom is depicted as a sphere. The first image shows
the virus without any lighting, that is, everything appears
flat. In the second image, local Blinn-Phong shading is em-
ployed, showing the atoms’ spheres as round objects. Images
four and five show the effects of shadow mapping [KRZ∗17]
and ambient occlusion [GKSE12], which help to convey the
global spherical shape of the virus. In the last image, all ef-
fects are combined to show how each of them contributes to
the final appearance. Fig. 6 shows the slide layout and ex-
ample images. To prevent theft, the tablet PC is locked into
a commercial metal mount that is fixed to the pedestal. Fur-
thermore, we disabled all OS-level touch gestures in Win-
dows 10 that would allow a user to interact with the oper-
ating system and locked the browser displaying the HTML
slides to kiosk mode.

4. Fulldome Movie

Given the planetarium as our location, we decided to use all
of the assets available there, namely the fulldome video pro-
jection system. Therefore, we produced a ten-minute docu-
mentary movie to be shown before the normal program of
the planetarium during the exhibition, advertising the ex-
hibition to all visitors of the planetarium. The movie fea-
tures several of the visualizations for simulations developed
within the two research projects. It explains the necessity and
usefulness of simulations and their subsequent visualization
to the audience. The visualization sequences include results
from SFB 716 of laser ablation simulations, protein interac-
tions, DNA transport, and studies of the cracking behavior
of aluminum (see Fig. 9). Additionally, we included a visu-
alization of a simulation of underground carbon dioxide stor-
age that covers a period of over one hundred years. All ren-
derings of particle simulations are directly taken from Mega-
Mol, our visualization framework for large particle data sets,
which is also used by the domain scientists. We also pro-
duced a significant amount of cutscenes between the actual
visualization sequences, which have been produced using
Maya and Mental Ray (see Fig. 7).

The key difference between this movie and regular videos
is the non-planar projection surface. Planetariums handle
this spherical projection by means of a special image format
called dome master. A dome master is a square image em-

bedding a fish eye projection of the dome’s content (Fig. 8).
Videos in this format can normally be shown on all fulldome
systems, possibly after some post-processing to adapt to the
hardware characteristics of the specific planetarium.

There are basically two ways of producing such dome
masters from computer-generated imagery: When using ray
casting, one could generate rays mimicking the characteris-
tics of a fish eye lens in the first place. Or one could render
at least five sides of a sky box an reproject their content to
the dome master – an approach which is compatible with
any traditional interactive rendering approach. We opted for
the second way, because it allows us to use any visualization
technique already available in MegaMol, regardless of the
rendering technique. We were able to implement this with
only minimal changes to our existing code base: Besides
adding the option to render the sides of the sky box with
fixed 1:1 aspect ratio and aperture angle of 90◦, we had to
implement the means for animating the camera. We devel-
oped a key frame-based camera path editor to create smooth
camera movements for the movie. The camera positions be-
tween the key frames, as well as other camera-parameters,
are interpolated using Catmull-Rom splines, which ensure
that the camera actually passes all key frame positions. We
also interpolate the simulation data to produce smooth ma-
terial in 30 fps. For scientists, the low number of snapshots
exported from the simulations is not a problem when inter-
actively exploring their simulation data. However, creating
a film directly from those snapshots can result in jumping
particles if the positions are not interpolated. Therefore, we
had to implement an interpolation of the particle positions
that could also handle periodic boundary conditions usu-
ally found in particle simulations. These boundary condi-
tions cause particles leaving the simulation domain on one
side to re-enter it on the opposite one to conserve the energy.

The original idea was to perform the projection from the
sky box to the dome master during post-production using
commercial plugins available, e.g., for Adobe After Effects.
However, we quickly realized that it is difficult to design
meaningful sequences filling appropriate parts of the dome
without an actual preview rendering. We thus developed an
additional tool that allowed us not only to verify the dome
master embedding by producing images like Fig. 8, but also
to render actual preview videos. The latter allowed us to get a
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Figure 7: Closing credits of the fulldome movie, pho-
tographed from the ground upwards.

feeling for how fast objects move on the dome’s surface and
to verify that the camera paths make sense in their entirety.

To guide the audience through the single visualizations
and to keep them engaged between the sequences, we
used traditionally animated sequences produced in Autodesk
Maya, which can directly render dome masters by means of
an appropriate plugin. To prevent distracting the viewer from
the displayed information, scientific visualization tends to
be much more mundane than the computer-generated im-
agery that we have become used to from cinema. Meeting
the expectation of the audience for an animated movie while
still matching the tone of our scientific visualizations was
the biggest challenge for producing cutscene animations. To
have a consistent theme throughout the movie, the cutscenes
also feature a particle-based simulation, although a very sim-
ple, purely synthetic one. As in our scientific visualizations,
particles are rendered as simple spheres but with more so-
phisticated surface shading. Scene lighting is composed of
a single back light to give the scene a more dramatic atmo-
sphere and to generate some contrast to the more evenly lit
scientific visualizations. To improve the perception of scale
and depth, the scene is located in a volumetric nebula and
employs volumetric lighting (see Fig. 7).

To match the resolution of the fulldome system, we pro-
duced our movie using 6,122× 6,122 px (6K) dome mas-
ters. For the MegaMol scenes, these have been reprojected
from 4K sky box sides, except for the laser beam data set
(fourth in Fig. 9). The high number of particles in this data
set demanded supersampling to reduce aliasing artifacts,
wherefore we rendered each side in 6K. We ended up having
a 1.1 TB of raw imagery in total, visualization sequences and
cutscenes combined. Rendering the latter took about nine
days in total on a cluster of 20 nodes. The same cluster ran
almost 16 days to render the sequences in MegaMol. Note
that only a small fraction of this imagery found its way to the
final film. The overwhelming majority of the rendering time
was consumed for iterating over the sequences until the best
camera path and visualization parameters had been found.

Figure 8: A dome master frame from the visualization of a
laser ablation simulation. The parts from different sides of
the sky box are subtly tinted to show the production process.

5. Summary and Conclusion

In the first month, over 3,500 visitors attended the exhibi-
tion and its associated events (vernissage, scientific lectures
for the public). During this time, we collected visitor feed-
back using anonymous questionnaires that allowed visitors
to rate and comment on different aspects of the exhibition.
As expected, only a small fraction of the visitors provided
feedback (25 completed questionnaires; 52 % female visi-
tors, 36 % male, 12 % unknown; 80 % over 13 years old,
i.e., fitting the intended audience). Even though the number
is quite low, this initial feedback already provides us with
valuable insights. The explanations about the simulation and
visualization techniques were overall regarded as good and
comprehensible, while not being too simple. Especially the
interactive exhibits that allowed visitors to explore scientific
visualizations were consistently rated as very good and en-
gaging. The dome movie also received very positive marks
and comments, which is a very pleasing result, since it was
intended to catch the interest of visitors that originally only
planned to watch a planetarium show. Even younger visi-
tors (<13 years) rated the exhibition as interesting and com-
prehensible, which we did not expect. We guess that these
younger kids were accompanied by adults who guided them.
One person actually commented that the exhibition was too
small. Although this is only one individual sentiment, we
infer from the overall positive feedback that our exhibition
concept was engaging and did not overwhelm the visitors.

We of course also encountered some issues that could be
improved in the future. Although we designed all exhibits
to be as sturdy as possible, we encountered a few cases that
we did not expect to fail. As mentioned in Section 3.2, we
chose a polyamide material for the 3D printed molecules due
to its robustness, however, since this material is dyed after
printing, the color slightly wears off after some time. Us-
ing a colored material would circumvent this issue. Regard-
ing the fulldome movie, the circular seating necessitates that
the movie has no orientation – that is, no “up” and “down”.
While this is not critical for most planetary movies, it is a
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Figure 9: Several scenes shown in the fulldome movie. From left to right: Laser ablation with the two moving lasers forming
a cross on the surface. DNA strand tunneling through a nanopore. Crack propagation through aluminium. Laser ablation with
one static laser. Lipase trying to detach fat from a larger structure. All pictures were rendered using MegaMol.

bit harder to create such a movie for particle simulations.
Although we paid attention to this fact, at least one visitor
comment was that this could be improved. For the interac-
tive stations, the Leap Motion proved to be better suited than
the Microsoft Kinect. Kinect is not only less accurate in our
setting – which might be due to lighting conditions – but also
has the issue that users need to stay away a certain distance
from the device. Although we marked the optimal distance
on the floor, visitors tend to stand too close. Another issue
is that the Kinect sometimes switches to another person if
the room is crowded. This could be fixed by implementing a
more stable tracking.

In summary, we have presented our concept for a scientific
exhibition for the general public that makes heavy use of sci-
entific visualization. We have discussed our design choices
and explained that we not only used visualizations to con-
vey simulation research, but also presented visualization as
an area of research to the visitors. As mentioned above, we
are aware that the evaluation of the questionnaires has to be
taken with a grain of salt due to the low number of com-
pleted questionnaires. However, we still think that the very
positive feedback shows us that the design of our exhibition
was overall successful.
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Abstract
Unlike 2D scatterplots, which only visualize 2D data, 3D scatterplots have the advantage of showing an additional dimension
of data. However, cluster analysis can be difficult for the viewer since it is challenging to perceive depth in 3D scatterplots. In
addition, 3D scatterplots suffer from overdraw and require more time for perception than their 2D equivalents. As an approach
to this issue, stereoscopic rendering of three-dimensional point-based scatterplots is evaluated through a user study. In detail,
participants’ ability to make precise judgements about the positions of clusters was explored. 2D scatterplots were compared
to non-stereoscopic 3D and stereoscopic 3D scatterplots. The results showed that performance in perception decreased when
confronted with 3D scatterplots in general, as opposed to 2D scatterplots. A tendency towards an improvement of perception
showed when comparing stereoscopic 3D scatterplots to non-stereoscopic 3D scatterplots.

1. Introduction

Finding clusters in scatterplots is a common task in data visual-
ization. Whether it is to analyze the relationship between two or
more discrete variates, to observe the formation of many clus-
ters, or to find trends and correlations, scatterplots are widely
used and well-known diagrams to represent data. While lots of ef-
fort has been put into the investigation of 2D scatterplots, plots
with three dimensions have not been investigated deeply. Even
though there are several techniques to render high-dimensional
data, the quality of perception still needs to be further investi-
gated. It has been noted that the human visual system can reli-
ably perceive clusters, trends, and correlations in sparse 2D scatter-
plots [LMvW10b,LMvW10a,G∗13]. Even if the density increases,
techniques exist to reduce clutter in scatterplots (see Section 2).

However, when dealing with 3D scatterplots, it is often consid-
ered difficult to make precise judgements about the features of clus-
ters. Like printed pages, common computer monitors are only able
to effectively display 2D images. When viewing a static 3D dia-
gram on such monitors, it is hard to perceive the location of a sin-
gle point, let alone the expansion of a cluster, due to the incapability
of perceiving depth in a 2D representation. In computer graphics,
various techniques have been developed to add depth perception to
2D images, such as occlusion, shading and defocus blur [Meh13].
However, most techniques are not practical when dealing with scat-
terplots. In the last few years, active stereoscopic displays were de-
veloped and made available on the consumer market. By rendering
two separate images and presenting them to both eyes individually,

a real 3D effect can be achieved. This technique is well-known
as active stereoscopic rendering by using shutter glasses. There-
fore, in this paper a user study is presented to compare viewers’
ability to perceive clusters in three different classes of scatterplots:
2D scatterplots, 3D scatterplots, and stereoscopic 3D scatterplots.
More precisely, a set of 2D and 3D scatterplots was created. In
each diagram, one cluster was marked in a different color than all
other clusters (see Figures 1 and 2). Then, user experiments were
performed to compare viewer’s ability to make precise judgements
about the location of the marked cluster in 2D scatterplots, 3D scat-
terplots and stereoscopic 3D scatterplots.

Among many other techniques for visualizing multivariate data,
scatterplots are widely used. Although invented in the first half
of the nineteenth century, scatterplots are very common when it
comes to data display. In fact, between 70 and 80% of graphs used
in scientific publications are scatterplots [FD05]. They are espe-
cially useful when analyzing the relationship between two or more
variables. Figure 3 shows a typical 2D scatterplot featuring three
different classes of data (red, blue and green).

Scatterplots are not limited to show only 2D data; in principle,
arbitrary high-dimensional data can be displayed when using com-
puter systems. In 1983, D. Asimov invented the grand tour, a tech-
nique to project high-dimensional data orthogonally onto some 2D
subspace. It is thereby possible to view higher-dimensional data
as a sequence of carefully chosen 2D scatterplots [Asi83]. Due to
technical progress in the field of computer graphics, 3D scatterplots
have become a major field of interest in the last few years. While
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Figure 1: Exemplary 2D scatterplot as shown to the participants.
The plot shows three clusters; the orange (marked) cluster has its
center at (x = 6,y = 3).

Figure 2: Exemplary 3D scatterplot as shown to the participants.
The plot shows five clusters; the orange (marked) cluster has its
center at (x = 4,y = 0,z = 1).

showing one more data dimension, it is often difficult to perceive
depth in 3D scatterplots. Therefore, a number of methods were de-
veloped and evaluated to improve depth perception in 3D scatter-
plots, such as illuminated scatterplots [SW09]. On the one hand,
it has been shown that most techniques do indeed improve depth
perception. On the other hand, these methods usually cannot com-
pensate the absence of a third dimension.

2. Related Work

Evaluating Scatterplots. Due to the prevalence of scatterplots in
scientific applications, a rich literature exists. Poco et al. [PEP∗11]
conducted a user study to compare point-based 3D scatterplots with
surface rendering visualization techniques (such as enclosing sur-
faces and convex hulls), regarding viewers’ performance for several
tasks, such as cluster or outlier counting. They found that point-

based scatterplots give a decent overall performance, however non-
convex hulls were preferred most by the participants.

Based on this investigation, another study was conducted to com-
pare viewers’ performance in stereoscopic immersive environments
and on a non-stereoscopic 2D screen [EML13]. A six-sided immer-
sive virtual reality (VR) system that supports user interactions like
zooming, translation and rotation was used. As with Poco’s study,
participants were presented various cluster visualization techniques
(including point-based 3D scatterplots) and had to accomplish sev-
eral tasks. As a result, surface-based techniques clearly outper-
formed point-based scatterplots in stereoscopic VR environments,
indicating that point-based techniques are inefficient in terms of
stereoscopic rendering. Even worse, the hypothesis that 3D pro-
jections in a stereoscopic VR environment improve performance
on global analysis tasks (such as pattern identification) compared
to a 2D screen was rejected; supposedly, this was due to the fact
that many viewers had trouble maintaining the global picture when
immersed in a VR environment. However, this paper further inves-
tigates this topic with special focus on point-based scatterplots.

Accordingly, Ware and Franck [WF96] explored the benefits of
presenting abstract data in 3D. For this purpose, a user study was
conducted to compare viewers’ understanding of graphs when ren-
dered in 2D, in 3D as a static perspective, in 3D stereo, in 3D stereo
with motion cues and in 3D stereo with head coupled perspective.
As in this work, active shutter glasses were used. The result indicate
that stereo viewing increase the size of an abstract graph that can be
understood by a factor of 1.6 and even more when head coupled 3D
is used. On the other hand, motion cues are considered more signif-
icant than stereo cues. Additionally, Gleicher et al. [G∗13] showed
that the human visual system is able to compare average values
in multiclass scatterplots efficiently and accurately, no matter how
many points per class or additional distracting classes are added.
For his work, he performed a large-scale perceptual study using
Amazon’s Mechanical Turk, a crowdsourcing Internet marketplace.
Participants were not time constrained. On the other hand, Baldassi

Figure 3: A common 2D scatterplot showing multivariate data,
whereby red and blue depict clusters of different attributes. Sim-
ilar scatterplots have been evaluated in the presented study.
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et al. [BMB06] showed that perceptual decisions in dense environ-
ments can become error-prone when distracting classes are added.
Participants not only submitted erroneous answers, they were also
highly confident of their decisions. Scatterplots are often dense,
which affects the quality of perceptual decisions. Mayorga and Gle-
icher [MG13] also proposed a way to overcome overdraw in scat-
terplots. They noted that traditional scatterplots often suffer from
heavy overdraw, making it difficult for the viewer to discern data
distributions and relationships among clusters. Splatterplots offer
a solution by showing dense regions of points as contour-bounded
filled areas and subsampling the number of points outside these
areas. In addition, GPU-accelerated algorithms were implemented
that make it possible to view detailed information in splatterplots by
interactive navigation. Unfortunately, because of the fact that splat-
terplots are based on information abstraction, a loss of information
is often inevitable.

Furthermore, Sips et al. [SNLH09] noted that it is often nec-
essary to map high-dimensional data to lower-dimensional views.
This is especially true for multi-dimensional scatterplots. Since
mapping 3D data to 2D scatterplots can lead to a loss of informa-
tion, or, even worse, to a misleading representation, it is important
to represent the 3D data in such a way that a maximum of features
can be perceived by the viewer. Stereoscopic rendering of 3D scat-
terplots as it is described in this paper is an approach to this topic.
At last, Ruvalcaba [Ruv10] performed a small-scale study to deter-
mine which representation technique is most efficient to perceive
clusters and outliers in high-dimensional data. They compared a
single 2D scatterplot, a scatterplot matrix which shows all pairwise
scatterplots of the variables in a single view, and a single 3D scatter-
plot. In detail, participants explored 38 different cluster and outlier
tasks in random order. With each task, the participant had to iden-
tify clusters and outliers, while the computer program measured
time and accuracy. As a result, the performance depended rather on
the used dataset than on the representation technique. However, the
study indicates that 3D scatterplots can be efficient when clusters
overlap whereas 2D scatterplots benefit from well separated clus-
ters.

Stereoscopic Rendering. Like scatterplots, stereoscopic rendering
is the subject of many studies. Lo et al. [LC03] conducted user
experiments to find out if stereoscopic rendering affects humans’
judgement of the realism of computer-generated images. Most of
the computer-generated images focus on monocular visual cues
such as shading, texture gradients, relative size, occlusion and lin-
ear perspective to provide depth information. A group of partic-
ipants were asked to rate the realism of rendered images, once
without stereo, once with stereo vision conditions. The experiment
shows that it takes considerably more time to assess the realism of
a scene when it is viewed in stereo. Finally, depth cues in com-
puter graphics have been investigated extensively. Many authors
deal with the role of color as a monocular depth cue [B∗07, T∗91].
It has been shown that in special situations, color can play a sig-
nificant role in depth perception (see Section 3.2 for more details).
Accordingly, Cleveland and McGill [CM83] have run simple exper-
iments to prove that color can cause optical illusions on statistical
graphs. Various test persons were shown a red and green colored
map where both regions were the same size. On average, 49% of
the test persons were positive that the red region was bigger, 22%

rated the green area to be bigger, and 31% were correct, that is,
both regions were the same size. As a conclusion, the use of color
on statistical graphs should be treated with great prudence.

Recent studies investigated the impact of stereoscopy on gam-
ing experience. By using a Nvidia 3D Vision system equal to the
one utilized in this work, Schild et al. [SLM12] performed user
studies to evaluate player experience in computer games. Results
showed a less thoughtful and more direct interaction with stereo-
scopic games.

3. Study Data Generation

The following section explains the implementation details of the
software that was used to render 3D scatterplots and perform the
study experiment. Subsequently, Section 4 will explain the setup of
our user study, before discussing the results.

3.1. Cluster Generation

Clusters were generated by drawing a specific number of samples
from a multivariate normal distribution. The density function of the
latter is given by

f (x;µ,Σ) =
1√

(2π)n|Σ|
exp(−1

2
(x−µ)T

Σ
−1(x−µ))

with mean vector µ and covariance matrix Σ given by

µ =

µ1
µ2
µ3

 ,Σ =

σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33


and a n-dimensional random variable X, with X ∼ Nn(µ,Σ). The
3×3 covariance matrix Σ must be positive definite [Ton90].

To draw a sample from the multivariate normal distribution, the
following approach was used:

1. define µ and Σ as zero vector resp. identity matrix (or any other
valid vector resp. matrix as described above)

2. by using the Cholesky decomposition, find any real matrix L,
such that Σ = LLT

3. generate a vector v =
(
v1 v2 v3

)T , with components being
independent standard normal distributed values

4. the sample x =
(
x1 x2 x3

)T is now given by x = µ+Lv

Steps 2-4 are repeated for every sample in every cluster.

By altering the values of the mean vector µ, it is possible to move
the cluster in 3D space. Changing the values of the covariance ma-
trix Σ leads to transformations regarding size, dilation, and rotation
of a cluster. Figure 4 shows an example of such a normal distribu-
tion visualized as a 3D scatterplot.
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Figure 4: A plot of 100 samples drawn from a multivariate normal
distribution

3.2. Cluster Rendering

A study by Bailey et al. [B∗07] has shown that color can have a
significant effect on the perception of depth. In particular, warm-
colored objects (such as red, orange or violet) appear to be closer in
depth than cool-colored objects. This effect even strengthens when
the background color is dark. Therefore, the background color was
chosen to be white. The marked cluser was displayed in orange,
whereas the color of the distracting clusters and outliers was cyan.
One advantage of these colors is, that they can be perceived by
people suffering from red-green color blindness.

While color was not an overriding depth cue, relative size and
occlusion was. Unfortunately, in OpenGL, points are not scaled
based on their distance to the camera. In fact, the point size re-
mains constant no matter how close or how far away points are
rendered. Thus, for the 3D stimuli, a simple scaling function
was implemented by using shaders, limiting the point size to 1
pixel minimum for distant points and up to 12 pixels maximum
for closer points. Occlusion is simply enabled by calling glEn-
able(GL_DEPTH_TEST) and using the GL_LESS depth function.
The camera position in 3D was set to -17.5 units into the screen;
the camera rotation was set to 18◦ on the x-axis and -30◦ on the
y-axis. A cartesian coordinate system was rendered with appropri-
ate axis labels (see Figures 1 and 2). Hereby, it was ensured that all
participants had the same understanding of the orientation of the
coordinate system.

3.3. Active Stereoscopic Rendering

The main goal was to implement active stereoscopic rendering
using shutter glasses. However, due to its simplicity and relative
cheap realization, anaglyph stereo was implemented for testing pur-
poses at first. In OpenGL, the following approach was taken:

• set up a projection matrix for the left eye
• render scene in red color by using glColorMask(true, false, false,

false)
• set up a projection matrix for the right eye

• render scene in cyan color by using glColorMask(false, true,
true, false)

The projection matrices for the left and right eye can be cal-
culated by shifting the camera position and using a function like
gluLookAt to orientate both cameras to the same focus point. This
method for creating stereo pairs is known as toe-in. Unfortunately,
it results in non-parallel projection planes for each camera.

Thus, it can be uncomfortable for the viewer to look at stereo
images created with the toe-in method, especially when objects are
not in the center of the screen. The solution to this problem is to
use an off-axis projection, where both eyes maintain parallel view
directions. Unlike the toe-in method, it requires both frustums to be
non-symmetric. Objects in front of the projection plane will appear
in front of the screen, whereas objects behind the projection plane
will appear behind the screen.

In general, two factors influence the quality of the stereo effect:
the distance between the left and the right camera referred to as
eye-separation, and the distance between camera and projection
plane (focal length). A common rule of thumb states that the eye-
separation should be 1

30 of the focal length [ZS12, p. 28].

Although the anaglyph 3D method resulted in a clearly visible
stereo effect, the quality was not satisfying in terms of color and
depth perception. Thus, this method was discarded in favor of ac-
tive stereoscopic rendering using shutter glasses.

In order to use active stereoscopic rendering, a 3D computer
monitor supporting a refresh rate of 120Hz and shutter glasses must
be present. In this study, an Asus VG248QE 24 inch monitor and
a Nvidia 3D Vision 2 Kit were used, the latter including wireless
shutter glasses, an infrared emitter that handles the synchronization
between glasses and monitor, and a software driver.

When using DirectX, Nvidia 3D Vision takes the data sent by the
application to the stereo driver and renders each scene twice. The
stereoscopic 3D monitor then displays the left eye view for even
frames and the right eye view for odd frames [Gat09].

Unfortunately, the support of Nvidia 3D Vision for OpenGL is
limited. Although the OpenGL standard does support stereo ren-
dering by means of quad buffering, it is not implemented in the
Nvidia GeForce Driver, only in the professional Nvidia Quadro
Driver. Therefore, an Nvidia Quadro FX 3700 video card had to be
obtained. In addition, a 3-pin mini-DIN stereo connector linked the
GPU and the infrared emitter, ensuring synchronization regardless
of current CPU load, which lead to a flicker-free 3D experience.

With the Nvidia Quadro graphics card, quad buffer stereo could
be implemented. The projection matrices are set up following the
same procedure as previously described. Again, the scene is ren-
dered twice, once into the back left color buffer and once into the
back right color buffer.

Since the application had to run at 120 frames per second min-
imum, special attention has been paid to optimization. However,
this was not a problem since the rendered geometry was small and
inexpensive.
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4. User Study Setup

The following section outlines the design of the user study con-
ducted to investigate the perceptual implications of different scat-
terplots. In addition, hypotheses about users’ performance are for-
mulated.

4.1. Experimental Design

The goal of the experiment was to find out to what extend stereo-
scopic rendering helps the viewer to perceive clusters in point-
based scatterplots. Therefore, a computer program was imple-
mented, to generate and display a set of scatterplots in randomized
order. Each set consised of three types of scatterplots: 2D scatter-
plots, 3D scatterplots (see Figures 1 and 2), and 3D stereoscopic
scatterplots, with the latter being the same as their 3D counterparts
but rendered in stereo. 2D scatterplots were generated by ortho-
graphic projection from their 3D counterparts, removing the depth
component. Regarding the 3D stereoscopic scatterplots, position,
rotation, and size of the plots remained constant within each set,
but varied between sets.

In order to validate the experimental setup, evaluate the overall
3D experience, and collect initial feedback on the 3D environment,
a pilot study was carried out with three participants. The partici-
pants were undergraduate and graduate computer science students,
all of whom were familiar with scatterplots. The timeout for an-
swers was adjusted as well as the complexity of the scatterplots
which were perceived (stimuli).

Following the pilot study, a second study with a larger number of
participants was carried out. At the beginning of each experiment,
participants were asked to fill out a questionnaire. Questions about
their experience with stereoscopy and scatterplots were asked, and
information about the presence of visual impairments, such as my-
opia, hyperopia, or red-green color blindness were gathered.

Participants were then handed the active shutter glasses and in-
structed to wear them permanently during the experiment. Addi-
tionally, they were asked to move their head as little as possible,
to ensure the least possible difference in the viewing conditions for
each stimulus. This is important since the computer display appears
darker when wearing shutter glasses and the viewed image can be
distorted when viewed at an angle. Furthermore, participants were
instructed to work as fast as possible, as a timer was running down.

Each participant was shown a set of simple test stimuli, giving
them the possibility to get accustomed to the environment. Partic-
ipants who misjudged more than 50% of the 2D positions of the
marked clusters, were barred from the rest of the study. However,
this was never the case. In total, 30 stimuli were presented in ran-
domized order to each participant (10 sets, each consisting of a 2D
scatterplot, the same scatterplot in 3D with depth, and in 3D with
depth and stereoscopy). Each of these sets consised of four sparse
and six dense scatterplots. The computer program randomly chose
one of the axis (X, Y or Z in 3D; X or Y in 2D) and generated three
answer options for the position, one of which was correct (see Fig-
ure 5). The participant was then asked to assess the center of a
cluster marked by color.

By using this method, the problem of giving the exact position
of a cluster was simplified by choosing between three possible an-
swers, demanding as little effort as possible.

Participants had to choose an answer within 25 seconds, giv-
ing them enough time to examine the scatterplot. The time limit
was set, since studies have shown that participants are able to
rapidly judge multi-class scatterplots, but tend to take more time
for it [LMvW10b,LMvW10a,EML13]. Furthermore, the study was
designed to examine the correctness of participants’ choices rather
than the time they needed to decide. However, when they did not
respond within the 25 seconds limit, the stimulus was skipped.

At the end of each experiment, participants were asked whether
they think their depth perception improved when scatterplots were
rendered in stereo.

4.2. Hypotheses

It is hypothesized that the overall performance is best with 2D scat-
terplots and worst with 3D scatterplots; we hypothesize further that
stereoscopic rendering should be located inbetween these two.

The hypothesis is supported by various studies [PEP∗11,
EML13]. An investigation showed that stereoscopic 3D displays
can improve spatial perception for tasks that are multi-dimensional
in nature, tasks that are difficult and unfamiliar, and tasks that lack
other spatial visual cues [ML14]. However, as mentioned before,
point-based scatterplots did not perform as well as other visual-
ization techniques when rendered in stereoscopic 3D. Additionally,
binocular disparity may not necessarily be the decisive depth cue.
Hence, the following hypotheses are formulated:

H1 Performance will be lower with 3D scatterplots when com-
pared to 2D scatterplots.

H2 Performance will be lower with 3D non-stereoscopic rendering
when compared to 3D stereoscopic rendering.

H3 Overall performance will be higher when perceiving sparse
scatterplots when compared to dense scatterplots.

While hypotheses H1 and H2 are concerned with performance
in regards to stereoscopic rendering, hypothesis H3 addresses the
issue of the perception of dense and sparse scatterplots. In this case,
dense scatterplots are diagrams which show more than one class
and at least 50 distracting points, while sparse ones show either
one or two clusters without any noise or a single cluster with a
maximum of 100 distracting points.

Figure 5: GUI showing an example for the answer options pre-
sented to the study subjects.
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Figure 6: Performance of participants grouped by stimuli (2D, 3D
and stereoscopic 3D). Times were measured per stimulus.

5. Experiment & Discussion

In this section, the user experiments are outlined and the results are
discussed on the basis of statistical values.

5.1. Experiment

The main study took place during one week in a science labora-
tory at our university. A total of ten students participated, all with
a background in computer science. Seven participants were male,
three female, the age ranged from 19 to 25. Four out of ten partic-
ipants were familiar with scatterplots and had used them in a sci-
entific context before; only four participants had experience with
stereoscopy. All participants had normal or corrected-to-normal vi-
sion, none of the participants were color-blind or had achromatop-
sia.

Participants practiced with several sample stimuli until they felt
familiar with the task. Afterwards, as described in Section 4.1, they
had to assess the center of 30 clusters within a 25 seconds time limit
for each stimulus. None of the participants exceeded the time limit.
Each session lasted approximately ten minutes. After each session,
the participants were asked whether they felt that stereoscopic vi-
sion affected their perception of depth in a positive manner.

5.2. Results

The diagrams shown in Figure 6 and 7 show the mean value of
the success rate for each type of scatterplot in percent, as well as
boxplots of our time measurements.

The study showed that viewers performed best with 2D scatter-
plots; 93% of all cluster positions were assessed correctly. Perfor-
mance decreased with 3D stereo scatterplots, where 79% of the
answers were correct. However, performance was worst with 3D
non-stereo scatterplots; only 74% of all cluster centers were per-
ceived correctly by participants. These results are summarized in
Figure 6.

Furthermore, the results indicate that viewers tend to take more
time to judge the center of a cluster in a 3D scatterplot, which was
already shown by Etemadpour et al. [EML13]. However, only a
minor difference could be observed between stereoscopic and non-
stereoscopic 3D scatterplots. These results are also visualized in
Figure 6.
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Figure 7: Mean correctness of dense and sparse scatterplots.

Additionally, participants’ performance when exposed to sparse
scatterplots in comparison to dense scatterplots (plots with a higher
number of clusters, and distracting classes) should be further in-
vestigated. As shown in Figure 7, stereoscopic rendering increases
performance in sparse scatterplots.

Six of the participants felt that stereoscopic rendering slightly
improved their ability to perceive depth, while the remaining four
did not notice any effect at all.

5.3. Discussion

In this section, the results of the user study are discussed with ref-
erence to the hypotheses formulated in Section 4.2.

Even though the results are not significant, they show a tendency
towards the expected differences. A study with a greater number of
participants might lead to significant differences, further strength-
ening the support for our hypothesis.

As predicted, the perception of clusters was best in 2D scatter-
plots, supporting hypothesis H1. Most participants had no problem
assessing the center of a cluster in 2D. This might be due to the
fact that 2D scatterplots are easy to perceive by nature. However,
the level of difficulty increased, when marked clusters had low den-
sity and a high spread. This indicates that clusters which are dense
and coherent yield a better recognition rate in 2D. In addition, the
number of correct answers was almost equal in dense and sparse
scatterplots.

The results also support hypothesis H2. The user study showed
that there was a subtle improvement when using stereoscopic ren-
dering. However, the effect was less prominent, than initially sus-
pected. This indicates that stereoscopic rendering does have an in-
fluence on the perception of clusters in scatterplots, when point-
based rendering techniques are used. However, as seen in a study
by Etemadpour et al. [EML13], performance should considerably
increase when using surface-based techniques.

The comparison of sparse and dense scatterplots supports hy-
pothesis H3. The results show better performance for sparse scat-
terplots, when compared to dense ones. Stereoscopic rendering
seems to be especially helpful for sparse scatterplots.

It can be concluded that point-based scatterplots benefit from
stereoscopic rendering, even though the effect is not as strong as
initially suspected. This may be attributed to the fact that clusters

c© 2017 The Author(s)
Eurographics Proceedings c© 2017 The Eurographics Association.
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rendered with point primitives are incoherent geometric objects and
therefore difficult to perceive; using surface-based rendering tech-
niques could considerably increase performance, as shown in other
studies [PEP∗11, EML13].

6. Conclusion

A user study was conducted to investigate the influence of stereo-
scopic rendering on the perception of clusters in point-based scat-
terplots. A typical cluster analysis task was performed by a set of
participants. They were presented with 2D scatterplots, 3D scatter-
plots and stereoscopic 3D scatterplots. Participants had to choose
the center of a cluster marked in one color from a set of three pos-
sible answers. The results indicate that stereo rendering improves
performance, especially with sparse scatterplots.

While our study shows a tendency towards the expected results,
our number of participants was small. Future studies with a larger
number of participants could be conducted to further strengthen
our hypotheses. Future work could also include a study in which
additional depth cues, such as motion, or user interactions are im-
plemented and investigated. In doing so, the effect stereo rendering
has on the perception of clusters in point-based scatterplots could
be further investigated. In addition, an increase in performance with
stereoscopic 3D scatterplots was observed, when participants re-
peated the experiment. This indicates that once users are familiar
with the environment, they find it less difficult to perceive clusters.
Another user study could be conducted to support this hypothesis
empirically. Additionally, the influence of colors on cluster percep-
tion in scatterplots could be investigated, since this has not been
taken into account in our experiment.
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Abstract
We present a concept for interactive rendering of multiple data sets of varying type, including geometry and
volumetric data, in one scene with correct transparency. Typical visualization applications involve multiple data
fields from various sources. A thorough understanding of such data often requires combined rendering of theses
fields. The choice of the visualization concepts, and thus the rendering techniques, depends on the context and
type of the individual fields. Efficiently combining different techniques in one scene, however, is not always a
straightforward task. We tackle this problem by using an A-buffer based approach to gather color and transparency
information from different sources, combine them and generate the final output image. Thereby we put special
emphasis on efficiency and low memory consumption to allow a smooth exploration of the data. Therefore, we
compare different A-buffer implementations with respect to memory consumption and memory access pattern.
Additionally we introduce an early-fragment-discarding heuristic using inter-frame information to speed up the
rendering.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—Line and curve generation

1. Introduction

In this paper we discuss methods to combine different ren-
dering concepts for volumes, meshes and texture based tech-
niques for the purpose of interactive hybrid visualizations.

Visualization plays an important role for the analysis of
data in many scientific applications. Thereby, typical real
world scenarios involve multiple data sets often of different
type. This requires efficient solutions for combined render-
ing of hybrid data in one image. Since different data types
often require fundamentally different rendering techniques
this can be a challenging task; e.g. the joint visualization of
geometry represented as multiple transparent surfaces and
volumes using direct volume rendering.

When combining multiple transparent surfaces it is im-
portant to blend them in the right order to be perceived cor-
rectly. This means the fragments need to be composited in
the correct order, either front-to-back or back-to-front. In di-
rect volume rendering, when using volume ray-casting, vol-
ume samples are composited in a similar way, in order from
the entry point to the exit point. Since volume ray-casting is
working on a range of samples at once it is impossible to use
the default compositing methods that exists on the GPU to
combine volume ray-casting with transparent surfaces.

Order Independent Transparency refers to a collection of
techniques to render multiple, possibly complex, transpar-
ent surfaces independent of the order of draw calls. Most
of the Order Independent Transparency techniques focus on
surface representations rather than combining surfaces and
volumetric data.

In this paper we will discuss concepts extending existing
Order Independent Transparency techniques for interactive
hybrid data rendering. In detail we consider

• Mesh rendering for geometry visualization
• Volume Ray-casting for direct volume visualization
• 3D line integral convolution (3D-LIC) for directional

data.

Our approach is based on A-buffer techniques and we
demonstrate the effectiveness of this on datasets from differ-
ent fields including a heart dataset containing both anatomi-
cal context in the form of surface boundaries and the blood
flow, as well as a protein dataset containing various surface
representations and the electron charge density volume. With
this we present the following contributions:

• A concept for efficient hybrid data rendering based on A-
Buffer techniques.
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• An improvement over existing techniques by using inter-
frame information for a fragment discard heuristic.

The remainder of this paper is organized as follows. After
related work in Section 2 we introduce some important back-
ground knowledge in Section 3. We present the methods of
our approach in Section 4. In Section 5 we analyze timing
and memory consumption and present our results. Finally,
we conclude our work with a discussion in Section 6 and
name possible future developments.

2. Related Work

In the following, we shortly review the most relevant liter-
ature for our work. This is at first order independent trans-
parency, basic volume rendering and three dimensional tex-
ture rendering.

ORDER INDEPENDENT TRANSPARENCY. The correct
rendering of (semi-) transparent scenes is an intensively
studied field in computer graphics. Early techniques were
based on sorting the individual draw calls. Opaque ob-
jects are drawn first, followed by (semi) transparent objects.
With increasing geometric complexity and an increasing
amount of objects in typical computer graphics scenes, this
technique leads to high computational costs for the CPU-
based sorting of scene elements in a back to front manner.
Nvidia [Eve01] presented an approach, which uses consec-
utive peeling of the depth buffer to resolve correct trans-
parency, independent from the order of draw calls. The indi-
vidual slices of the depth buffer reveal hidden geometry in a
consecutive manner. All slices are blended back-to-front in
an additional render pass. This method was later improved
by Bavoil and Myers [BM08] where a front-to-back and
back-to-front peeling is performed at the same time.

Another approach to render correct transparency, inde-
pendent of the order of draw calls, is sorting on fragment
level. For this, all objects of a scene are rendered and
their color and depth values are stored in a buffer. This A-
Buffer approach can be implemented with layered 2D tex-
tures or per-fragment linked lists [BK11]. Maule et al. and
Zhang [MCTB12, Zha14] have addressed different perfor-
mance and memory related aspects of this approach. One
challenge with the A-buffer based methods is the optimiza-
tion of the local memory for each pixel’s fragment list. For
example, GPU shaders do not allow the usage of arrays
with dynamic size. An early work by Sintorn et al. targeted
this issue by a rapid pre-computation of the required array
size [SEA08]. Later, Lindholm et al. [LFS∗14] introduced a
different approach. Their method is called per-pixel array
optimization and is based on using multiple shaders which
use different array sizes, and sending pixels of certain depth
complexities to a shader using a similar array size. Lindholm
also proposes another improvement called per-pixel depth-
peeling, which removes the problem of having to allocate too
large array sizes completely. Schollmeyer et al. presented the

integration of an A-Buffer approach with a deferred render-
ing pipeline [SBF15].

Another method, more similar to the traditional depth-
buffer, was presented by Bavoil et al. [BPL∗07]. Their k-
buffer is also capable of handling order independent trans-
parency. It stores the front-most fragment for each pixel, but
it can only store up to k fragments, sorted and blended in a
single pass. One advantage of this, compared to the A-buffer,
is that it does not have to define a maximum scene depth.

DIRECT VOLUME RENDERING. Volume raycasting is
the most intuitive and popular method for direct render-
ing of volumetric data with scalar quantities. Early work
in this area was undertaken by Cabral et al. [CCF94] where
they used 3D texture slicing. More recent approaches ren-
der proxy geometry to generate entry and exit point tex-
tures on the GPU and perform ray casting afterwards.
These approaches have been improved by Krüger and West-
erman [KW03] by integrating early ray termination and
empty space skipping. Röttger et al. [RGW∗03] targeted pre-
integration technique, volume clipping and advanced light-
ing. A flexible framework for standard and non-standard
techniques was presented by Stegmaier et al. [SSKE05].
Their work was easy to extend and able to reproduce
translucency, transparent isosurfaces, refraction and reflec-
tion. Volume rendering for general polyhedral cells was
presented by Muigg et al. [MHDG11] The Visualization
Handbook [KM05] as well as Real-Time Volume Graph-
ics [EHK∗06] provide an overview of direct volume render-
ing techniques.

LINE INTEGRAL CONVOLUTION. Dense texture based
techniques are one major group in flow visualization. One
representative of this category is line integral convolution
which was first presented by Cabral et al. [CL93]. Stalling
and Hege [SH95] presented a fast and resolution indepen-
dent approach. Later, the idea was applied to 3D vector
fields by Interrante [Int97] as well as Rezk-Salama et al.
[RSHTE99] and surfaces by van Wijk et al. [vW03]. A
comprehensive overview can be found in the work of
Laramee et al. [LHD∗04]. Falk and Weiskopf [FW08] tar-
geted 3D line integral convolution in conjunction with direct
volume rendering. Additionally, they incorporated adaptive
noise generation. Therefore, the method is independent of
the input data size.

3. Background

In this section we will briefly describe the visualization
methods we focused on for the combination with our hybrid
data rendering approach.

MESH RENDERING. A typical approach for mesh ren-
dering is to transform the meshes’ vertices with the cur-
rent modelview matrix, perform primitive assembly, clip-
ping, perspective division, depth testing and finally put each
fragment to the output buffer. OpenGL performs these stages
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(a) (b) (c)

Figure 1: Our hybrid rendering approach combines rendering of mesh and volume data into one single visualization. The
shaded fragments of the mesh rendering (a) are stored with their depth information in an A-Buffer. During ray traversal the
volume renderer (b) stores its results in the same A-Buffer. The result (c) is a combined visualization of both source with correct
transparency.

in its configurable and customizable pipeline approach. In
our current implementation we rely on triangulated meshes.
We suggest [SSKLK13] for further reference.

VOLUME RAYCASTING. For direct volume rendering, a
common method is volume ray-casting. Here, a three-pass
approach can be used. In the first pass a proxy geometry,
namely the bounding box of the volume, is rendered. During
this pass, back-face culling is enabled and a color buffer is
bound as render target. Its content will later serve as entry-
point texture. For the second pass, front-face culling is en-
abled and therefore the exit-point texture is generated. Both
passes will interpolate the given texture coordinates at each
vertex of the bounding box in an efficient way. Afterwards,
the third and last pass uses the entry and exit-point textures
to define the rays used for sampling the volume. We suggest
The Visualization Handbook [KM05] and Real-Time Volume
Graphics [EHK∗06] for further reference.

3D LINE INTEGRAL CONVOLUTION. Line Integral Con-
volution (LIC) is a well known texture based method for vi-
sualization of steady vector fields. The basic idea is to per-
form a convolution of a white noise input texture. At each
location in the field a one-dimensional kernel is defined by
integrating a flow tangential line a fixed distance in both, for-
ward and backward direction. The noise texture is sampled
along this line and the corresponding values are summed and
normalized. Afterwards, the resulting value is placed at the
actual location in the output image. Furthermore, the local
one-dimensional nature of this algorithm makes it ideal for
a parallel and efficient implementation. Today, LIC calcu-
lations are commonly performed on graphics hardware and
can easily achieve interactive frame rates even for larger in-
put data.

For 3D vector fields the same approach can be used. In-

stead of a two-dimensional noise texture, a noise volume
is utilized to perform the convolution at each voxel. After-
wards, the result is visualized by direct volume rendering.
Unlike 2D LIC, 3D LIC is more sensitive to the type of
noise used for the convolution. A sparsely populated and
blurred 3D texture as input has proven to result in less clut-
tered results. Figure 2 shows an analytically defined vector
field visualized by streamlines as well as 3D LIC. We sug-
gest [CL93] and [FW08] for further reference.

(a) (b)

Figure 2: Visualizations of an analytically defined vector
field using (a) streamlines and (b) 3D LIC.

NUMERICAL INTEGRATION METHODS. For the calcula-
tion of integral lines typical methods are Euler and Runge-
Kutta integration. Both methods iteratively compute the in-
tegral lines from a given start location. Thereby, Euler in-
tegration samples the field only at the beginning of the in-
terval (e.g., current location) to compute the next point and
thus suffers from low accuracy. In contrast, the fourth-order
Runge-Kutta scheme (RK4) samples the field at four differ-
ent locations within the current interval and uses a linear
combination of these samples to compute the next point. The
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Screen texture

p points to its 
last fragment

fragmentfragmentfragmentend pointer

Indexed RGBA+depth 
container

Global counter
(next fragment available)

Figure 3: A screen texture is used to store pointers to the
last stored fragment, which in turn points to its previous
fragment. By using these pointers, we are able to access the
RGBA+depth values of each fragment.

RK4 integration is a good trade-off between computational
cost and accuracy.

4. Hybrid Data Rendering

In this paper we propose a concept to combine different ren-
dering techniques, this is visualizing volumes using direct
volume rendering together with (semi-) transparent geome-
try. For a combination of mesh rendering and volume ray-
casting it is important to align the individual coordinate sys-
tems. Doing this ensures that the resulting depth values cor-
respond to each other.

In this section we describe the proposed hybrid data ren-
dering method. This includes the data types that can be visu-
alized and the visualization options.

A-BUFFER RENDERING METHODS. Order independent
rendering of (semi-) transparent scenes is commonly done
in two rendering passes. The first pass renders the scene and
populates the A-Buffer with fragments, the second pass sorts
these fragments and performs back-to-front compositing to
produce the final pixel colors. In order for our A-Buffer to
support varying color and transparency of fragments and be
able to correctly compose these, we need to be able to store
the color, its transparency, and the depth value. This results
in five different values in total which have to be stored per
fragment (r, g, b, a, depth). Therefore, we are using two
buffers, one for (r, g, b, a) and one for depth values.

An A-Buffer can be implemented with different underly-
ing technologies. The most intuitive approach is storing each
rendered fragment in a layered 2D-texture. All layers, for
one output fragment, are later blended in the order of their
depth value. A major drawback of this approach is that it
suffers from a lot of unused memory if the depth complexity
varies over the scene.

Another approach uses a per-pixel linked lists to store the
incoming fragments. This approach requires a single buffer
to store all fragments, with an accompanying buffer that
stores pointers between these elements. Thereby, the first
fragment of each coordinate points to the zero index, all
other fragments point back to its previous fragment. Thus,

Screen texture

p points to its last page

end pointer

Global counter
(next page available)

page page

The pixel's last page 
may contain empy fields

Figure 4: Here the screen texture points to a page of frag-
ments. In this illustration the page size is three fragments,
but it can essentially be any number. By storing the frag-
ments in pages, we get better performance on the GPU.

a lot of memory can be saved compared to using the texture-
based method since the buffer can be defined to be just
as large as necessary. This is advantageous especially for
scenes with high variation of depth complexity. Figure 3
shows the concept of using linked lists of fragments with
an A-Buffer. In general, this method is slower than a texture-
based method, due to bad cache coherency between the frag-
ments, since each fragment is possibly stored in different
memory pages.

To overcome this disadvantage we propose to use frag-
ment pages, instead of individual unrelated fragments, in the
linked list. A pointer in the list will then point to a page of
fragments instead of a single fragment. This method min-
imizes the problem of bad cache coherency when using a
linked list of fragments. Figure 4 shows how the pages are
stored in the linked list.

All described methods require memory to be pre-allocated
on the GPU. For the texture-based method this size is deter-
mined by a user-configurable parameter adjusting the size
of the texture stack, i.e. number of depth layers per frag-
ment. For the link-list methods the amount of memory to
pre-allocate is defined globally and not per pixel, the size of
this buffer is automatically adjusted during run-time. Upon
loading a scene a relatively small buffer is allocated. If this
buffer is fully filled up while rendering we abort the current
frame, enlarge the buffer, and restart the rendering.

PERFORMANCE ANALYSIS. Out of the described meth-
ods we expect the texture method to be faster than the linked-
list method due to less cache misses. A problem with the
texture-based method is that it must predefine a maximum
depth complexity that it will be able to handle. The linked
lists method can theoretically handle any depth-complexity
until the pre-allocated memory is exhausted. The advantage
with using this method though is that we will have the option
to allocate less memory and still get correct results, com-
pared to a texture-based approach, where the size of the stack
must be at least as big as the highest depth complexity. Ac-
cording to Crassin [Cra10], the advantage in memory uti-
lization of the method using linked-lists can be huge when
the rendered scene has high variation in depth complexity.
In typical scenes, exactly this is the case and is reflected by
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the values measured by [Cra10]. He found that a linked-list
based implementation consumes, depending on the screen
resolution, only 6−10% of the memory a texture-based ap-
proach does.

DIRECT VOLUME RENDERING WITH A-BUFFERS. Vol-
ume ray-casting is the most common approach for direct
volume rendering, and by recognizing the similarity of the
compositing part of our A-Buffer rendering and volume ray-
casting we realize that to combine these two methods is sim-
ilar to the merging steps of merge sort and we only need
to modify our compositing step. After we have retrieved
and sorted the fragments stored in the A-Buffer for current
pixel, we query the entry and exit point and perform the ray-
casting. For each step in the ray-casting loop we compare the
depth of current volume sample with the foremost fragment
in the sorted A-Buffer list and pick whichever is nearest.
This is done until either both the ray-casting and A-Buffer
fragment list is empty or we reach full opacity.

EARLY FRAGMENT DISCARDING. In many scenes, there
are a lot of fragments that are stored unnecessarily. When
the alpha values of the closest fragments are high enough
to completely occlude the fragments behind them we would
optimally want to have a way of knowing beforehand which
fragments those would be, since that would allow us to skip
the occluded fragments completely in the first pass.

To address this issue, we present a method we call early
fragment discarding. This technique relies on an additional
buffer and a general assumption of frame coherency. The ad-
ditional buffer is used to store the depth values of previous
frame’s fragments where full opacity was reached. With this
we do a depth-test for each fragment and discard that frag-
ment if its depth is higher than the depth value of the pre-
vious frame. This happens during the first rendering pass,
while populating the A-Buffer.

By storing fewer fragments we see performance increases
for multiple reasons. The first reason is that discarded frag-
ments does not need to be written to the buffer, which is one
of the bottle necks of the first pass, second reason is, hav-
ing fewer fragments, sorting them in the second pass will
become faster.

This approach can introduce information loss during in-
teraction. For example, when rotating the camera the depth
values close to edges might change rapidly resulting in dis-
carding fragments that could have a strong contribution to
the final pixel-color. By only discarding fragments while the
user is interacting with the scene (rotation, translation etc.)
and perform a full rendering once the user stops interacting,
a good compromise between performance and correctness
can be achieved. A way to decrease information loss can be
achieved by introducing an allowed margin of depth values.
Since the fragment depth is stored in the range of 0-1, we
can add a percentage margin to the threshold, which will al-
low us to keep some of the fragments that could potentially
be incorrectly discarded on interaction of the scene. A good

value for this margin was found at 5%, in which most of
the correct fragments were kept, with still significantly im-
proved performance, compared to not using the method at
all.

3D LINE INTEGRAL CONVOLUTION. A 3D-LIC method
was implemented using Euler integration, as well as fourth-
order Runge-Kutta integration with a fixed step size. For ev-
ery voxel in a vector field volume, a generated noise volume
is traversed with a certain amount of steps, in forward- and
backward directions. For every step traversed the noise tex-
ture is sampled. After sampling all points along one integral
line, their mean value is used as the final color of the current
voxel.

RANDOM NOISE-VOLUME GENERATION. Unlike 2D
LIC, with 3D LICs the output quality is highly dependent
on the chosen strategy for random noise generation. In this
case, using a 3D volume as the noise input, different types of
noise were tested. These were white noise, where each voxel
get a random value between zero and one, and a sparse noise
generation based on the Halton sequence. As it can be ob-
served in Figure 5, the sparse noise based on the Halton se-
quence is the most promising one when comparing the final
output images with respect to visual clutter and structure.

(a) (b)

Figure 5: Two LIC visualizations of the same vector field,
with different noise inputs. White noise (a) give a dense but
more cluttered result. Sparse Noise based on the Halton se-
quence (b) results in clearer, more distinct structures.

5. Results and Evaluation

The methods described in Section 4 have been implemented
in Inviwo, an open-source framework for interactive visual-
ization [SSK∗15]. In this section we present the results from
applying the described methods on two datasets from differ-
ent domains.

The first dataset is a flow dataset of a human heart, ac-
quired using 4D Flow MRI, and consists of a time-sequence
of volumes given over one cardiac cycle. In addition to the
flow field we have a time-sequences of the anatomy as regu-
lar MRI and segmented masks for each of the various cham-
bers, major arteries and veins of the heart [BPE∗15]. In fig-
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(a) (b) (c) (d) (e)

Figure 6: Visualization of the protein human carbonic anhydrase II. (a) and (b) show two different mesh representations, in
(a) ribbons are used to visualize the backbone or the protein and in (b) a licorice visualization is used to visualize the bounds
between atoms. Figure (c) visualizes the electron charge density inside the protein using volume ray-casting. By using our
hybrid renderer we can combine these three views into the final image, seen in (d). The depth complexity of the A-Buffer of this
frame is visualized in (e).

ure 7 we can see various representations of this dataset, cre-
ated with our software. In Figure 7(a) we have extracted an
iso-surface to represent the boundary of the heart, here ren-
dered with full opacity. To visualize the blood flow we have
generated a 3D LIC volume as described in Section 4. The
result of this is visible in Figure 7(b). When having only the
3D LIC rendering it can sometimes be tricky to depict the
anatomical location of the flow in the heart. In such cases
rendering the flow together with the surface can be useful.
With our hybrid renderer we can easily combine this two
representations, in Figure 7(c) we can see how the 3D LIC is
rendered using volume ray-casting together with the surface
mesh. Before compositing, the surface mesh is rendered into
the A-Buffer with a 40% opacity.

The second dataset is the human carbonic anhydrase
II [PDB] protein. It consists of the protein structures as
meshes and volumetric data describing the electron charge
density at each location. In Figure 6(b) we see a Licorice
representation of the bonds between atoms in the protein.
This representation is available from the data as a polygon
mesh of cylinders. In Figure 6(a) a second mesh representa-
tion is available which represents the backbone of the pro-
tein using ribbons. Overlapping with the meshes, we have
an electron charge density volume describing positive and
negative charges. This volume is rendered using regular vol-
ume ray-casting, Figure 6(c). Red areas represents positive
charges and blue areas represent negative charges. Using our
hybrid renderer we can combine these three representations.
First, the Licorice mesh is rendered into the A-buffer at full
opacity together with the ribbons at 60% opacity. The sorted
a-buffer is then combined with the volume ray-casting re-
sulting in a final rendering as can been seen in 6(d). In Fig-
ure 6(e) the depth complexity of the scene is displayed. This
is done by coloring the pixel based on the number of frag-
ments for that pixel where black means zero fragments and
red means max number of fragments.

In scenes with very large depth-complexity, the A-buffer

may sometimes run out of memory. In such situations we
discard additional fragments. Since discarding fragments
during the population of the A-Buffer leads to insufficient
information during the final composite step we show black
pixels instead of incorrect information at that location.

(a) (b) (c)

Figure 7: Heart dataset: (a) shows the extracted surface as
geometry, whereas (b) shows the result of the 3D LIC. In (c)
both visualizations are combined. Note that the opacity of
the geometry was reduced to reveal the inner LIC visualiza-
tion.

PERFORMANCE. The A-Buffer methods presented in this
paper are based on performing two rendering passes. The
first pass writes the fragments to a fragment container (which
may be different depending on the method used), then it ren-
ders them to screen in the second pass. When measuring the
performance of the A-Buffer methods, it is therefore relevant
to measure the performance of these passes separately.

All performance measurements were done in a setup sim-
ilar to the heart rendering described above. Instead of using
3D LIC, the flow is visualized using path lines rendered as

37



T. Gustafsson & W. Engelke & R. Englund & I. Hotz / Concepts of Hybrid Data Rendering

tubes and the anatomical surface rendered using volume ray-
casting. All performance metrics presented in the paper have
been measured on a computer using a Nvidia GTX 580 GPU,
with 4 GB of graphics memory, and an Intel Xeon W3550
CPU, with four cores and clock speed of 3.07 GHz.

In order to get a good time measure of each pass, times-
tamps were taken before the first pass, after the first pass, and
after the second pass. By calculating the differences between
these we could measure the time taken for each pass. When
running the tests using different options meant to speed up
one of the rendering passes, it was discovered that both time
differences changed drastically, in contrast to just one, which
would have been expected.

In the second pass, insertion sort is used to sort all the
fragments for each screen pixel, which has a time complexity
of O(N2). Since most pixels do not have a depth-complexity
of higher than 10 fragments for most scenes an O(N2) sort-
ing algorithm is sufficient. Not much, if any, performance
could be gained by changing the sorting method into an
O(N logN) such as quick or merge sort. Disabling depth-
sorting completely improves overall performance by around
20-30%, but will of course give incorrect results.

In Table 1 we present the rendering times for the two A-
Buffer methods with two parameters (e.g., max depth and
page size). The main difference between the methods is how
the GPU memory is used. The texture-based approach uses
layered 2D-textures during the population of the A-Buffer.
In contrast the linked list approach uses pointers in GPU
memory for each fragment location (see Figure 3, 4). Sec-
tion 4 describes both methods in detail. The image size for
these tests was 800x800 pixels. Note that the early-fragment-
discarding method was not used here.

The early-fragment-discarding method was tested with
scenes of varying depth complexity, object transparency, and
resolutions. The results are shown in Table 2.

Here it is clear that the method is able to improve per-
formance of the A-Buffer significantly under the right cir-
cumstances. An unexpected result was obtained for low res-
olutions, where removing the margin yielded worse perfor-
mance compared to using a 5% margin.

Table 1: Performance of the two A-Buffer methods. The av-
erage depth-complexity was ∼ 12 fragments for the scene
these tests were made on.

Method Max Depth Page Size Avg. FPS
Texture Based 64 - ∼22
Texture Based 128 - ∼18
Linked Lists 64 8 ∼18
Linked Lists 128 8 ∼16
Linked Lists 128 2 ∼15
Linked Lists 128 1 ∼14

Table 2: Performance of the Early Fragment Discarding
method using different parameters. All tests were performed
on the same dataset. The average depth-complexity of the
scenes were ∼ 10 fragments for the 400x400 px scene and
∼ 7 for the 800x800 px scene.

Dimensions Alpha EFD Margin Avg. FPS
400x400 0.2 no - ∼30
400x400 0.2 yes 5% ∼35
400x400 1.0 yes 0% ∼44
400x400 1.0 yes 5% ∼46
400x400 1.0 yes 10% ∼43
800x800 0.2 no - ∼24
800x800 0.2 yes 5% ∼32
800x800 1.0 yes 0% ∼41
800x800 1.0 yes 5% ∼40
800x800 1.0 yes 10% ∼39

Using 10% margin in general removed the visual artifacts.
In our examples, a margin of around 5% was a good com-
promise resulting in few artifacts and generally high image
quality. Removing the margin generally increases perfor-
mance, however it has a large impact on the image quality
which is considered as too big. Since the performance gain
is small using margins is justifiable.

6. Conclusion and Future Work

CONCLUSION. With this work we presented a hybrid ren-
dering technique which is capable of combining different
visualization methods into a single output image in an ef-
ficient way. To achieve a high-quality and interactive ren-
dering we extended and combined state of the art methods
like the A-Buffer and GPU based volume ray-casting. To im-
prove the performance of the rendering we introduced sev-
eral improvements to one of the underlying building blocks,
the A-Buffer. The method has been carefully analyzed with
respect to memory consumption and performance. Its effi-
ciency has been demonstrated on two different datasets.

FUTURE WORK. As discussed in Section 5 for future
work, we see room for improvement with the sorting algo-
rithm in the second pass of the A-Buffer. Besides that, the
optimal resolution of the noise input, in comparison to the
output resolution, could be studied in more detail, in order to
improve performance while still keeping a good visual rep-
resentation. Our current implementation is restricted to one
volume data set. For the future we plan to support multiple
volumes which should be a straightforward extension.
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