




Selected papers from the
CLARIN Annual Conference 2017
Budapest, 18–20 September 2017

edited by Maciej Piasecki

Front cover illustration:
picture composition by Marcin Oleksy • CLARIN ERIC
Licensed under Creative Commons Attribution 4.0 International:
https://creativecommons.org/licenses/by/4.0/

Linköping Electronic Conference Proceedings 147
eISSN 1650-3740 (Online) • ISSN 1650-3686 (Print) 2017
ISBN 978-91-7685-273-6





Introduction

Franciska de Jong
Executive Director CLARIN ERIC

Universiteit Utrecht
f.m.g.dejong@uu.nl

Maciej Piasecki
CLARIN-PL

and Faculty of Computer Science
and Management

Wrocław University of Science and Technology
maciej.piasecki@pwr.edu.pl

This volume includes extended versions of the selected papers presented at the CLARIN
Annual Conference 2017 held in Budapest, Hungary, on 18th–20th September 2017.

CLARIN ERIC (http://clarin.eu) is the European Research Infrastructure for Language
Resources and Technology aimed at supporting researchers mostly from the domain of Social
Sciences and Humanities (SS&H) in their use of language data and technologies. CLARIN works
towards lowering barriers in doing research in those areas by offering widespread, advanced, user-
friendly and effective applications giving access to language resources and enabling the analysis
of textual data, speech recordings, as well as multimodal data in different research tasks.

The annual conference is a fruitful combination of an internal event and a venue open to
a general community of researchers. On the one hand, the conference is the annual plenary
meeting for the CLARIN consortia from all the participating countries. It is attended by selected
delegates of the national consortia that are involved in building, maintaining and exploiting the
infrastructure. Since the establishment of the ERIC in 2012, CLARIN has considerably grown
in size. There are 20 member countries and more than 100 associated research institutions. As
a consequence, only the subset of a large CLARIN community can participate in the annual
conference. At the same time, the annual event is open for various communities of users –
researchers from the SS&H domains, i.e. the people who are the raison d’etre for CLARIN.

The topics that are in the focus of the CLARIN Annual Conference can be divided into five
main areas:

• operation and use of the CLARIN infrastructure,

• aspects of its design and construction,

• knowledge sharing about the infrastructure and its use,

• relations with other infrastructures and projects,

• and, the most important, its applications in research in SS&H.

The conference hosted two invited talks given by renowned researchers from the field of Hu-
manities. Professor Karina van Dalen-Oskam from University of Amsterdam / Huygens ING
talked about “Literary translations and tools for stylometric research” and Professor Piek Vossen
from Vrije Universiteit Amsterdam presented an overview of applications of multilingual lan-
guage technology: “From multilingual to cross-lingual processing for Social Sciences and Human-
ities”.

Since 2015, the CLARIN annual conference has put a specific topic in focus. This topic is
highlighted by organising a special thematic session. The theme chosen for 2017 edition was:
“Multilingual Processing for Social Sciences and Humanities”.

The contributions were solicited through an open call. 37 submissions were registered in the
reviewing system (provided by EasyChair, http://easychair.org) in the form of extended
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abstracts. Each submission was reviewed by at least three reviewers, all of whom scientists with
rich experience and significant achievements in Language Technology and/or Digital Humanities.
24 submissions were accepted as a result of the two reviewing and correction rounds: 13 for oral
presentations, the remaining ones as posters. The selected contributions were published online
in the Book of Abstracts:
https://www.clarin.eu/content/abstracts-overview-clarin-annual-conference-2017.

After the conference, the authors of all accepted presentations were invited to prepare signif-
icantly expanded versions of their abstracts as full paper proposals. The authors were strongly
encouraged to take into account the outcome of the discussion of their presentations during the
conference, as well as their further work performed after conference. 12 papers were submitted
and reviewed by the Program Committee. Each paper was reviewed by two reviewers, during
two iterations. The process was completed by a final review with the aim to check if all the
requested changes had been introduced. On the basis of the improved versions sent after the
second reviewing iteration, all 12 papers were accepted and included in this volume.

The accepted papers represent an overview of the most important topics discussed during the
conference. The first two papers (Nicolas et al.) and (Parisse, et al.) report on the process of the
formation of national consortia and their initial development.

Next, Durco et al. revisit an important problem of constructing mapping between metadata
formats from the point of view of building links between the CLARIN CMDI metadata standard
and the metadata system in the PARTHENOS project. One of the goals of this project is to
build a platform linking several major research infrastructures related to the area of SS&H.
Metadata mapping is also close to a very challenging issue of the curation of metadata content.

Zinn presents further development of the Switchboard systems for effortless and automated
linking of resources with language tools, as well as processing chains on the basis of resources
content. A new mechanism of directly linking EUDAT’s B2DROP cloud service to Switchboard
is the main focus of the paper.

The next papers, namely of Sugimoto and Monachini et al., are about a problem of great
importance for CLARIN (and every research infrastructure), i.e. studying and discovering users’
needs. Sugimoto analyses users’ behaviours through the observation of their activities in the
already existing infrastructure and its systems. Monachini et al. report on an interesting survey-
based study among the researchers in Classics Studies on the actual and intended use of digital
methods. The results and conclusions are also illustrated by a mock-up prototype of a future
system.

The papers of Fišer & Lenardič and Borin et al. are devoted to the enrichment of language
resources in CLARIN on the basis of the already existing resources in a way focused on the
identified users’ needs. Fišer & Lenardič report on the results of an overview of the state of affairs
in the area of language resources based on parliamentary records. The survey was supported
by a dedicated CLARIN workshop and brought about an idea of a kind of virtual collection of
such resources. Borin et al. describe the outcome of the first phase of the project on turning the
linguistic material available in Grierson’s classical Linguistic Survey of India (LSI) into a digital
language resource, which will be managed and offered via CLARIN.

Next, we enter the domain of IPR (Intellectual Property Rights) issues which is often a
stumbling block in SS&H, especially in relation to the use of corpora. Kelli et al. discuss the
paradigm of Open Science from the point of view of its implementation in CLARIN. Calamai et
al. present a very useful study on the management of IPR in the area of digitised analogue-born
speech corpora, in which informants, record-makers, corpus creators and researchers responsi-
ble for digitisation, annotation and corpus publishing form a surprisingly complicated picture.
However, some practical conclusions were drawn.

Finally, the volume is completed by two examples from the top CLARIN layer, i.e. the layer
of research applications in which CLARIN tries to fulfil its strategy of lowering the technological
and knowledge barriers, i.e. research application aimed at making users free from the necessity
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of installing and setting-up software, as well as decreasing the required amount of technological
knowledge possessed by users (e.g. from the area of language engineering). Maryl et al. describe
a web-based application called LEM (Literary Exploration Machine) that offers several functions
for the extraction of various statistics from text related to linguistic features of a text. It works
according to a very simple scheme: upload the data and select one of several options with just
one click. LEM was built in close co-operation with users and its every function is a response to
a demand of a concrete user – a researcher. Piasecki et al. present a new multilingual version of
WebSty – an open, web-based stylometric system, offering advanced, efficient language processing
and a rich functionality for statistical processing. However, at the same time, WebSty allows for
performing a stylometric analysis by simply selecting one of the few predefined ‘express’ options.

In addition, CLARIN published a rich set of materials related to the conference on the web:

1. the detailed list of topics, to be found in the call for papers:
https://www.clarin.eu/news/call-papers-clarin-annual-conference-2017

2. the complete conference program and most of the slides presented:
https://www.clarin.eu/content/programme-clarin-annual-conference-2017

3. the recordings of most talks, the two invited lectures and several other video materials are
available on a dedicated channel of VideoLectures:
http://videolectures.net/clarinannualconference2017_budapest/.
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Abstract

This paper gives an overview on the Italian national CLARIN consortium as it currently stands
two years after its creation at the end of 2015. It thus discusses the current state of affairs of the
consortium on several aspects, especially with regards to members. It also discusses the events
and initiatives that have been undertaken, as well as the ones that are planned in the close future.
It finally outlines the conclusions of a user survey performed to understand the expectations of a
targeted user population and provides indications regarding the next steps planned.

1 Introduction

Among the research fields of interest for the CLARIN initiative as a whole, several have a long history
of research efforts performed in Italy over the past decades and have identifiable associations organizing
recurrent Italian events. For example, for Computational Linguistics and Language Technology Applica-
tions - particularly for Italian - there is the Associazione Italiana di Linguistica Computazionale1 (AILC)
that organizes, among other events, the yearly celebrated conference CLIC-IT2 and the periodically held
evaluation campaign of Natural Language Processing - Evalita3; for Speech Sciences there is the As-
sociazione Italiana di Scienze della Voce4 (AISV), that also organizes a yearly celebrated conference,
together with the Franco Ferrero prize, and for Digital Humanities there is the Associazione per l’In-
formatica Umanistica e le Culture Digitali5 (AIUCD) that also organizes, among other events, a yearly

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
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5http://www.aiucd.it
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celebrated AIUCD conference6. Accordingly, it is only natural that ever since CLARIN started in 2008
with a preparatory phase, it has always been of great interest for several Italian institutions7.

When CLARIN ERIC was established in 2012 after the end of the preparatory phase in 2011, several
efforts have been made to create a national consortium. On October 2015, the Ministero dell’Istruzio-
ne, dell’Università e della Ricerca (MIUR) signed the Memorandum of Understanding to become a full
member and Italy finally joined CLARIN ERIC with the Department of Social Sciences and Humanities
(DSU) of the Consiglio Nazionale delle Ricerche appointed as Representing Entity, the Istituto di Lingui-
stica Computazionale (ILC) nominated as leading Italian participant and Monica Monachini nominated
as National Coordinator.

This paper aims at providing a clear overview of the Italian national CLARIN consortium as it cur-
rently stands two years after its creation. In Section 2, it discusses the current state of affairs of the
consortium, be it in terms of members, funding, technical infrastructure or role within the CLARIN fe-
deration. Section 3 then provides a number of information on the CLARIN-IT members, especially with
regards to what they offer to CLARIN in terms of resources, services and expertise, and what CLARIN
offers them to further their own research. Section 4 discusses the CLARIN-IT events organized in Italy so
far and the events planned in the close future, especially with regards to the organization of the CLARIN
2018 conference. Finally, Section 5 outlines the conclusions of a user survey performed to understand
the expectations of a targeted Italian user population while Section 6 provides indications regarding the
next steps planned for the consortium as a whole and for each member individually.

2 Current State of Affairs

2.1 Members
As it stands at the moment, the CLARIN-IT consortium includes four institutions as full members with
two other institutions in the process of formally joining it. The four current full members are:

1. the Istituto di Linguistica Computazionale ”A. Zampolli” (ILC) of the Consiglio Nazionale delle
Ricerche in Pisa,

2. the Institute for Applied Linguistics (IAL) of Eurac Research in Bolzano,

3. the Dipartimento di Scienze della Formazione, Scienze Umane e della Comunicazione Interculturale
(DSFUCI) of the Università di Siena,

4. the Dipartimento di Filologia e critica delle Letterature antiche e moderne (DFCLAM) of the
Università di Siena.

The two other institutions in the process of formally joining the consortium are the Dipartimento
di Discipline Umanistiche of the Università di Parma and the Dipartimento di Studi Umanistici of the
Università ”Ca’ Foscari” in Venezia.

Aside from these six institutions, a noticeable number of other Italian institutions from a wide range
of disciplines have expressed their interest in participating. Among those, we can cite the Fondazione
Bruno Kessler (Trento) the Università Cattolica del Sacro Cuore (Milano), the Università ”Tor Vergata”
(Roma), and the Università di Pisa, Dipartimento di Linguistica (Pisa).

2.2 Funding
One reason for the late arrival and the limited number of members (when compared to other CLARIN
consortia) is due to the fact that negotiations regarding an Italian national funding of the CLARIN-IT
consortium with the Research Ministry are still ongoing. Consequently, while other institutions have
put on hold their membership until a viable context for their participation can be arranged, the current

6http://www.aiucd.it/convegno-annuale/
7One of them, the Institute for Computational Linguistics ”Antonio Zampolli” (ILC) of the Italian National Research

Council, was already a member of the consortium that carried out the preparatory phase under the FP7-INFRASTRUCTURES
EC programme (GA:2007-212230).
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members have either sought funding for personnel at regional or local level, have committed some of
their own internal resources or are contributing on a purely voluntary basis.

2.3 CLARIN-IT committees
Following the best practices implemented within CLARIN ERIC and the CLARIN federation,
CLARIN-IT has established the following committees: the technical committee, the metadata and
standards committee, the legal issues committee and the committee for the relations with users.

The technical committee coordinates all CLARIN-IT type C and B centres and ensures the
smooth functioning of all the technical services. It will be responsible of ensuring conformance to
CLARIN ERIC technical requirements and of the prompt uptake of technological upgrades and new
solutions developed and/or suggested by CLARIN ERIC. It also advises the National Coordinator on
any critical issue regarding the quality of the services provided and on the possible measures to take.

The metadata and standards committee is responsible for the adoption of the metadata and data format
standards supported by CLARIN ERIC. As such it selects and disseminates the existing supported stan-
dards relevant for its user communities; helps adapting the standards to the specific needs of the users and
members, and contributes to the definition of metadata and concepts in the CLARIN Concept Registry,
when needed. It also gives advice to the National Coordinator in matters of standards.

The legal issues committee deals with IPR and privacy protection issues. Its main task is to revise and
adapt the policies and licenses devised and recommended by CLARIN ERIC to the needs of CLARIN-IT.
The committee also helps and advises members on IPR critical matters about specific data resources, with
the aim of maximising research data sharing within the CLARIN community.

The committee for the relations with users discusses and coordinates the national activities towards
an active engagement of user communities. Its main responsibilities are to adapt and implement the
guidelines and best practices promoted by CLARIN ERIC within CLARIN-IT, discuss new ideas for
involving new users and research communities, receive feedback from the users, disseminate information
about services, resources, projects and all relevant CLARIN-like activities in Italy and beyond.

In addition to those, CLARIN-IT is also creating an advisory board that will provide strategic advice
on various matters such as, among others, quality, new initiatives or synergies with international and
national related infrastructures and projects. The advisory board will be formed by high profile scholars
that are not directly involved in CLARIN-IT activities, but who have access to relevant networks in the
Social Sciences and Humanities (SSH).

2.4 Technical infrastructure
As regards the CLARIN centres and resources made available, the ILC currently hosts the ILC4CLARIN,
CLARIN Type C Centre, and is in the active process of achieving a CLARIN-B certification8.
ILC4CLARIN is the first CLARIN-IT technological node that links the Italian SSH community to the
EU-wide CLARIN communities; it has set up a CLARIN DSpace repository which will soon offer de-
posit services to the Italian community. The IAL has successfully created its own CLARIN DSpace
repository and is progressively making its resources available on it. It is also aiming at achieving a CLA-
RIN C status as soon as possible. The DSFUCI and DFCLAM are actively working on making their
resources available via the ILC4CLARIN repository.

On a different technical perspective, the CLARIN-IT consortium closely cooperates with the Con-
sortium GARR, the Italian University and Research Network, in particular with the IDEM-GARR9 office
that supports federated authentication in CLARIN. Thus, any member or participant of the IDEM-GARR
federation already has access to services hosted at any CLARIN centre in Europe via their institutional
credentials. The CLARIN-IT consortium is also in contact with the CLOUD-GARR10 office so as to
allow members to safely and securely deposit data in the cloud.

8https://www.clarin.eu/content/centre-requirements-revised-version
9https://www.idem.garr.it/en

10https://cloud.garr.it
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2.5 CLARIN-IT within the CLARIN federation
Regarding the participation in CLARIN events, CLARIN-IT members participated in the CLARIN An-
nual General Assembly 2016 and 2017, in the CLARIN Annual Conference 2015, 2016 and 2017 and
in the CLARIN Centre meeting in 2016 and 2017. CLARIN-IT members also participated in the first,
second and third CLARIN-PLUS Workshop on Oral History (Oxford, Utrecht, Arezzo)11, the CLARIN-
PLUS Workshop on User Involvement, the CLARIN-PLUS Workshop on Digital Collections of Newspa-
pers, the CLARIN-PLUS Workshop ”Sustainability and Governance”, and in the CLARIN Workshop on
”Interoperability of L2 resources and tools”. Finally, CLARIN-IT was represented at the CLARIN booth
at LREC 2016 and at the PARTHENOS WP3 Meeting (an initiative of which CLARIN is member of) in
November 2016.

3 CLARIN-IT centres

A large networking initiative such as CLARIN allows institutions with their own agendas to devise
efficient roadmaps to approach their common or inter-related challenges and achieve several added va-
lues such as, among many others, preventing the duplication of efforts, the sharing of resources or the
creation of new initiatives resulting from productive encounters. Also, a common added value brought
to all CLARIN-IT members comes from the opportunities in terms of sustainability, be it through the
CLARIN-supported standards and tools or through the interaction with expert fellow stakeholders. Mo-
re specifically, we can outline the following synergies between the overall CLARIN initiative and the
CLARIN-IT centres.

3.1 Synergies between the ILC and CLARIN
3.1.1 The ILC in few words
The Institute for Computational Linguistics ”A. Zampolli” is a reference centre in the field of Computa-
tional Linguistics at both national and international levels. Its various research lines (Digital Humanities,
Representation Standards, Distributed Research Infrastructures and Knowledge Management) makes the
ILC a unique institution. The Institute is part of the Department of Social Science and Humanities, Cultu-
ral Heritage (DSU) of the Consiglio Nazionale delle Ricerche (CNR). It was already an active participant
in the CLARIN preparatory phase.

3.1.2 The ILC as an asset for CLARIN
ILC has for many years been active in the field of language resources and technologies for natural lan-
guage processing. The group of Language Resource and Infrastructures12 has been paying attention to
the development of digital resources (corpora, computational lexicons) for Italian and English and is now
creating new lexical resources for Greek and Latin according to the Linked Open Data (LOD) paradigm.
ILC recognizes, indeed, that there is still a lack of lexical resources dealing with ’historical’ langua-
ges, such as ancient Greek, Latin or Sanskrit, and this can be seen as a missed opportunity for the DH
community. ILC is thus making available legacy, digitalized, print resources as LOD, as well as creating
new resources by linking existing ones and distributing them with standard methods such as SPARQL
end points and/or HTML browsing. ILC is an active member and covers leading roles within the ISO
Committee TC/37 SC4, as well as in the W3C OntoLex working group, thus facilitating both the liaison
and the coordination between CLARIN ERIC and the ISO Standard Committees. ILC is also involved
in developing methods and digital technology for preservation of textual archives. Experts are dealing
with text encoding and mark-up to provide the scientific community with digital data access, exchange
and research on textual heritage of the literature held by ILC. ILC has set up a CLARIN C-Centre (ai-
ming for type B certification in 2018), ILC4CLARIN13, along with a CLARIN DSpace repository, where
the above-mentioned language resources are deposited and/or described according to the CMDI model

11http://oralhistory.eu/workshops
12http://lari.ilc.cnr.it
13https://ilc4clarin.ilc.cnr.it/en/
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(Broeder et al., 2012), which make them also visible and retrievable in the CLARIN Virtual Language
Observatory14 (VLO) (Van Uytvanck et al., 2010; Goosen and Eckart, 2014).

Along with the digital resources made available through the repository, ILC4CLARIN provides a set of
linguistic services15 such as systems for querying text corpora, natural language analysis and annotation
tools, tools for extraction and acquisition of linguistic information, format converters and tools for lexicon
creation or manipulation. Many of these tools are offered in the form of webservices; some of them are
already available in Weblicht16 (Hinrichs et al., 2010) and the Language Resource Switchboard17 (Zinn,
2016) or are currently being integrated there (see Section 6 for the next steps).

Through its repository, ILC4CLARIN also makes available both web applications and lexical resour-
ces for Latin and Greek. The web application for lemmatizing short Latin texts18 offers also a REST web
service19 which outputs the results of the lemmatization process in JSON; a search interface is available
for browsing several wordnets in different languages including Italian, Ancient Greek, Latin, Croatian,
and Arabic.20 Together with these web applications, a revised portion of the Ancient Greek WordNet is
also available.21

3.1.3 CLARIN as an asset for the ILC
Participating in CLARIN provides a number of opportunities in terms of sustainability, preservation,
persistent identification, and visibility for the ILC’s research outputs. Sustainability is a key aspect for
the ILC’s strategy as it kept on growing and conducting research over the years; preservation and persi-
stent identification of research data and results is fundamental as well, since they provide to users and
researchers the technologies to retrieve data and replicate experiments. CLARIN offers ILC frameworks
and platforms where to promote and support the use of technology and text analysis tools. For example,
Weblicht22 allows to combine web services so as to handle and exploit textual data. Finally, the VLO
makes the resources produced and described in the ILC centre available to a wider audience in the DH
community while the CMDI model ensures a high quality in terms of metadata.

3.2 Synergies between the IAL and CLARIN
3.2.1 The IAL in few words
The Institute for Applied Linguistics23 (IAL) is part of Eurac Research, a private non-profit research
centre located in Bolzano and composed of several research groups focussing their efforts on research
subjects of particular importance for the South Tyrolean region where it is situated. The IAL in particu-
lar aims at addressing current issues of language and education policy as well as economic and social
questions at the local and international level. It is an international research environment where around
25 Junior and Senior Researchers with heterogeneous backgrounds are performing research on a wide
range of language-related subjects.

3.2.2 The IAL as an asset for CLARIN
With a majority of its workforce dedicated to linguistics-related or terminology-related research que-
stions, the IAL is an active figure in several research fields and an active producer of manually crafted
and curated high-quality datasets.

14https://vlo.clarin.eu
15https://ilc4clarin.ilc.cnr.it/services/
16https://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/Main\_Page
17In particular, the Italian tokenizer whose REST APIs are described at http://ilc4clarin.ilc.cnr.it/

services/ltfw/readme, while the CMDI file used by Weblicht is available from http://hdl.handle.net/20.
500.11752/ILC-85@format=cmdi.

18http://hdl.handle.net/20.500.11752/ILC-59
19http://cophilab.ilc.cnr.it:8080/LatMorphWebApp/services/complete/<words>
20http://hdl.handle.net/20.500.11752/ILC-55
21http://hdl.handle.net/20.500.11752/ILC-56. Such format is compatible with the Global Wordnet

initiative http://globalwordnet.org/wordnets-in-the-world/.
22https://weblicht.sfs.uni-tuebingen.de
23http://www.eurac.edu/en/research/autonomies/commul/Pages/
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As regards linguistics-related questions, the IAL is a known figure in the research fields of Learner
Corpora, Didactics and E-lexicography. Among the initiatives undertaken for the field of Learner Corpo-
ra, the IAL has created or participated in the creation of several Learner Corpora such as Kolipsi (Abel et
al., 2012), KoKo (Abel et al., 2014), and Merlin (Wisniewski et al., 2013). It also has organized in 2017
the 4th Learner Corpus Research Conference24. As regards to Didactics, the IAL has both strong connec-
tions with schools and policy makers in and outside South Tyrol and organizes a number of workshops25

and training courses for teachers and pupils (Engel and Colombo, 2018). It also organized the interna-
tional conference on language competences ”Sprachkompetenzen erheben, beschreiben und fördern im
Kontext von Schule und Mehrsprachigkeit”26 celebrated in Bolzano in 2017. Finally (with regards to
linguistics-related questions), the IAL is an active member of the COST Action ”European Network for
e-Lexicography” (ENeL), is currently leading the European Association for Lexicography (EURALEX)
and has organized in 2014 the 16th edition of the EURALEX International Congress27.

As regards terminology-related questions, the IAL is active in the field of Legal Terminology, for
which it has produced and made available several terminological datasets such as the LexALP and Bistro
Information Systems (Chiocchetti et al., 2013; Lyding et al., 2006; Streiter et al., 2004). The IAL is also
part of the ISO Committee TC/37 for ”Terminology and other language and content resources”, is an
active member of the RaDT28, is part of the beta-test group for the SDL Multiterm and Trados Studio29

and is acting on regular occasions and through several local projects as terminological consultant for the
local South Tyrolean government.

With the rest of its workforce providing assistance on automatic processing for their colleagues, the
IAL has also become over time an active figure in the domain of Language Technologies, especially with
regards to the automatic processing of the South Tyrolean German Dialect. Among the efforts undertaken
for this field, the IAL has developed expertise for non-standard written communication such as computer-
mediated communication (CMC), with a special focus on social media, and webcorpora. In that research
context, it has released the CMC corpus Didi (Frey et al., 2015) and the Webcorpus Paisa (Lyding et
al., 2014). It also has organized in 2017 the 5th Conference on CMC and Social Media Corpora for the
Humanities30 and is an active contributor in a TEI Special Interest Group (TEI-CMC-SIG). Finally, as re-
gards Language Technologies, the IAL also started a very CLARIN-alike local project named DI-ÖSS31

which aims at establishing a local digital infrastructure among the South Tyrolean language stakeholders
allowing them to benefit from each others’ expertise and services.

Except for specific cases, the IAL intends to integrate as many resources as possible into its CLARIN
DSpace repository32. Because of its diversity in terms of research subjects and member profiles, the IAL
relies on a varied set of workflows and can accordingly be an asset by providing a range of expertise of
interest to a larger scope of stakeholders. Therefore, it also intends to be involved in several CLARIN
initiatives and committees33.

3.2.3 CLARIN as an asset for the IAL
The main added value from the IAL’s participation to CLARIN is the number of opportunities it offers
in terms of sustainability, an aspect that became key in the IAL’s strategy as it kept on growing over the
years. In that aspect, an initiative such as CLARIN DSpace greatly benefits the IAL which could not
hope to develop such an advanced solution on its own.

24http://lcr2017.eurac.edu/
25Up to now, more than 3000 pupils (aged 8 to 18) took part in the offered didactic activities.
26”Describe, nurture, and improve language competencies in the context of school and multilingualism”.
27http://euralex2014.eurac.edu
28”Rat für Deutschsprachige Terminologie” (an expert panel including large institutions such as the UNESCO).
29Leading professional solutions in language and content management services with a focus on terminology and translation.
30https://cmc-corpora2017.eurac.edu/
31”Digitale Infrastruktur für das Ökosystem Südtiroler Sprachdaten und -dienste” (Digital infrastructure for the South

Tyrolean ecosystem of language data and services).
32https://clarin.eurac.edu/
33Members of IAL already participate actively in the CMDI taskforce and the CLARIN DSpace initiative.
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In a different but similar logic, as outlined earlier, the research profile of the IAL is rather varied and
as such the IAL lacks often enough the tools (or uses suboptimal ones) to pursue some research oppor-
tunities, as it cannot afford developing and maintaining new ones. However, CLARIN as a whole is even
more varied in terms of research profiles and a number of CLARIN-related initiatives, targeted at first to
the needs of other institutions, directly address needs of the IAL. A good example is the Language Re-
source Switchboard which allows non-expert stakeholders to seamlessly use advanced natural language
processing tools and can thus allow linguists and terminologists at the IAL to test and develop indepen-
dently their own research ideas, while relying on their colleagues’ expertise in language technologies for
the later stages (e.g. for the fine tuning of the automatic tools). In that perspective, such technologies,
despite having been developed independently of the IAL, directly tackle one of its needs34.

Finally, CLARIN represents a great asset for the IAL in terms of visibility and dissemination. Indeed,
because the IAL is an active producer of high-quality datasets, being able to reference such datasets on
international catalogues such as the VLO is particularly interesting.

3.3 Synergies between the DSFUCI and CLARIN
3.3.1 The DSFUCI in few words
The Dipartimento delle Scienze della Formazione, Scienze umane e della Comunicazione interculturale
(DSFUCI) is one of the 15 Departments of the Università di Siena and is located in Arezzo. The Arezzo
campus brings together a community of scholars with a range of methodological approaches and research
interests in various areas of education, languages, the humanities, and the social sciences. The Depart-
ment coordinates and promotes theoretical and applied research projects aimed in particular at improving
and changing life and work styles; strengthening cultural, linguistic and professional skills of adults and
professionals; studying the role of languages, technologies and the media in today’s world and in the
historical development of groups and social communities; providing services to public and private or-
ganizations, administrations and professional associations in the realm of human resources development
(educators, language experts, school teachers, cultural managers, trainers and middle management).

3.3.2 The DSFUCI as an asset for CLARIN
The DSFUCI carried out together with the Scuola Normale Superiore di Pisa (Pier Marco Bertinetto,
p.i.) the Grammo-foni (Gra.fo) project (Calamai and Frontini, 2016), a co-founded project35 devoted
to the building of a digitization and cataloguing system with the aim of creating a regional network
for the management of speech and oral archives of the past (Calamai et al., 2013). The preservation
of analogue archives, that have so far remained unknown to the large public, entailed their detection
as a first step, and then the digitisation (including restoration, when necessary) and cataloguing of the
recordings contained in them. The oral documents preserved are disseminated via a web portal36 that
allows registered users to access the audio files and the corresponding cataloguing records, together
with the relative transcriptions and accompanying material (when available). A subsequent project, Voci
da ascoltare37, was devoted to the dissemination of oral archives to high school students and also to
the building of cultural trail via Mobile APPs (Pozzebon and Calamai, 2015; Pozzebon et al., 2016).
Therefore, with respect to the speech and oral archives domain, the participation of DSFUCI and the
Gra.fo archive in CLARIN would give several advantages. With over 3,000 hours of digitized recordings
and the incredibly vast range of type of documents and topics covered, the Gra.fo archive is a unique
and exemplary accomplishment in the Italian panorama. Having preserved such a significant collection
of oral documents, Gra.fo not only constitutes a precious repository of Tuscan memory and provides a
first-hand documentation of Tuscan language varieties from the early 1960s, but also represents a model
for other research groups or institutions dealing with oral archives. Gra.fo covered the entire workflow
with respect to the managing of oral archives: from digitization to long-term preservation, cataloguing

34The interest in being involved in several CLARIN initiatives and committees is also motivated by the possibility to detect,
influence and contribute to other useful initiatives such as the Switchboard.

35Regione Toscana PAR FAS 2007-13
36https://grafo.sns.it
37Università di Siena and Unicoop Firenze, 2016-2017.
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and description, ethical and privacy issues managing, and dissemination, also in terms of public history
and general public involvement (Calamai et al., 2016).

Nevertheless, the DSFUCI’s commitment to speech and oral archives does not confine itself to the
Gra.fo experience. We succeeded in discovering and locating the first oral archive related to an Italian
psychiatric hospital – which was located in the same buildings as the department in Arezzo, also where
the historical archive of the Arezzo psychiatric hospital is hosted. The oral archive of Anna Maria Bruz-
zone, an analogue archive (made of 36 compact cassettes) contained the testimonies (life stories) of more
than thirty former patients. It represents the documental basis of the book ”Ci chiamavano matti. Voci da
un ospedale psichiatrico” (Bruzzone, 1979). The author wrote it after a two-month stay in Arezzo, when
she spent almost every day in the hospital. The book testifies to the patients’ miserable lives inside and
outside the hospital and sheds light on the atrocity of their everyday condition by letting them speak for
themselves. Yet, what the book contains is not their actual voice: their voice is contained in the tapes that
Bruzzone recorded during her research, when she witnessed the lives of the inpatients, in a continuous
dialogue of which only a part is collected in the published interviews. The tapes were donated by the
heirs and we are currently working on their digitisation and on metadata description.

3.3.3 CLARIN as an asset for the DSFUCI
Being part of CLARIN would benefit the speech sciences and oral history research communities in
at least three main aspects: (1) the possibility to use a shared and internationally consistent metadata
standard (e.g., the OralHistory profile in the CLARIN component registry38); (2) the possibility to ensure
the long-term preservation of the original speech data (both preservation and access copy) and of the
metadata according to the FAIR principles (Wilkinson et al., 2016); (3) the possibility to offer a proper
reuse of research data (license agreement, ethical and legal issues). As for (3), the inclusion of a member
of DSFUCI in the CLARIN Legal Issues Committee39 may be considered as the first step towards a more
conscious involvement of the Italian research communities in the ethical and legal issues associated to
the web dissemination and re-use of speech and oral archives.

At present, another crucial issue is represented by Automatic Speech Recognition tools. One of the
aims of the Oral History research group inside CLARIN was to provide full Speech Recognition for
different languages in order to perform one of the main ”steps” envisaged in the OH transcription chain40,
enabling the researchers to go from a ”recorded interview” to a findable, accessible and viewable digital
AV-document with relevant metadata on the Internet. Italian language is devoid of a web-based ASR,
which would be of a great benefit for both communities of oral historians and linguists.

3.4 Synergies between the DFCLAM and CLARIN
3.4.1 The DFCLAM in few words
The Dipartimento di Filologia e Critica delle Letterature Antiche e Moderne (DFCLAM) of the Univer-
sità di Siena, ranked in 2018 as one of the national excellence departments by the Italian Government
(MIUR), focusses on the philological, literary and anthropological competences that lie at the very heart
of the study of literary texts, from the ancient world to modernity and for each literary genre. The in-
teraction between philology and literature is central in the long-standing European humanistic tradition
and the history of the Department includes significant names of the Italian literature (Antonio Tabucchi,
Franco Fortini, Alessandro Fo, etc.) and some forerunners of the application of anthropological methods
to literature (M. Bettini, S. Ronchey). In particular, its strongest points of engagement concern the an-
thropology of the ancient world (Centre AMA), the Italian contemporary literature (Centro Fortini) and
the study of medieval literatures (Latin and Romance) through digital methods and tools. The Depart-
ment includes some research centres such as the Centre for Comparative Studies � I Deug-Su � which
is strongly engaged also in research on digital humanities and three laboratories on digital humanities
funded by a development project newly approved by the MIUR.

38https://catalog.clarin.eu/ds/ComponentRegistry#/?itemId=clarin.eu\%3Acr1\%3Ap_
1369752611610&registrySpace=public

39https://www.clarin.eu/governance/legal-issues-committee
40http://oralhistory.eu/workshops/transcription-chain\#transcriptions

Selected papers from the CLARIN Annual Conference 2017, Budapest, 18–20 September 2017. 
Conference Proceedings published by Linköping University Electronic Press 
 at www.ep.liu.se/ecp/contents.asp?issue=147. © The Author(s). 

8



3.4.2 The DFCLAM as an asset for CLARIN
The DFCLAM committed itself to offering data and free online access to some digital archives of literary
and historical texts: among them the ALIM (the Archive of the Italian Latinity of the Middle Ages), the
largest digital library (with textual analysis tools and a medieval-Latin lemmatizer), which includes Latin
texts and documents, encoded in XML-TEI from philologically checked sources or firstly edited from
manuscripts, produced in Italy during the Middle Ages. Strategies for importing the metadata of ALIM
in the CLARIN-ILC repository through a shared TEI-header are under study, as well as procedures for
delivering dedicated tools for textual and linguistic analysis through the CLARIN channels. This would
allow meta-queries and cross-queries on semantic items which could connect Latin and modern European
languages derived from Latin and allow to develop semantic trees and networks of lexical derivations at
the very heart of the European shared lexicon.

4 CLARIN-IT Events & promotion

4.1 Lectures
Four lectures were given to introduce CLARIN-IT to the next generation of collaborators.

A contribution called ”Language Resources and Infrastructures for Digital Humanities” was presen-
ted at the Curso de Verano 2016 ”New trends in quantitative and computational linguistics”, organized
by the Universidad de Castilla-La Mancha in Ciudad Real, Spain.

A keynote lecture on ”Humanities: advantages, opportunities and benefits of the CLARIN Research
Infrastructure and the CLARIN-IT national node for the Italian community.” was performed at the final
ceremony of the Master Digital Humanities (2016-2017), held in Venice at the Università di Ca’ Fosca-
ri. Subsequently, a lecture on ”Digital Humanities and Research Infrastructures: CLARIN” was given
during the Course ”Digital Humanities: Web Resources, Tools and Infrastructures” of the third edition
(2017-2018) of the Master in Digital Humanities41.

Finally, during the first and second part of the Workshop ”Digital Humanities and Greek Philology:
resources and research infrastructures applied to the study of ancient Greek” organized at the Università
di Parma in November and December 2017, two lectures were given. The first one was entitled ”New
technologies and new investigations: CLARIN-IT and some examples of application to the study of an-
cient Greek” whereas the second one was entitled ”Infrastructures of Research and Classical Studies.
CLARIN-IT: opportunities and perspectives”. This event was devoted to the discussion of the opportu-
nities and research perspectives offered by the collaboration between Research Infrastructures and the
Digital Classics community. Different approaches to a traditional discipline are expected to offer, in per-
spective, new study habits that, based on the good practices inherited from the previous tradition, allow
the development of new research methodologies and teaching practices.

4.2 Participation in Italian events
In order to raise awareness among the Italian research communities and extend the consortium,
CLARIN-IT members have been participating in four relevant Italian events.

A keynote ”CLARIN-IT, l’Infrastruttura di Ricerca per le Scienze Umane e Sociali”42 was presented
at the 5th Annual Conference of the Associazione per l’Informatica Umanistica e la Cultura Digitale
(AIUCD) held in Venezia in September 2016 and in which numerous Italian researchers in Digital Hu-
manities were taking part. During the conference a survey on CLARIN-IT aiming at raising awareness
about CLARIN and collecting needs, requirements and expectations was launched (see Section 5.).

CLARIN-IT was presented at the Workshop ”Utilizzo e diffusione di metodi, strumenti e tecnologie
digitali per gli studi filologici: l’applicazione della filologia digitale al greco antico”43 and at the Se-
minar ”Le risorse informatiche applicate alle discipline umanistiche: strumenti e metodi con esempi

41CLARIN-IT, in collaboration with the AIUCD, patronizes the third Master in Digital Humanities (a.a. 2017-2018).
42”CLARIN-IT: A research infrastructure for the Social Sciences and Humanities”
43”Utilisation and dissemination of methods, instruments and digital technologies for the philologies: application of digital

philology to ancient Greek”
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sull’utilizzo didattico nelle discipline classiche”44 held in October 2016. Such events were organized
by the Dipartimento di Discipline Umanistiche of the Università di Parma, which is about to become a
member. The contribution was called ”Infrastrutture di ricerca nel settore umanistico”45.

CLARIN-IT was also presented at the GARR 2016 Conference ”The CreActive NEtwork: uno spazio
per creare e condividere nuova conoscenza”46, held in November 2016 and organized by the Gruppo
per l’Armonizzazione delle Reti della Ricerca (GARR), an Italian network aiming at providing high-
performance connectivity and developing innovative services for the daily activities of teachers, re-
searchers and students and with which CLARIN-IT is actively collaborating on technical questions.
The presentation was entitled ”Corpora digitali: dall’obsolescenza tecnologica, alla salvaguardia e alla
condivisione”47 (Sassolini et al., 2016).

4.3 Organization of CLARIN & CLARIN-IT events
A presentation of CLARIN-IT, the ILC and the ILC4CLARIN repository was held at the Consiglio
Nazionale delle Ricerche in Pisa in March 2017. This presentation was the occasion to raise awareness
among colleagues about the aim and functioning of CLARIN, its potential and its benefits.

A first result of CLARIN’s interest towards the Tuscan speech and oral archives can be found in the
CLARIN Oral History workshop (Arezzo, May, 10-12 2017; Henk van den Heuvel p.i.), whose aim is
the finalization of the setup of a transcription chain for OH-interviews48. An implementation plan for an
OH transcription chain that can be integrated into the CLARIN infrastructure has been set up during the
Arezzo workshop. As for the Italian community, the meeting brought together the CLARIN-IT executive
committee (ILC) and representatives from the Italian Speech Sciences Association (AISV) and the Italian
Oral History Association (AISO). The workshop undertook the challenging task of putting together
different kinds of expertise (from Linguistics to Oral History, to Language and Speech Technology, to
Infrastructure Analysis and Implementation).

In June 2017, an application to organize and host the 7th edition of the CLARIN conference was sub-
mitted and selected, thus acknowledging the efforts and capacities of the CLARIN-IT consortium, its
contribution as a full member of the federation, as well as demonstrating the interest in supporting its
growth. The CLARIN Annual Conference is an imporant scientific event where the wider Humanities
and Social Sciences communities can meet in order to exchange ideas and experiences with the CLA-
RIN infrastructure. This includes the design, construction and operation of the CLARIN infrastructure,
the data, tools and services that it contains or should contain, its actual use by researchers, its relation
to other infrastructures and projects, and the CLARIN Knowledge Sharing Infrastructure. The Special
Thematic session for this edition will be in the areas of multimedia, multimodality and speech, including
the collection, annotation, processing and study of audio, visual or multimedia data with language as an
important part of the content. The conference will be held in October 8-10, 2018 in Pisa. It is expected
to last 3 days and receive around 200 participants.

On October 4th, IAL organized a CLARIN User Involvement event titled ”How to use TEI for
the annotation of CMC and social media resources: a practical introduction”. The event was held in
conjunction with the 5th Conference on CMC and Social Media for the Humanities (cmccorpora17)49.

5 Survey

5.1 Motivation
In CLARIN, users are recognized as a central part of the infrastructure and of any service design process,
but saying that our audience are Humanists is not enough. We have a wide range of scholars working
within the Academy or research institutions who have different needs.

44”Computational resources applied to the humanities: tools and methods with examples on their didactic use in the classical
disciplines”

45”Research infrastructures in the Humanities”
46”The Creative Network: a space for creating and sharing new knowledge”
47”Digital corpora: from technological obsolescence towards preservation and sharing”
48http://oralhistory.eu/workshops/arezzo
49https://cmc-corpora2017.eurac.edu/
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While there is a soaring interest for the use of digital resources and related tools in the broader context
of Humanities, some specific scientific communities are still reluctant to adopt them. We performed a
survey to ascertain the current interest in digital methods, the practice and the related needs within the
community of classical philologists; in particular, it was performed on a restricted sample of Italian
digital humanists with Ancient Greek Philology as the main focus of interest.

Other surveys were sporadically carried out during the last decade, aiming at collecting input from
sectors that, although not strictly within the realm of Digital Classics, may have similar requirements
and arrive at similar conclusions as far as resource design is concerned.

A point worth remarking is that the preceding studies concern a wide spectrum of scientific interests
within the Digital Humanities realm and involve mostly English native speakers scholars; our study, in-
stead, focused on the specific scientific community dealing with Digital Classics and aimed at evaluating
the impact of digital techniques in their practice.

5.2 Context
The CLARIN-IT survey collects the points of view of a restricted sample of Italian digital humanists,
with a focus of interest on ancient Greek philology. This area of study is a relatively small field but it
retains great interest in Italy, where it also looks back to a great tradition. It also includes university
students and schoolteachers. Moreover, Italian Scholars of Ancient Greek are an active part of a large
international community (especially in Europe, North and South America). The perspective of the study
was enhanced by the fact that its spectrum involves also Latin, Ancient History and Philosophy, and
Classics in general. Finally, it is important to remember that Ancient Greek studies are an essential part
of our Occidental Cultural Heritage, and it is crucial that the highest number of people knows these texts
and their contents. For all these reasons, the Italian Ancient Greek community is an excellent field to test
new opportunities about knowledge and quality in transmission of ancient texts.

The questionnaire was sent to a selected group of Italian researchers whose main focus of study was
Ancient Greek language, although their interests span over a broader area, encompassing Greek and
Latin literature. The sample was numerically consistent with the survey target (about 10% with respect
to the potential target population of about 130 people). The survey focused on the digital resources and
tools needed to support an excellent and usable digital edition of an ancient text. For this reason, first,
the applicants were asked to evaluate the tools they use and know. They were then asked to indicate their
expectations towards technologies and to rank a set of four functionalities in priority order. Finally, they
were asked to rate, on a 1-5 scale, the set of functionalities considered as crucial.

5.3 Main Outcomes and Action Plan
Consistently to the preceding surveys, the key outcome was that most of the available resources do not
respond to users’ requirements50. Many respondents pointed out that important research needs in the field
are models and software for authoring, editing, indexing and presenting a digital edition, how to link it to
the available resources and improve them. All of them insisted on the need to develop and/or make tools
more reliable and usable, thus lamenting the absence of tools integrating textual data and bibliography
links, or hypertext links with other texts or resources available.

Based on the outcomes of this survey, CLARIN-IT could address a set of R&D priorities that may
be the base for establishing a research and innovation action plan for Digital Classics. As it currently
stands, the plan foresees a workbench in which to insert text in a simple and intuitive way and visualize
its encoding with specific TEI transcription; provide apparatus, literature and translation, link together
primary sources and lexica, provide textual (and metrical) analysis and commentary, and offer search
tools. We are developing a sample prototype to submit for evaluation by end-users.

At a larger scale, the work represented one of the first attempts undertaken within the context of
CLARIN-IT to contribute to the wider impact of CLARIN on the specific Italian community of users
interested in the application of Digital Humanities to the field of Classics and to ancient world studies.

50For an extensive analysis, see Monachini et al. (2018).
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6 Next steps

6.1 For the CLARIN-IT consortium as a whole
For the consortium as a whole, the next step is to include more members which will depend on whether
or not a national funding for personnel can be secured. The plan is to agree with the Ministry on a
national project aiming at strenghtening the infrastructural activities in Italy to foster the use of digital
technologies in the Humanities, through the collection of needs and requirements of the community and
the development of case studies. CLARIN-IT will enhance the use of language resources and technology
through the Italian infrastructure and, at the same time, will encourage innovation in research paradigms
and methodologies of the sectors. The consolidation of the consortium will respond to representativeness
criteria. While a scientific criterion is aimed at covering research sectors related to the study of language
and gather language resource producers, linguists, computational linguists and language engineers, a
geographical criterion will also be considered to ensure territorial coverage. Participation in the national
consortium of all the most important research centers in the language technologies will allow to achieve
the goal of coverage, ensuring the long-term preservation of the great wealth of digital resources and
their easier access to the scientific community. The CLARIN-IT consortium aims to attract the scientific
communities of the various fields: classical, modern and contemporary history, literary studies, political
science, communication science, sociology, theology, philosophy, social anthropology and ethnography,
linguistics and philology. Furthermore, CLARIN-IT is also aimed at attracting disciplines that make
use, albeit less massively, of text resources and technologies, such as law, education, archeology, artistic
disciplines and entertainment, design, architecture, music, demography, human geography, economics,
social and political studies, the history of science and medicine. The CLARIN-IT consortium is also
deeply involved in one of the aspects on which ERIC insists, namely the training sector, with the launch
of master’s or doctoral theses and university courses in line with the objectives of CLARIN.

The Digital Classics survey, now publicly available on the CLARIN-IT channels51, may further help
the Italian Consortium in fostering new and sustaining existing knowledge in Digital Classics (DC).
CLARIN-IT will play an important role in disseminating the results to the relevant academic, cultural,
industrial communities and the interested public.

Furthermore, our plans are to extend the survey to other CLARIN consortia, thus helping to identify
gaps and drive the development of new technologies for ancient studies at large. This will contribute to
the general CLARIN mission to grow its infrastructure so as to serve in a better way the international
community of scholars from any disciplines dealing with language and help them to boost their studies.

Last but not least, since each consortium is unique but none is fully different from the others, the
CLARIN federation constitutes an important source of inspiration as regards to the next efforts and
initiatives to undertake. Therefore, we will keep on observing the past and on-going initiatives undertaken
by other national consortia and, whenever relevant and possible in practice, undertake similar ones.

6.2 For each CLARIN centre
Regarding the ILC4CLARIN, the next steps are to complete the set of linguistic resources freely
accessible through its online portal and achieve a CLARIN-B certification in 2018, which is under way.

A high priority task of the near future is the integration of the web services developed within previous
funded projects (and thus already available) into the CLARIN federated services Language Resource
Switchboard and Weblicht. As mentioned in Del Gratta (2018), these are mainly basic NLP services that
may serve various purposes and can thus be included in useful analysis chains for textual research.

For the IAL, the next steps are to get recognized as a CLARIN-C Centre as soon as possible. Du-
ring the course of 2018, IAL will start integrating all its language resources into its recently-established
CLARIN DSpace repository, and will undertake the additional steps needed to achieve a B Centre certi-
fication within 2018 or 2019. Finally, through its (CLARIN-like) local DI-ÖSS project, the IAL intends
to organize a number of events with the South Tyrolean language stakeholders to raise awareness around

51http://www.clarin-it.it/it/content/sondaggio-current-practice-digital-classics-tools
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digital infrastructures, the DI-ÖSS project itself, the CLARIN-IT consortium and the overall CLARIN
initiative as a whole.

As pertaining to the DSFUCI, the next steps are to make the Gra.fo digital archives accessible via
CLARIN DSpace (Calamai et al., 2017) and ensure their long-term preservation, to describe new digital
archives according to CLARIN metadata profiles (e.g. BAS-COALA service) and to update the Registry
of Oral History Collections in Italy, which is made accessible and maintained by CLARIN ERIC. Finally,
another future objective is to strengthen the collaboration among linguists and oral historians in the
speech and oral archives domain.

Finally, regarding the DFCLAM, the next steps are to make the ALIM digital archive accessible via
ILC4CLARIN and ensure its long-term preservation.

7 Conclusion

This paper presented the current Italian CLARIN consortium and discussed its current state of affairs.
This paper also provided a number of information on its current members, especially with regards to what
they offer to CLARIN in terms of resources, services and expertise, and what CLARIN offers them to
further their own research, as well as information on the institutions that are expected to join in the close
future. The events and initiatives undertaken at the Italian level have also been discussed together with
one planned in a close future, namely the 2018 edition of the CLARIN conference. This paper finally
outlined the conclusions of a user survey performed to understand the expectations of a targeted user
population and provided indications regarding the next steps planned.

As one can observe from the efforts undertaken and the results achieved, CLARIN-IT has a lot to
offer to CLARIN and vice-versa. Despite limited means, CLARIN-IT is slowly but surely taking its
place in the CLARIN landscape. The consortium has yet to grow larger and address several questions.
Nonetheless, its steady growth and its widening participation in the CLARIN federation are positive
indications as regards to the challenges to come.
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Abstract 

CORLI is a consortium of Huma-Num, an organization that helps to develop digital humanities 
in France and provide services for this. CORLI is a consortium dedicated to linguistics and in-
cludes all aspects of linguistic research and development. 

CORLI has a key role in corpus linguistics in France, and it can act as an interface or a facilitator 
between CLARIN and the scientific community of linguists. As France just joined CLARIN as 
an observer, the role of the consortium CORLI is very important in organizing the relationship 
between CLARIN and the French community. 

The goal of CORLI is to help linguists create, use, and disseminate linguistic corpora and digital 
tools. CORLI has always maintained a policy of providing funding and technological help to 
finalize and publish corpora issued from a wide range of institutional or personal research pro-
jects. CORLI is also involved in recommending and broadcasting guidelines related to research 
and technical practices, especially about linguistic corpora. Finally, CORLI organises 
workgroups whose goal is to create and moderate networks that target tools and practices in lin-
guistics. These workgroups are organised thematically around topics including metadata, formats, 
tools, and practices for corpus exploration, archiving systems, multimodal practices, and annota-
tions. Their goal is to help showcase innovative work and trends undertaken in research labs and 
to finalize and disseminate current methods and practices in digital humanities research.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http:// creativecom-
mons.org/licenses/by/4.0/ 
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1 Introduction 

1.1 What is CORLI? 

CORLI (Corpus, Langues et Interactions: Corpus, Languages, and Interaction1) is a French consortium 
of Linguistics laboratories, gathering people involved in linguistic research and teaching. It is one of 
several such consortia involved in digital humanities overseen by Huma-Num2. Huma-Num, which 
stands for Humanités Numériques (Digital Humanities), was created to help specialists in the humanities 
use new digital material and services. 

CORLI is steered by a board of people and laboratories representing the linguistic research commu-
nity in France. Although the consortium’s specific goals and the set of people and laboratories involved 
in CORLI may change from one year to another, the general goal is to promote the creation and the use 
of corpora in linguistics, and to represent the whole research community. 

CORLI, as a consortium, focuses on knowledge information. It provides help to researchers through 
information support. It is also involved in facilitating corpus creation and dissemination, and designing 
tools or formats to handle linguistic data. The technical support for linguistic data is handled by the 
French CLARIN centres (ORTOLANG3, Cocoon4, SLDR5) or in some cases by the Huma-Num tech-
nical support. 

1.2 Huma-Num 

The goal of Huma-Num is to help and promote the use of digital technology for all humani-ties. For this 
purpose, they developed both technological and human responses to the queries from researchers and 
users in the humanities. Technological responses are means to store, process, broadcast, disseminate, 
search, and archive data. Human responses are consortia that target specific fields of study (for example 
linguistics, music, ethnology, etc.), or specific digital material used in corpora and databases (for exam-
ple, maps, pictures, 3D images, etc.). The goal of a consortium might vary from one to another, but their 
general purpose is to develop and increment the digital data available, and to provide information and 
requirement about good practices for digital information. In a certain way, Huma-Num reproduces, for 
a larger set of scientific fields but at a smaller scale, what can be found in the CLARIN centres. On the 
one hand, some centres provide technical support, while on the other hand some centres provide 
knowledge information. Huma-Num, with the help of the French B and C CLARIN centres, provides 
technical support. CORLI provides knowledge information. 

1.3 History of CORLI 

CORLI was established in January 2016 and it is foreseen that the structure will run for another four 
years. It is built on previous consortia for linguistics, that ran from 2012 to 2015. The first one was 
Corpus-écrits (Research Infrastructure for Written corpora), which was specialized in corpora based on 
written material and the second one was IRCOM (Research Infrastructure for Oral and Multimodal Cor-
pora) which was specialized in oral or multimodal corpora. The goal of the initial consortium projects, 
as defined by Huma-Num, was to help for the creation and deposition of corpora. At that time, the focus 
was on making previously existing corpus projects available that, previously, had never been made pub-
lic, either due to the lack of access to a repository or due to a lack of technical information/expertise. 
Both consortia decided that they had, on the one hand, to provide technical or financial help to corpora 
that were not yet disseminated, and on the other hand, to provide good practices about norms, formats, 
rights, and dissemination. 

This was decided after consulting the community thanks to the organisation of several general assem-
blies that were open to all colleagues who wanted to be involved in the creation or use of corpora. More 
recent decisions have been taken by the steering committee (see below) or after consultation with the 
workgroups. The fusion of the two previous consortia into a unique consortium has not changed the 
overall organisation and purpose of the consortium. 

1 https://corli.huma-num.fr/ 
2 http:// www.huma-num.fr 
3 https://www.ortolang.fr 
4 https://cocoon.huma-num.fr 
5 http://sldr.org 
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2 Organisation 

CORLI (see figure 1) has a Comité de Pilotage (CP: steering committee) which is responsible for de-
ciding which annual goals CORLI should set itself and for handling its relationship with the parent 
organisation Huma-Num. Financial responsibility and management is under control from the Institut de 
Linguistique Française (ILF: Institute of French Linguistics, which is part of the national research coun-
cil (CNRS) structure – see http://www.ilf.cnrs.fr/). The head of ILF is the official head of CORLI. 

The CP is composed of specialists in the field of linguistics who are involved in corpus linguistics. 
The members of the CP are also representatives for the local research laboratories to which they belong. 
The number of CP members is not set, but is around twenty. This makes them very representative of the 
field. CP membership can easily be changed, according to the needs or contingencies of the CP mem-
bers. 

CORLI is also organized in Groupes de Travail (GT: thematic workgroups). GT membership is open 
to anyone who is involved in linguistics and all meetings are public. Members of a GT can be active, in 
the sense that they work on organizing scientific events, producing documents, or handling people that 
might be hired on specific projects. However, they may also be observers, in the sense that they partic-
ipate in the discussions or provide their own experience to other members. This allows the consortium’s 
work to be based on the real-life, current needs or knowledge of the larger scientific community that it 
represents. 

 

 
Figure 1: Organisation of CORLI 

3 Goals 

The goals of CORLI are defined each year by the CP. They are validated by the scientific committee of 
Huma-Num who sets the general goal of the consortia and is responsible for validating the project. The 
goals for 2017 are mainly follow-up tasks based on work that was accomplished in the previous years. 
The goals of CORLI are divided in two types of actions. General actions are under the direct control of 
the CP. They usually concern the whole community of linguistic research. The other types of action are 
the workgroups. They have a more specific purpose that either concerns only a part of the community 
or targets very specific tasks. 
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4 General actions 

4.1 Describing resources 

Although official repositories and archives are very efficient means to disseminate and preserve data 
about linguistic research or applied linguistics, they cannot and do not have to cover all uses and all 
types of corpora. Local research laboratories and projects are developing tools, creating data, managing 
working groups, and they cover a much larger range of formats, tools, and purposes than the official 
centres. All this material represents actual ongoing research. The nature of this material makes it difficult 
to be harvested using traditional open access inventories (OAI) because it is not yet normalized or made 
into standards. The purpose of this action is to provide a means to centralize information about these 
resources. 

We are developing a portal that will make it possible for the people responsible for this type of re-
sources to document themselves their product. It is necessary in this case to reverse the OAI mechanism, 
as it is only the people themselves who can provide information about their own resources, because this 
information is non-standard by nature (due to the on-going nature of the projects). The portal will make 
it possible to document the availability of digital linguistic resources, their formats and description, as 
well as how they can be accessed. This concerns a variety of data types including corpora, texts, lexi-
cons, thesauri, dictionaries, etc. as well as tools such as software, libraries, scripts, stylesheets, query 
portals, etc. 

4.2 Evaluation of resources 

The large development of the use of corpora in linguistic research has led to an important investment of 
researchers and laboratories in the creation of corpora, but also digital tools, resources, and data. This 
takes a lot of time and resources, and is very important for the visibility of the people who worked for 
the projects. In a time where evaluation of research and justification of the means (financial or human) 
is very important, it is necessary to take into account the production of researchers and laboratories, not 
only in terms of paper or book publications, but also in terms of corpora or digital data.  

This new development of the evaluation of research means that it is important in the evaluation to 
take into account the existence of digital material, but also the quality of this material, which is yet not 
clearly defined. The members of CORLI, as representatives of the research community, feel that this it 
is necessary to offer guidelines for corpus evaluation. The goal of this action is to help to define possible 
evaluation criteria for linguistic corpora, taking into account not only the size of corpora, but also their 
availability, the format, and the future uses by the community. The criteria would then be used for the 
evaluation of scientific work. The system of peer evaluation for corpora is in keeping with the French 
tradition of evaluation of scientific research. 

4.3 Technical courses and information 

The use and creation of corpora and digital data is possible only with the use of tools and methods that 
are rapidly evolving and developing. It is not possible for everyone to know which technology is the 
best or to learn to optimally use it by themselves. However, it is very important for senior or junior 
researchers to be up to date because it is necessary for their work and for teaching appropriate techniques 
and tools. 

To answer this need, CORLI has been organizing annual technical courses. The nature of the courses 
is determined by the workgroups (see below) according to the actual needs of the community. For ex-
ample, we have also included courses about data management, e.g. use of metadata or depositing corpora 
in repositories. The courses are divided into four main categories, as described below. Each category 
has several sub-categories. All courses are not presented each year, as this will depend on the actual 
requirements of the users. 

Corpus annotation tools 
The creation of oral or multimodal corpus linked with one or several media files requires the use of 
specialized software which is not easily mastered, especially at an advanced level. Several courses are 
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organized for different levels such as beginners, advanced, or experts for tools including CLAN6, 
ELAN7, Praat8, SPPAS9. 

Corpus exploration tools 
Existing corpora need to be exploited in the best way, including searching for data, classifying and 
categorizing, but also using advanced statistical tools and techniques. Some of these tools and methods 
have been developed in France. They are now frequently used in France by linguists and other research-
ers interested in text and corpus exploration. This explains why there is a large demand for training 
courses that cover these tools and methods. The tools that have been presented are, among others, TXM10 
(textometric exploration, R queries, interface with CQP), Iramuteq11 (interface from texts to many R 
libraries), Unitex12 (graphic interface for building text parsers), Le Trameur13 (textometric exploration), 
Lexico514 (textometric exploration), DTM-VIC15 (data and text mining), and Hyperbase web16 (texto-
metric exploration). 

Video and sound recording 
Recording audio or video data for corpus creation is a very time consuming activity. It is also expensive 
and cannot easily be done again and again if some hiccups appear during the data collection. For this 
reason, it is very important to acquire data of the best quality with minimal risk of failure. This technical 
course has been organized for several consecutive years with great success. Information was also pro-
vided about the format for best and most useful data compression, and also with regards to data mixing 
or movie/audio editing. 

Metadata and corpus dissemination 
There is a very large consensus about the use of metadata in order to deposit and to find corpora or any 
data in the most efficient way. However, creating correct and useful metadata is not an easy task. This 
is basically the work of specialists such as librarians or information specialists. Moreover, the access to 
such people is not always possible in small laboratories or for small projects. Also, metadata for objects 
such as linguistic corpora are different to metadata for other type of material. Thus, specialists cannot 
always help people in linguistics because metadata for linguistics is still a fairly new domain. So, it is 
important that people are able to produce, by themselves, the most adequate metadata, and that they are 
able to use this information to find data for themselves.  This is why CORLI has offered information 
sessions on metadata use and creation. 

Another requirement today, which is complementary to the creation of correct metadata, is to deposit 
corpora and tools in repositories such as CLARIN centres. This operation is not always so easily done 
because this does not simply correspond to copying the data that people have on their computers. The 
data is not always easily reused by other people and long term archiving is not always possible if the 
data is not in an open source format as is  required by institutes like CINES17 (long term digital archiving 
centre for France). CORLI has organized sessions to help people deposit their data, for example working 
interactively with their own data under supervision of a specialist in the field. 

4.4 Finalization of corpora 

Many corpora already exist but are not yet ready to be deposited in a corpus repository for dissemination, 
or this was never done due to lack of information or sometimes simply because of a lack of time and/or 
the opportunity to do this. CORLI, as well as the previous consortia Corpus Ecrits and IRCOM, but also 
projects such as ORTOLANG18 (CLARIN B Centre candidate in France), have organized calls for 

6 http://alpha.talkbank.org/clan/ 
7 https://tla.mpi.nl/tools/tla-tools/elan/ 
8 http://www.fon.hum.uva.nl/praat/ 
9 http://www.sppas.org/ 
10 http://textometrie.ens-lyon.fr/ 
11 http://www.iramuteq.org/ 
12 http://unitexgramlab.org/fr 
13 http://www.tal.univ-paris3.fr/trameur/ 
14 http://lexi-co.com/ 
15 http://www.dtmvic.com/ 
16 http://hyperbase.unice.fr/ 
17 https://www.cines.fr/ 
18 https://www.ortolang.fr/ 
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finalizing corpora since 2013. The process was not exactly the same over the years, but most of the time 
this meant offering people the possibility to have some small financial or technical help to deposit their 
corpus in an official repository such the CLARIN B (candidate: ORTOLANG: Pierrel, 2014) and C 
(Cocoon19: Jacobson, Badin and Guillaume, 2015; SLDR20: Bel and Gasquet-Cyrus, 2011) centres in 
France. Some conditions need to be fulfilled to ask for this support: 

ü The corpus should be already advanced;
ü The corpus should complement the already available corpora;
ü The corpus should be open access for research;

For the year 2017, the maximal financial help for individual projects was 7000 €. There were 25 
submissions to the 2017 call, which represented much more than the possible budget of 40 000 €. After 
the scientific evaluation of the different projects, 13 projects were accepted for 2017. The previous years 
had roughly the same amount of selected projects. The type of help requested in the submissions is 
always quite diverse, and can include for simple cases only information, or financial help for actual 
cleaning and depositing of the data, and in more complex cases coding of the data or finalisation of data 
collection so as to make it possible to deposit the data in its final form. 

5 Workgroups 

The most important creative work done in CORLI is the product of the workgroups. Workgroups target 
thematic subjects, which means that each of them brings together specialists in the domain. The principle 
that underlies most of the workgroups is that they are open groups for any person who has an interest in 
the theme of the workgroup. This can be people working on fundamental or applied research who are 
specialists of the field, or people that are not specialists but need to work on the subject. This way it is 
possible for a workgroup to know the specific needs of the people working effectively on the subject, 
and to have or build adequate responses thanks to the guidance of actual specialists with practical expe-
rience on the subject. The product of the workgroups can take the form of recommendations, of reference 
documentation, of norms or formats, or in some case of software development for small size projects. 

5.1 Workgroup 1: Exploration and formats 

The goal of this workgroup is to advertise the most useful and efficient tools for creating and exploring 
all types of linguistic corpora. Another goal is to showcase good practices in the use of metadata and 
formats. When necessary, this workgroup participates in the creation of tools dedicated to conversion 
formats or metadata handling and also in the definition of corpora formats and metadata. The workgroup 
works hand–in- hand with both linguists, users, and tool developers. 

This workgroup was formed by merging two workgroups from the previous consortia; one that was 
working on written corpus exploration, and one that was working on designing a common format and 
methods that allow users to aggregate oral corpora. Initially, the existence of two workgroups was a 
consequence of the current state of research tools and corpora. For written data, corpora are less difficult 
to build, and so large corpora have existed for a long time, which called for the development of tools 
that were adapted to corpus exploration and statistical analysis. For oral data, corpora are difficult and 
expensive to build, and tools were first developed so that transcription and linking was easily done. 
Some tools exist for exploration of sound properties, but the tools that explore large oral language corpus 
are not in an advanced stage of development, if only because oral corpora (with included original media) 
are often small. Designing ways to use the same format for oral corpora, makes it easier now to build a 
large corpus. So this means that the tools made for written language become interesting to use with oral 
language corpora, which explains why both groups currently work together. Several actions are in pro-
gress in the workgroup. Results, whenever it was possible, have been presented at corpus linguistic 
conferences. 

Exploration: Methods, tools and visualisations for analysing and processing corpora 
The goal of this action is to find out what methods and tools exist for analysing and processing corpora, 
which formats they use, and how data can be prepared for this purpose. The format used by the tools 
will be taken into account by the other actions (see below) so that conversion between formats and 

19 https://cocoon.huma-num.fr 
20 http://sldr.org 
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description of metadata can directly target the tools that researchers use. The discussion about the actual 
use of the tools in the laboratories, which means how much it is used and how well mastered it is, 
provides information that is used to decide which technical courses and information (see above) is the 
most interesting to organize. This workgroup has led in the previous years to the publication of a book 
(Poudat and Landragin, 2017). 

Formats and Metadata 
Sharing corpora is highly dependent on two conditions: 1) using a common scheme for transcription and 
metadata format; 2) the quality of the information available in the metadata. 

The workgroup has worked, for quite a few years, on using TEI as a support for oral language tran-
scription and sharing. The work is based on the TEI Oral ISO format (International Organization for 
Standardization, 2016). 

Good quality metadata must make it possible to describe the method used for the creation of the data 
and the content of the data. The basic level of metadata (Dublin-Core) used in the corpus repositories is 
often insufficient for fine-grained scientific purposes. This is not a question of format, or of the quality 
of the existing metadata. This is just because, in the linguistic data, a higher level of semantic content is 
required for research purposes.  

Some projects do present more complex metadata, but when metadata go beyond Dublin-Core level, 
then the content might be different from one repository or one project to another. To avoid this and to 
encourage people to create fine-grained metadata, the workgroup has described a set of metadata for the 
analysis of oral language corpora that is considered as “minimal” in the sense that is contains enough 
information to create metadata of very good quality. The same work is planned to be done for written 
corpus metadata. 

Tools for format and metadata 
To make it possible for different users to use and produce the same metadata, it seems important for 
non-specialist users to have a tool available that is easy to use and that produces a format that can be 
automatically processed. We chose to develop a specific tool for this purpose whose settings can be 
customised and that is also easily accessible on the Internet. The tool produces a web interface in a web 
browser. This interface is easily changed with a configuration file. The result file is an XML file, which 
format is described in the configuration file. The tool is already available in its first version21, but is still 
in the testing phase. The tool edits only the specific nodes that have metadata information in an XML 
file and leaves other data unchanged. It can, therefore, be used as a complement to other software pro-
grammes that edit XML files. The present format of the metadata is based on the TEI. Conversions to 
other metadata format such as CMDI will be done automatically. 

Tools for format conversion 
The existence of a common format for the transcription of oral language is interesting if it is easy to 
produce data in this format. For this purpose, a conversion tool has been developed. It allows an easy 
conversion from the TEI structure to the major oral language transcription formats used in France 
(CLAN, ELAN, Transcriber, Praat). The development of this tool was shared with ORTOLANG. It also 
allows users to convert back from the TEI to the other formats. No data is lost in the conversion to TEI 
and the conversion back to the same format. Some information can be lost when using the tool to convert 
between CLAN, ELAN, Transcriber and Praat formats, as these formats have different limitations in the 
nature of the data that they can store. We tried to keep the data lost in conversion between application 
formats as minimal as possible. The software is open source and freely available22. The use of the soft-
ware to aggregate multiple corpora was presented by Parisse et al. (2017). 

5.2 Workgroup 2: Multimodality and new form of communication 

As for the previous workgroup, the multimodality workgroup brings together colleagues who were 
nvolved in the previous consortia. One consortium was working on written data and was taking into 
account new communication modes and especially computer-mediated communication (CMC), and one 
consortium was working on multimodal oral communication, including domains such as gestures (co-
verbal gestures and sign languages). The new workgroup wishes to extend its target domain outside of 

21 http://ct3.ortolang.fr/teimeta/readme.php 
22 http://ct3.ortolang.fr/tei-corpo/ 
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the field of linguistics, for example to domains such as education or sport sciences. The goal of the 
workgroup is to find common points and specificities of domains that link verbal and non-verbal data, 
and to propose solutions that are both useful and as generic as possible. Mixing communities that work 
on CMC data and sign language is one of means to reach this difficult goal. 

This workgroup is dedicated to the development of cutting-edge practices, either in the human inter-
action domain (including gesture, visual languages, co-verbal communication), or concerning computer-
mediated communication and social media corpora. In the human interaction domain, one goal is to 
integrate representations of new data types into corpora, such as motion capture, eye-tracking, EEG. 
Also, for sign language studies, a goal is to find representation systems that do not need the exclusive 
use of gloss in another language, but can represent movement of the hand and the body, for example. 
These new practices call for the organisation of dedicated training sessions that will be organized in the 
future. 

The group will also follow up on the work on representation of CMC, network communication, and 
all type of hybrid communication. This will mix oral and written language representation, and comments 
which are found in a lot of collaborative systems (e.g. collaborative edition, wiki, online press, video, 
etc.). 

All this work calls for harmonisation of the structure of the data that is used to create and deposit 
corpora. This is especially true because this type of data is new and changing a lot and very rapidly. 
Annotation proposals exist already for multimodal (TEI proposal of Oral data, TEI for Linguist SIG23) 
and for CMC (TEI for CMC SIG24). However, these proposals still need to be improved to take new 
developments into account. This will also represent a follow-up workshop with a similar theme orga-
nized previously by the consortium Corpus-écrits. The current actions include mostly the production of 
good practice manuals for multimodal annotation and corpus creation. The workgroup is involved with 
current European research on CMC (see Beisswenger and Wigham, 2017), including participating in the 
annual CMC and Social Media Corpora for the Humanities conference series (cmc-corpora.org) and 
organising training sessions on structuring CMC corpora in TEI in association with CLARIN. 

5.3 Workgroup 3: Multilingual and plurilingual corpora 

This workgroup brings together researchers working on oral or written corpora of culture with a written 
tradition and researchers working on oral corpora of culture with oral tradition only. One goal of the 
workgroup is to share experience between the two communities, especially about the tools used for 
research and the theoretical aspects of the work. More specifically, the subjects under study are: 

ü Creation of oral or written corpora for language used by a whole country or a large community 
as opposed to creation of a corpus of a new language spoken by a small community: which are 
the best tools to be used, who are the best annotators, how can research be prioritized? 

ü Quantitative use of massive corpora of frequently studied languages vs. quantitative use of small 
corpus of unfrequently studied languages: which statistical models and methods can be used, 
which theoretical questions can be targeted? 

The workgroup will organize training sessions for multilingual and plurilingual data, as well as train-
ing sessions for statistical processing. The group plans to promote the creation of multi-plurilingual 
corpora and to organize workshops on this subject. In 2017, a first panel was organized in Villejuif, 
France. Plans for the following years include the organisation of large size colloquium and the produc-
tion of white papers on the subject. Also, the use of collaborative annotation with specialists of different 
languages is a promising option that needs to be developed. 

5.4 Workgroup 4: Juridical information 

Awareness and adherence to juridical regulations is very important for data that are subject to property 
rights and that might contain private or sensitive information. This workgroup has already produced 
white papers on the subject. These papers are freely available in the previous IRCOM website25 and 
were produced in collaboration with other consortia. New development will be needed in 2018 to follow 
up new regulations,  especially European regulations. 

                                                
23 http://www.tei-c.org/Activities/SIG/CMC/ 
24 http://www.tei-c.org/Activities/SIG/CMC/ 
25 http://ircom.huma-num.fr/site/p.php?p=groupetravail5 
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6 Relationship with CLARIN 

In 2017, France joined CLARIN ERIC with an observer status. This was considered as a good oppor-
tunity to integrate the European research effort in making linguistic data freely available for everyone. 
French linguistics, tools, and data, would certainly benefit from being included in CLARIN - and 
CLARIN could also benefit from the French expertise. This would open opportunities for European 
collaboration and help researchers who are already involved in international projects. 

A large part of the work already completed within CORLI is highly compatible with the type of work 
achieved in CLARIN. First of all, CORLI’s main objective is to make all linguistic corpora in France 
available in one of the repositories that are already CLARIN centres, or are on the verge of becoming a 
CLARIN centre. The existence of CLARIN centres in France is not surprising because joining CLARIN 
was an old objective in France. So, although France is a recent CLARIN member and only an observer, 
many of the CLARIN principles were already effective in France. 

The oldest centres are Cocoon and SLDR. Cocoon (https://cocoon.huma-num.fr) is a digital resource 
centre from and for the humanities and social sciences communities. The resources managed by this 
centre are speech recordings (audio or video) that are potentially accompanied by annotations and doc-
umentation. The services offered by the centre include storage, long-term preservation, integrity man-
agement, identification, description, curation and access to resources. The centre is based in Paris and 
is hosted by the CNRS/Huma-Num infrastructure. SLDR (http://sldr.org) is a centre that manages re-
sources for spoken language and multimodal data. The centre covers storage, long-term preservation, 
and permanent identifiers. It is now integrated into the technical infrastructure of ORTOLANG, which 
is hosted at INIST26. ORTOLANG is a new French centre that aims to preserve and extend the work 
completed at SLDR and CNRTL27. Thus, the goal, as is the case for all French centres, is to cover 
storage, long-term preservation, and permanent identifiers. The data handled at ORTOLANG includes 
spoken and written language, as well as tools, lexicon, and terminologies. Any material that concerns 
language can potentially be preserved at ORTOLANG. The centre is based in Nancy, Aix-en-Provence, 
and Nanterre. The technical infrastructure is hosted by INIST in Nancy. All centres use OAI-PMH pro-
tocols, with metadata in OLAC and CMDI formats. ORTOLANG is harvested by the VLO of CLARIN. 

Secondly, CORLI shares with other French initiative such as Isidore28 from Huma-Num the belief 
that the quality of metadata is vital to the dissemination and use of language corpora. So CORLI has 
stressed many times how important metadata are and is working with the objective of improving the 
metadata. 

Thirdly, good practices and sharing information are key to sharing and reusing data. This is why 
CORLI builds upon previous work that emphasizes the importance of sharing good practice guides, 
using well-known tools and metadata, and sharing information. The use of well-known formats (TEI, 
CMDI) is strongly encouraged.

Lastly, CORLI and a large part of the French community believe very strongly in open and free data,
whenever this is possible. In most cases, people who deposit data use a CC-BY-NC licence, or another 
free access licence. This will make the data that is available in France also available to foreign partners. 

CORLI has already established working relationships with foreign partners, for example regarding 
the work on oral transcription format and on CMC corpora. CORLI has a close working relationship 
with the already existing CLARIN centres in France (C-centres: Cocoon and SLRD; candidate B-centre: 
ORTOLANG). This relationship is strong through the calls for corpora finalization. For projects fi-
nanced through these calls, all data must be deposited in the centres. It is also strong through the use of 
standard formats and metadata. For example, the metadata from the French centres is already harvested 
by the VLO of CLARIN. Whenever it is possible, the metadata format is CMDI. When it is not the case, 
a conversion to CMDI format could be organized. 

7 Conclusion 

The CORLI initiative has goals that are very much aligned with the objectives of CLARIN. The consor-
tium is currently assessing the benefits of a full integration of France into CLARIN. Now, our short-

26 http://www.inist.fr/ 
27 http://www.cnrtl.fr/ 
28 https://www.rechercheisidore.fr/ 
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term aim is to explain, as best as possible, to French researchers and users of language data how the 
integration into CLARIN could offer opportunities to them and their research laboratories and projects, 
but also explain to CLARIN users in other countries what kind of material they might find in the French 
data that is currently available. 

This has been done already twice. Once in a whole day session organized in Paris in September 2017 
where researchers from other CLARIN members (Norway, Denmark, Germany, Italy) presented how 
CLARIN worked in their country and the implications for their own research. A second presentation 
was held in Montpellier in November 2017, with a conference and a poster presentation of CLARIN. 

Our aim now is to organize ourselves in such a way as to be able to apply to become a CLARIN K 
Centre. It seems to us that the work we are currently accomplishing is very close to what a K Centre 
should do, and we feel like this application could be one of the ways to push France into becoming a 
full member of CLARIN. It would also help us to make the best use of the tools and services provided 
by CLARIN, and to ensure a productive dialog with the CLARIN community. 
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Abstract 

The Parthenos project aims at pooling resources from existing infrastructures of the broad cul-
tural heritage and humanities cluster. Central to this effort is the common semantic framework 
- Parthenos Entities - that shall serve as a target data model for mapping of metadata about
resources from participating infrastructures. Acting as a representative of the linguistic domain,
CLARIN will deliver metadata about language resources. Within the Parthenos project, separate
provisions are foreseen for the mapping task. However, given the complexity of CLARIN’s un-
derlying metadata model (CMDI), traditional one-to-one schema mapping is not applicable and
an alternative conceptual and technical approach is required. This paper presents the current
mapping solution and points out a number of issues identified during the process partly perpet-
uated from the ongoing metadata quality discussion within CLARIN.

1 Introduction 

Parthenos1 (Pooling Activities, Resources and Tools for Heritage E-research Networking, Optimization 
and Synergies) is a project funded by the European Commission’s Horizon 2020 framework programme 
that started May 2015 and runs for four years. The project empowers digital research in the fields of 
history, language studies, cultural heritage, archaeology, and related fields across the (digital) humani-
ties. It brings together several existing research infrastructures to make it easier to find, use and combine 
information about main entities involved in the research process from different domains, such as da-
tasets, services or actors. The project aims to establish interoperability in humanities domain, building 
a bridge between the existing European Research Infrastructure Consortiums including CLARIN2, 
DARIAH3, EHRI4, ARIADNE5, CENDARI6, CHARISMA7, and IPERION-CH8. One of the biggest 
challenges is the aggregation of heterogeneous data coming from such different research infrastructures 
into a common semantic framework called Parthenos Entities model (PE).  

1 http://www.parthenos-project.eu/  
2 https://www.clarin.eu/  
3 http://www.dariah.eu/  
4 https://ehri-project.eu/  
5 http://www.ariadne-infrastructure.eu/ 
6 http://www.cendari.eu/  
7 http://www.charismaproject.eu/  
8 http://www.iperionch.eu/home  

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http:// creativecom-
mons.org/licenses/by/4.0/ 
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CLARIN is a major partner in Parthenos with regard to language resources and language studies in 
general. It has been operating one of the biggest catalogues of language resources in Europe, Virtual 
Language Observatory (VLO)9, since 2010 (Van Uytvanck et al., 2012; Eckart et al., 2015). It aggregates 
the metadata about the resources from over 60 data providers, containing more than 1.6 million records. 
The backbone of the VLO is CMDI10 (Component Metadata Infrastructure) (Broeder et al., 2011; 
Goosen et al., 2014) which offers a flexible standardised framework to facilitate formalised descriptions 
for a wide range of resources, aimed at fostering resource discovery within the linguistic domain and 
beyond. In order to deliver the information about CLARIN resources to Parthenos, it is required to map 
the metadata schemas defined in CMDI to PE. This paper presents an approach adopted for this mapping 
and highlights the encountered problems. 

2 Underlying standards and components 

In the following, we introduce the standards and components that play a role in the mapping task. 

2.1 Component Metadata Infrastructures (CMDI) 

CMDI provides a framework for creating and (re)using self-defined metadata schemas in order to meet 
various needs of data providers, and yet to set a mechanism to aggregate and unify heterogeneous 
metadata of language resources. It relies on a modular model of reusable components, which are assem-
bled together to define profiles serving as a blueprint for custom schemas to be used for new metadata 
creation. The CMDI Component Registry11 (Broeder et al., 2010) was created as a central online envi-
ronment for the creation and discovery of metadata components and profiles to promote their reuse and 
sharing. The registry contains all CMD components and profiles used to describe metadata in VLO, 
currently holding around 1.000 components and around 200 profiles. To enable semantic interoperabil-
ity between the various profiles, fields in the components are linked to well-defined concepts, primarily 
drawn from the CLARIN Concept Registry (CCR12) (Schuurman et al., 2015), a separate module of 
CMDI, which allows to openly specify stable definitions of semantic concepts. 

2.2 Common Semantic Model – Parthenos Entities Model (PE) 

Parthenos proposes a common ontological model, Parthenos Entities, to be able to describe, in a generic 
manner, basic characteristics of all main entities involved in the knowledge generation process as en-
countered in the source metadata records, irrespective of the peculiarities of individual source formats. 
The model is composed of four main entities: 

•  PE18 Dataset: defined in PE model, sets or collections of data, records or information (provided 
by participating infrastructures) that constitute distinct units of information in the knowledge gen-
eration process.  

• E39 Actor: defined in main CIDOC CRM ontology, is an individual or a group that exercises 
agency in the knowledge generation process, for which they are responsible.  

• PE 1 Service: defined in PE model, represents the ability and willingness of an actor to execute 
on demand by a client certain activities of specific benefit to the client. The service includes all 
auxiliary abilities of the same actor to execute the respective activities, but not services provided 
by third parties in the course of their service provisioning. 

• D14 Software: defined in CRMdig extension, represents an artefact that can be executed on a 
computer to perform specific operations. In particular, software is the necessary information to 
process datasets algorithmically and to integrate datasets in a collaborative infrastructure. 

 
  

                                                
9 https://vlo.clarin.eu  
10 https://www.clarin.eu/content/component-metadata  
11 https://catalog.clarin.eu/ds/ComponentRegistry/ 
12 https://www.clarin.eu/ccr 
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The categorical description of these entities is defined by a minimal metadata set. The minimal metadata 
set is not meant to represent all the information present in the source metadata, but solely to establish an 
identity for any entity mapped from the graph, i.e. if it is the same or different from another aggregated 
entity. Thus the mappings and transformations to the PE are lossy by design. The PE model is not in-
tended to capture all the structure and semantics of CMDI, let alone to replace CMDI or any other of 
the source formats. The goal of Parthenos is merely harmonisation of basic information about resources 
aggregated from different research infrastructures to enable resource discovery in a unified manner. 

The PE model is formalised based on CIDOC CRM and its extension CRMdig. The former serves to 
capture the information about cultural heritage and the latter to describe the provenance of the infor-
mation and digitisation process. 

The CIDOC CRM, which became an ISO standard in 2006, is an ontology comprising 86 classes and 
138 properties which provides definitions and a formal structure for describing the implicit and explicit 
concepts and relationship used in cultural heritage documentation. It is also intended to be used as a top-
level ontology to facilitate the integration, mediation and interchange of heterogeneous cultural heritage 
information (ICOM/CIDOC CRM Special Interest Group 2017). It does this by defining very general 
concepts like space, time, object, event, activity, etc., which are independent of a particular problem or 
domain, while providing also cultural heritage specific properties such as “curated”, “used specific tech-
nique” and “has current keeper”. The CRMdig13, developed as compatible extension of CIDOC CRM, 
is an ontology and a RDF Schema for encoding metadata about the steps and methods of production 
("provenance") of digitization products and synthetic digital representations such as 2D, 3D or even 
animated models. The PE model additionally defines 33 classes and 37 properties as specialisations of 
entities defined in the base ontology, though in the target model both the additional entities and selected 
entities and properties from CIDOC CRM and CRMdig are used. The adoption of CIDOC CRM and 
CRMdig as a baseline of the PE enables us to maximise the data interoperability and thus support re-
source discovery across different cultural heritage and humanities domains. 

2.3 Parthenos infrastructure components 

Within Parthenos, the 3M mapping tool (Minadakis et al. 2015) is employed to collaboratively define 
mappings from different data models encountered in the participating research infrastructures into one 
common model, the PE. 3M is an online open source tool for managing the mapping definition files 
expressed in X3ML14, an XML-based schema for describing schema mappings from XML to RDF (see 
Listing 1 for a sample). 3M assists the users during the mapping definition process with a human-
friendly user interface that suggests and validates the user input against the source and target schemas. 
The structure of an X3ML file consists of: 1) a header with basic provenance information such as the 
date of creation and the author of the mapping file; 2) a series of mappings, each containing a domain 
and a number of ‘link’ elements with a ‘path’ and a ‘range’ to map the source values to. Each link 
describes the relation (path) of the domain entity to the corresponding range entity.  

 
Listing 1. Sample mapping in X3ML format 

<mapping> 
   <domain>    
      <source_node>/cmd:CMD/cmd:Resources/cmd:ResourceProxyList/cmd:Re-
sourceProxy/cmd:ResourceRef</source_node> 
        <target_node> 
           <entity> 
              <type>crmpe:PE29_Access_Point</type> 
              <instance_generator name="UUID"/> 
           </entity> 
        </target_node> 
   </domain> 
   <link> 
      <path> 
         <source_relation> 
             <relation>/cmd:ResourceType</relation> 
         </source_relation> 

                                                
13 http://www.ics.forth.gr/isl/index_main.php?l=e&c=656 
14 https://github.com/delving/x3ml 
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     <target_relation> 
        <relationship>crm:P28_has_type</relationship> 
      </target_relation> 
   </path> 

      <range> 
         <source_node>/cmd:ResourceType</source_node> 
         <target_node> 
            <entity> 

             <type>crm:E55_Type</type> 
             <instance_generator name="ConceptURI_2step"> ... 
          </entity> 
      </target_node> 
    </range> 
</link> 

</mapping> 
 
These mappings serve as input for the customisable aggregation infrastructure, D-Net15, which allows 
to select and configure the needed services and easily combine them to form complex automated data 
processing workflows. Its scalability and reliability are proven as it   powers a number of aggregation 
platform, for example, the huge research publication portal OpenAire16. For the Parthenos project, the 
3M engine has been integrated into D-Net infrastructure to support the aggregation of metadata records 
from the source research infrastructures based on mappings expressed in X3ML language. D-Net itself 
is integrated into the hybrid data infrastructure d4science17, Parthenos’ central content and service pro-
visioning infrastructure based on the software solution gCube18. It forms the Parthenos Content Cloud 
Framework (CCF), the component responsible for the whole aggregation, transformation, storage and 
indexing workflow. In this framework aggregated and transformed metadata records are transformed 
into different formats and ingested into multiple storage and indexing components which serve as end-
points for resource discovery applications: a) as RDF adhering to PE model into a Virtuoso19 triple store, 
allowing full-fledged complex SPARQL20 queries on the whole RDF graph, b) flattened into indices of 
an Apache Solr instance for full-text search systems and c) as serialized RDF available via an OAI-
PMH21 endpoint. Figure 1 depicts the whole metadata aggregation and provisioning infrastructure em-
ployed in Parthenos. 

 

 
Figure 1. Diagram of the Parthenos metadata aggregation and provisioning infrastructure 

 

                                                
15 http://d-net.research-infrastructures.eu/ 
16 https://www.openaire.eu/search/find 
17 https://www.d4science.org/ 
18 http://gcube-system.org/ 
19 https://virtuoso.openlinksw.com/ 
20 https://www.w3.org/TR/rdf-sparql-query/ 
21 https://www.openarchives.org/pmh/ 
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Figure 2. Screenshot of the 3M mapping tool 

3 Mapping 

3.1 Method 

The default mapping approach in the Parthenos project is a 1:1 crosswalk between a “local” source 
schema specific to individual research infrastructure and the target schema (PE). However, as outlined 
in the previous section, CMDI is not just one schema but a framework for creating and reusing schemas. 
In fact, currently more than 200 different schemas have been defined. It is, therefore, not feasible to 
define the mapping in this traditional way. Instead we take advantage of the mechanism already em-
ployed in the VLO, which is a mapping relying on the built-in semantic interoperability layer, that is, 
the semantic binding of the structural elements of CMD profiles to well-defined concepts. The devel-
oped mapping solution aims to identify PE properties which are (near) equivalent to the concepts of 
CCR (Figure 3. Mapping Definition Phase), to derive XPath22 patterns for any profile by matching con-
cepts in the corresponding XML schema (Figure 3. Profile Pre-processing Phase), and finally to use the 
XPaths to extract values from actual CMD instances (records) to generate a corresponding entity de-
scription adhering to the PE model (Figure 3. Aggregation Phase).  

While the basic mechanism is similar to the one applied for populating the VLO, the specific context 
is quite different, requiring a new custom solution. In particular, the question is how to integrate the 
automatic mapping step, i.e. the resolution of concepts to appropriate XPaths, into the foreseen aggre-
gation pipeline, aimed at extracting values from source metadata and generating the target structured 
records. Following scenarios were considered: a) the VLO software component responsible for data 

                                                
22 https://www.w3.org/TR/xpath/ 
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transformation and ingestion can become a part of the D-Net aggregation infrastructure (with some ad-
justments), b) custom XSL stylesheets (natively supported by D-Net) can be generated, or c) the gener-
ated mapping is converted to a format required by X3ML, pushing all processing logic to the Parthenos 
side. We chose the third option and developed a simple java application23 that does not do the actual 
transformation of the records, but only generates the specific X3ML-mapping files, based on a mapping 
file template containing multiple concepts and fall-back XPaths (as is the case in the concepts to facets 
file serving as input for VLO-importer) in specific locations to be resolved against a given individual 
CMD profile. The entire procedure is depicted in Figure 3. 

 

 
 

Figure 3. CMDI to Parthenos Entities mapping generator algorithm 

3.2 Mapping decisions 

There is a broad leeway in how the source data can be expressed in the target model (PE). To ensure 
conceptually sound mappings as well as a harmonized approach among the infrastructures, a number of 
modelling decisions were taken. We present some of them below in Table 1. 

Based on these general modelling conventions, we defined mappings from CMD schemas to PE in 
an iterative collaborative process. Following the general model of the CMDI framework, we distinguish 
between global mappings of the generic CMD envelope applicable to all CMD records (selected exam-
ples in Table 2) and ‘local’ mappings custom to individual CMD profiles (Table 3). 
 
  

                                                
23 https://github.com/acdh-oeaw/parthenos_mapping 
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Table 1. Selected general modelling decisions 
 

CMDI XPath PE Note 

/cmd:CMD crmpe:PE22_Persistent_Dataset Metadata record itself 
also represented as first-
class citizen  

 ./cmd:Header PE22 → crmdig:L11i_was_output_for → 
D7_Digital_Machine_Event 

Creation of the record as 
an event 

./cmd:Header crmdig:D7_Digital_Machine_Event 
 

cmd:MdCreationDate D7 → crm:P4_has_time_span → 
crm:E52_Time_Span → 
crm:P82_at_some_time_within → rdf-
schema#Literal 

When did the creation 
event happen 

cmd:MdCreator D7 → crmdig:L23_used_software_... → 
crmpe:PE21_Persistent_Software 

Field cmd:MdCreator is 
very heterogeneous con-
taining references to per-
sons, institutions, pro-
jects as well as software 

Type of in-
formation 

PE Note 

Values E40_Legal_Body → P3_has_note → rdf-
schema#Literal, E35_Title → P1_is_iden-
tified_by → E41_Appellation → rdfs:label  

If the entity refers to a literal 
value, the referred data is 
mapped as rdf:literal. If the 
entity refers to a value string, 
the referred data is mapped as 
rdfs:label 

Publication 
date 

PE24_Volatile_Dataset → 
crm:P94i_was_created_by → 
crm:E65_Creation → crm:P4_has_time-
span → crm:E52_Time-Span → 
crm:P82_at_some_time_within → 
http://www.w3.org/2000/01/rdf-
schema#Literal 

interpreted as the creation date 
of the resource PE24_Vola-
tile_Dataset or as the date on 
which curaton of the dataset 
begins 

Title crmpe:PE24_Volatile_Dataset → 
crm:P1_is_identified_by → crm:E41_Ap-
pellation → rdfs:label 

 

Email, 
phone 

E74_Group/crm:E40_Le-
gal_Body/crm:E21_Person → 
crm:P76_has_contact_point → 
crm:E51_Contact_Point [crm:E55_Type = 
“parthenos-type:email”] 

Further specify type of contact 
point with E55_Type 

URL, han-
dle 

crmpe:PE22_Persistent_Dataset →  
crm:P1_is_identified_by → 
crm:E42_Identifier 

URL to encode is typed as 
crm:E42_Identifier 
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applied for generation. 
Proposed mapping re-
flects the last variant. 

cmd:MdProfile D7 → crmdig:L23_used_software_...  
→ crmpe:PE38_Schema 

CMD schema as the 
“software” used in the 
creation event 

//cmd:Components 
/cmdp:* 

PE22 → crmpe:pp39_is_metadata_for → 
crmpe:PE24_Volatile Dataset 

Explicit aboutness-rela-
tion between record and 
resource  

→ cmd:ResourceProxy → crmpe:pp39_is_metadata_for → 
crmpe:PE24_Volatile Dataset → 
crmpe:PP8i_is_dataset_hosted_by → 
crmpe:PE15_Data_E-Service 

Relation between the 
one CMD record to po-
tentially many described 
resources 

→ cmd:Header/ 
cmd:MdCollec-
tionDisplayName 

crmpe:PE24_Volatile_Dataset [resource!] 
→ crmpe:PP23i_is_dataset_part_of → 
crmpe:PE24_Volatile_Dataset → 
crm:P1_is_identified_by → 
crm:E41_Appellation 

Part of relation be-
tween the resource 
(not the metadata 
record!) and a col-
lection. 

Table 2. Selected global mappings 
 

CMDI PE 

../cmdp:TextCorpusProfile crmpe:PE24_Volatile_Dataset 

→ cmdp:Name → crm:P1_is_identified_by → crm:E41_Appellation 

→ cmdp:Title → crm:P1_is_identified_by → crm:E35_Title 

→ cmdp:Owner → crm:P105_right_held_by →crm:E40_Legal_Body  

→ cmdp:Description → crm:P3_has_note → rdfs-schema#Literal 

→ cmdp:Project → crm:P94i_was_created_by → crm:E65_Creation → 
crmpe:PP43i_is_project_activity_supported_by  
→ crmpe:PE35_Project 

→ cmdp:Availability → crm:P129i_is_subject_of → crm:E30_Right → crm:P3_has_note 
→ rdf-schema#Literal 

../cmdp:Access crmpe:PE15_Data_E-Service 

→ crmdp:Contact crmpe:PP2_provided_by → crm:E40_Legal_Body 

Table 3. Examples of local mappings 
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3.3 Current status 

Based on the experience we gathered while manually defining mappings in X3ML for 3 sample profiles 
(teiHeader24, TextCorpusProfile25, and OLAC-DcmiTerms26), we derived two templates as expected by 
the mapping generator, one for datasets, the other for services, and furnished these with the most fre-
quently referred concepts to be resolved against the individual schemas. These manually defined map-
pings were applied on a sample collection of roughly 3.000 CMD records, which were processed through 
the Content Cloud Framework and made available as PE conformant RDF.  

In a next step, we identified all CMD profiles with records in a recent VLO data dump, and based on 
the template files we automatically generated maps for all these currently employed profiles.  

The initial transformation of the small sample dataset is an important milestone demonstrating the 
feasibility of the approach and established connectivity. However, it also revealed many issues on vari-
ous levels of the aggregation process, prompting a feedback loop to fine-tune the individual steps of the 
transformation workflow: a) the generation of profile-specific mappings, b) mapping from CMDI to PE; 
c) normalisation, harmonisation of values; d) transformation and ingest from PE to a flat index-search 
engine (Solr). Finally, there is also a possibility that the problem already lies in the source data (CMD 
records) as delivered by the original service providers (cf. section 4 Issues and challenges). 

4 Issues and Challenges 

During the initial mapping process, we encountered several issues which will have adverse effect on the 
discovery and exploitation of the aggregated data. A major issue arising in the mapping task is the of-
tentimes ambiguous or underspecified semantics of numerous structures/expressions used in CMDI. The 
foremost example is cmd:ResourceProxy. One metadata record can contain a number of ResourceProx-
ies (cmd:ResourceProxyList{1}/ cmd:ResourceProxy{1...n} expressing three different semantics:  

1. Different access points for the same resource. This case is covered by a specific mapping of the 
cmd:ResourceRef elements as typed PE29_Access_Point entities. 

2. The record represents a collection and all ResourceProxies point to other metadata records de-
scribing the items of the collection. In this case, the relation between the collection and its mem-
bers can be expressed using crmpe:PP23i_is_dataset_part_of. 

3. The record represents a number of distinct resources. In this case the id-attribute can be refer-
enced from the corresponding XML-elements in the cmd:Components mapping block. This case 
is not yet fully covered by the mapping provisions. 

This setup is by design and is algorithmically distinguishable, but it requires specific provisions in the 
mapping task, i.e. injection of procedural processing in the mapping process beyond declarative cross-
walk definitions. An evaluation on a sample recent VLO data dump with 879.497 CMD records yielded 
that there are 685.832 records of case 1, 1.421 records of case 2 and 193.662 records of case 3. 

Another substantial shortcoming in CMDI semantics is unclear statements about the persistent nature 
of the described resource (i.e. can the resource change, or is it immutable?), and the mingling of infor-
mation about a provided web service and the underlying software.  

PE makes a clear distinction between Software and Service (D14 vs. PE1 or PE8 for E-Service), but 
it is partly impossible to derive the difference from CMD records. The PE also distinguishes between a 
Volatile and a Persistent Dataset (PE24 vs. PE22). While the former is defined as “dataset that are 
changed without notice or archiving of intermediate states but maintained by an instance of PE12 Data 
curating Service.” and “are typically whole databases or mash-ups with active data feeds”, the scope of 
the latter is “datasets that contain collections of data, records or information kept as a persistent unit of 
information in the knowledge generation process from primary records up to any level of aggregation 

                                                
24 clarin.eu:cr1:p_1381926654438 
25 clarin.eu:cr1:p_1271859438164 
26 clarin.eu:cr1:p_1288172614026 
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or integration”. Also in this case, it is sometime impossible to decide to which class given resource 
belongs, as the original metadata was often created without concerning such difference. 

An example of problematic semantics on the instance level is the different values in the cmd:MdCre-
ator element with a mix of around 300 distinct person names, projects, collections, software solutions 
and scripts involved in the creation of the records27.  

In addition, we have to deal with implicit entities. For example, although there is a lot of information 
about actors encoded within CMD records (e.g. publisher, organisation responsible for creation of the 
resource, rights holder etc.), it needs to be extracted to generate the corresponding Actor entities. Here, 
we are confronted with a long standing issue in CMDI metadata - the variability of descriptors. It is 
caused inter alia by not using identifiers, but rather just string values to denote entities, like organisa-
tions. As a consequence, we are not able to fully identify the same entities described in different varia-
tions of vocabularies (e.g “Max Planck Institut” and “MPI” may or may not be the same entity). The 
normalisation of values is on-going process within the CLARIN’s metadata curation taskforce. 

 In addition, we encountered information gaps. Even if a record contains information about the cor-
responding actor, in most cases it is not sufficient to build a full description, such as the hierarchy of 
organisations. It needs to be either collected from other sources, or curated manually. Nonetheless, in 
the specific case of organisations, we can build on the work done in the CLAVAS project28, where 
organisations from the VLO were extracted, manually curated, and published as a vocabulary. 

Moreover, the well-known problems of metadata quality under discussion in the context of CLARIN 
resurface in the mapping task. Of note among these are, in particular the (facet) coverage (King et al., 
2015), i.e. missing values for specific aspects of a resource description, and the variability of values, 
especially those denoting entities like organisations (Ostojic et al., 2016). Both issues have strong influ-
ence on the quality of the resulting harmonized metadata and dramatically hamper the recall. The latter 
is especially problematic given the goal of the overall Parthenos mapping task to establish identities for 
main entities, and make also actors (e.g. organisations and persons) first-class citizen in the CIDOC-PE 
data space. 

5 Conclusion 

In this paper, we describe the ongoing work on mapping CMDI metadata to Parthenos Entities model. 
The mapping strategy relies on semantic interoperability mechanisms established in the CLARIN infra-
structure. We introduced an intermediate processing step, in which a hand-crafted template file furnished 
with CCR concepts is expanded by a dedicated small utility Java application into a valid X3ML mapping 
file with XPaths corresponding to given concepts relative to a specific CMD schema. These generated 
mapping files are used by the integrated transformation framework D-Net to extract values from CMD 
instances and to generate an entity description in PE model. After the crafting of the template file based 
on two profiles, mapping files for all profiles encountered in the VLO were generated.  

During our mapping effort, several problems were recognised. One of the major issues was the se-
mantic ambiguity and lack of explicit statements regarding crucial aspects of the described resources in 
numerous structures in the CMD records, for instance concerning the distinction between a software and 
a service or between a volatile and a persistent dataset. In addition, well-known metadata quality issues 
such as missing values and variability of values cause mapping errors. 

We strongly believe, that the task of mapping the CLARIN metadata to the PE model is not only an 
academic exercise and a one-way contribution, but also that CLARIN’s metadata infrastructure and 
community can benefit greatly from expressing the information about the resources in a well-established 
high-level conceptual model like CIDOC CRM. Conversely, the process of mapping the complex CMDI 
metadata also allows us to identify potential omissions in the PE model and has proven useful for the 
modelling work. 

                                                
27 https://github.com/acdh-oeaw/parthenos_mapping/blob/master/cmdi_utils/mdCreator_values.txt 
28 https://openskos.meertens.knaw.nl/clavas/ 
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The mappings between PE and other schemas of different infrastructures are in the final phase. When 
our mapping is completed, Parthenos will be able to harvest and aggregate metadata from all the partic-
ipating infrastructures, offering the users access to a comprehensive aggregation of datasets and tools in 
cultural heritage for their research. 
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Abstract

The Language Resource Switchboard is becoming a central pillar in the CLARIN infrastruc-
ture as it helps researchers to connect resources with tools that can process them in one way
or another. Languages resources can be found in different places, and ideally, the switchboard
is available nearby. Resources located at users’ desktop computers can simply be uploaded to
the switchboard, and resources found in CLARIN’s Virtual Language Observatory can simply
be sent to the switchboard by a simple click. Until now, the switchboard was only indirectly
accessible for resources stored in the cloud. Here, users had to download a resource from their
cloud storage to their desktop device before uploading it again to the switchboard to find appli-
cable tools, which is tedious. In this paper, we describe how we linked EUDAT’s B2DROP cloud
service to the switchboard, giving users the capability to directly launch the switchboard with a
resource from their B2DROP account. Also, we describe the usage of B2DROP to support the
switchboard’s back-end for intermediate file storage. The reported work makes a link to another
infrastructure, and hence, facilitates and promotes the provision of complementary services to
CLARIN members. We believe the cooperation between CLARIN and EUDAT to be of mutual
benefit. On the one hand, our bridge makes the use of the generic cloud storage service from
EUDAT more attractive to CLARIN members so that they are encouraged to use B2DROP rather
than another cloud provider. On the other hand, it encourages EUDAT users to try out and profit
from the CLARIN tool space, which in turn will challenge the tool providers to cope with an
increased demand, and potentially new user requirements.

1 Introduction

The CLARIN Language Resource Switchboard (LRS) aims at bridging the gap between language-related
resources and tools that can deal with these resources in one way or another. For a given resource, the
LRS identifies all tools that can process the resource; users can then select and invoke the tool of their
choosing. By invoking the tool, all relevant information about the resource is passed onto the tool, and the
tool opens with most information gathered by the switchboard. This makes it easy for users to identify
the right tools for their resource, but also to use the chosen tool in the most effective way possible.

The EUDAT Collaborative Data Infrastructure aims at providing services that seek to address the full
life-cycle of research data. EUDAT’s services include, among others, B2DROP (sync and exchange of re-
search data), B2SHARE (store and share research data), B2FIND (find research data), and B2HANDLE
(register your research data). B2DROP is directed at scientists to store and exchange data easily and
to facilitate data synchronisation between cloud storage and desktop computers. EUDAT services are
designed, built and implemented based on user community requirements. The CLARIN consortium con-
tributes to EUDAT as one of the main communities in the Social Sciences and Humanities.

In this paper, we describe the use of B2DROP in the CLARIN Language Resource Switchboard. In
the main use case, we anticipate an individual researcher or a small team of researchers to use B2DROP
as cloud storage for language-related resources. The researcher(s) will want to work with and analyse the

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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Figure 1: The CLARIN Switchboard’s Main Page

resources using community-specific tools of the CLARIN tool space. From the B2DROP user interface,
the researcher(s) will want to easily transfer a given resource to the LRS, which in turn suggests tools
to process the resource. In a second use case, we describe the use of B2DROP as a technical vehicle for
intermediate cloud storage, supporting a crucial aspect of the LRS’ back-end implementation.

2 Background

2.1 The Language Resource Switchboard

The LR Switchboard (LRS) has been developed within the CLARIN-PLUS project (Zinn, 2016). The
development of the LRS started as a browser-based stand-alone version.1 Here, users simply upload their
resource from their desktop machine to the browser, which is then temporarily stored on a file server
at the Max Planck Computing and Data Facility (MPCDF)2. With the help of the Apache Tika library3,
the LRS then detects the resource’s language and media type, and it uses this information to identify all
tools registered with the LRS that can process the resource. The list of applicable tools is sorted along
typical processing tasks (e.g., tokenization, dependency parsing, named entity recognition) and shown to
the user. When the user selects a tool from the list, the LRS constructs a URL that points to the tool’s
web location and also encodes the tool’s parameters such as a reference to the storage location of the
resource as well as the resource’s language or an analysis id. The LRS then directs the browser to open
the URL in a new browser tab. For a tool to be connected to the LRS, it must be reachable under the
given base URL and capable of interpreting and processing all URL-encoded parameters passed during
tool invocation. In particular, the tool will need to download the resource from the storage location that is
encoded in the URL. The tool is then updating its internal model and graphical view accordingly.4 Many
tools leave users with no configuration options; here users simply press the start button to invoke the tool.
Other tools have a richer interface where users can choose from many options before starting the tool.

The LRS has also been connected to the Virtual Language Observatory5 (VLO), the main CLARIN
site for searching language-related resources via CMDI-based metadata (Uytvanck et al., 2012). When
users find a resource of interest in the VLO, they can start the LRS directly from VLO’s resource viewer.

1See http://switchboard.clarin.eu.
2See http://www.mpcdf.mpg.de.
3See https://tika.apache.org.
4Many tools are capable of displaying the resource’s content in a text-area, which reassures users that the resource has been

successfully passed to the tool.
5See http://vlo.clarin.eu.
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(a) The VLO – LRS Interface. (b) The LRS Resource Pane.

(c) The LRS Task Oriented View. (d) The LRS Tool Detail View.

Figure 2: The LRS in Action.

Here, the VLO passes to the LRS data that is read from the CMDI metadata record of the resource:
a URL pointing to the resource as well as information about the resource’s language and media type.
Given these pieces of information, there is no need for the switchboard itself do access the resource; the
switchboard trusts the information given by the VLO, and does not derive media type and language itself.

Of course, all tools connected to the switchboard need access to the resource in order to process it.
Here, resource providers must trust tool providers to handle their data with care. Switchboard users
should be aware of data privacy issues, and when in doubt, they should not share sensitive data with the
switchboard and its associated tools. Fig. 1 displays the main user interface of the CLARIN switchboard
when it is called in stand-alone mode. At the centre, users have access to three input devices. A file drag
& drop mechanism (left), a link drop mechanism (middle), and a text area, where users can enter or paste

Selected papers from the CLARIN Annual Conference 2017, Budapest, 18–20 September 2017. 
Conference Proceedings published by Linköping University Electronic Press 
 at www.ep.liu.se/ecp/contents.asp?issue=147. © The Author(s). 

38



textual data (right). In the first and third input method, the input is uploaded to a file storage server so
that the tools connected to the LRS can access the data from this server. In the second approach, the data
is already located in (Internet-accessible) cloud storage, so tools access the data from there.

As we have said, the switchboard can also be invoked from another software application, the CLARIN
Virtual Language Observatory6. Consider the scenario where a linguist uses the VLO to find an English
text which she then would like to investigate further. On the VLO search results page, the user can now
click on the · · · area to invoke the LRS with this resource, see Fig. 2(a).7 In a new browser tab, the LRS
opens and shows a resource pane that depicts all relevant information about the resource, see Fig. 2(b).
The user is free to correct this metadata8, before clicking on ’Show Tools’ to get to the task-oriented
view, shown in Fig. 2(c). If the user, say is interested in the lemmatization task, she may wish to get
more information about the two tools offered, in which case more detailed information about the chosen
tool is given, see Fig. 2(d). When the user then clicks on ’Click to start tool’, the chosen tool, here
WebLicht, opens in a new browser tab. WebLicht obtains from the LRS a reference to the resource, the
resource’s mimetype and language as well as the chosen task. WebLicht opens with the predefined easy
chain for lemmatization, loads itself the resource, and sets all relevant parameters so that the user is left
to click on WebLicht’s RUN command to start the processing chain. No further user action is required to
parameterize WebLicht for this.

Status. At the time of writing (January 2018), a total of 60 browser-based applications and a dozen of
web services have been connected to the switchboard. The tools are sorted along the tasks they achieve.
Tools include: a chunker for Polish, constituent parsers for English and German, dependency parsers for
Polish, German, Dutch, English, Slovenian, Croatian, and Serbian, named entity recognizers for German,
English, Polish and Slovenian, shallow parsers for Polish, and tools for word sense disambiguation and
sentiment analysis. There are also web services for the analysis of audio data such as runASR for the
transcription of speech signals, and runMinni for the segmentation of speech data into phonetic segments.
So far there has been an emphasis on tools for the processing of German, English and Polish texts but
we strive to integrate tools that offer NLP tasks for other European languages. Note however, that the
switchboard has a rather generic nature: given the media type and language of the resource, it suggests
applicable tools that can process the resource. Once the language characteristics is set to generic, only
the media type become a discriminating factor for tool selection.

2.2 The EUDAT service B2Drop
B2DROP is one of the main data services offered by the EUDAT Collaborative Data Infrastructure. The
service is advertised as “a secure and trusted data exchange service for researchers and scientists to keep
their research data synchronized and up-to-date and to exchange with other researchers”9 (van de Sanden
et al., 2015). B2DROP’s base functionality competes with commercial services such as Dropbox10,
OneDrive11, Google Drive12, and many others. Standard functionality includes some free amount of
cloud storage, cross-platform synchronization support, file versioning, and the ability to share files with
other users. B2DROP’s added value stems from its embedding in the EUDAT infrastructure. B2DROP is
targeted at European researchers and guarantees that all research data stays on European servers.

Fig. 3 shows the role of B2DROP in the context of the other EUDAT Services. While B2DROP is
meant to help researchers managing volatile research data (e.g., draft research papers, experimental se-
tups), it offers a bridge to B2SHARE13 to publish such data once it has reached a final state. For this,

6It is planned to link the switchboard to CLARIN’s Virtual Collection registry (https://clarin.ids-mannheim.
de/vcr and Federated Content Search (https://spraakbanken.gu.se/ws/fcs/2.0/aggregator).

7For this, the VLO constructs a URL that points the switchboard, and which encodes (i) a reference to the resource (often a
handle), the resource’s media type and the resource’s language.

8The Apache Tika Library usually yields good results, but sometimes the detection of a resource’s media type or language
is incorrect, for example, when the resource contains too little or obscure data.

9See https://eudat.eu/services/b2drop.
10See https://www.dropbox.com.
11See https://onedrive.live.com/about/en-us/.
12See https://www.google.com/drive/.
13See https://b2share.eudat.eu.
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Figure 3: B2DROP in the B2 Service Suite

research data needs to be described with metadata and propagated to B2SHARE, where it also receives
a persistent identifier. For public research data, the B2FIND service14 can be used to search for the data
using its metadata descriptions. EUDAT’s services constitute a network of trust where users can be au-
thenticated via B2ACCESS; here users can log in with an identity from a research organization they work
for, or alternatively with their social identity such as their Google or ORCID15 account.

Now, reconsider B2DROP is more detail. B2DROP allows individual users to store 20G of research
data in the cloud, and to exchange such data with selected colleagues, over a given amount of time.16

B2DROP is built upon Nextcloud, a fork of ownCloud17, which is written in the PHP programming
language.18 B2DROP’s major contribution to Nextcloud is the provision of a common EUDAT look-
and-feel of the cloud’s interface. Also, EUDAT developers have provided a Nextcloud plug-in that helps
researchers to transfer resources from their personal B2DROP account to B2SHARE, where research data
can be stored and preserved for the longer term. The official B2DROP service at https://b2drop.
eudat.eu is hosted by the Forschungszentrum Juelich. With Nextcloud’s software and B2DROP’s
extension being open-source, it is however possible to easily install, configure and operate a B2DROP
server at a local host. For the following use cases, we have set up such a local B2DROP instance using a
departmental server.

3 Integration Use Cases

We will discuss two scenarios where the use of B2DROP is beneficial for the LRS and its users. In the
stand-alone version of the LRS, we propose replacing the existing file storage server with B2DROP. We

14See http://b2find.eudat.eu.
15See https://orcid.org.
16See https://eudat.eu/services/userdoc/b2drop#UserDocumentation-B2DROPUsage-Documentdata.
17See https://nextcloud.com/ and https:owncloud.org.
18See https://owncloud.org/blog/owncloud-and-php/.
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also suggest complementing the existing usage of the LRS (its use in stand-alone mode or via invocation
from the VLO) with a cloud-based usage. While the first integration is of a purely technical nature (it
changes the switchboard under the hood), the second integration offers a more visible usability benefit
for B2DROP and switchboard users. We have implemented prototypes for both scenarios.

3.1 Using B2DROP as Alternative to the MPCDF server
When users of the stand-alone version of the LRS upload a resource, this is temporarily stored at an
external file storage server at MPCDF. This is necessary as all tools connected to the switchboard need
web-based access to the resource. The existing server has two drawbacks: the amount of available disk
space is limited, and there is little access control in place permitting users aware of the server address to
view and access all uploads. To address privacy concerns, it is necessary to better restrict access to file
uploads. For this, we have replaced LRS’ usage of the MPCDF file storage server with B2DROP:

1. an instance of B2DROP has been installed on a departmental server at the University of Tübingen;

2. a designated B2DROP user ‘switchboard’ has been registered;

3. when a user uploads a resource to the LRS, the resource is transferred to the B2DROP account of
the designated user;

4. using B2DROP’s API, the ‘switchboard’ user creates a shared link for the resource with a link
expiration date set to 24 hours;

5. any tool invoked from the switchboard is given access to the shared link to access the resource.

Note that the entire content of the switchboard’s B2DROP account is only visible to the ‘switchboard’
user. A shared link gives only access to the resource that is associated with the link; moreover, the link
expires within a short time frame. This is a vast improvement with regard to the MPCDF solution.

A future version of the LRS may allow users with an existing account at https://b2drop.
eudat.eu to use their own B2DROP cloud storage rather than the generic designated ’switchboard’
account. In the meantime, we have also developed an input facility (see middle box in Fig. 1) where
users can paste their shared links from their B2DROP or Dropbox account into the LRS.

3.2 Creating a Bridge between B2DROP and the Language Resource Switchboard
We have also created a GUI-based bridge from B2DROP to the Language Resource Switchboard. The
inverse direction aims at supporting researchers who manage (part of ) their language resources in the
cloud, in part, because they need to easily share resources with other researchers (using, for instance,
shared links). Here, using the switchboard’s drag & drop mechanism would feel rather clumsy: users
would need to copy the resource from the cloud to their local desktop, and then open the file explorer
to drop the resource into the switchboard (the left-most dotted area in Fig. 1). To improve the usability
aspect, we have built a switchboard plugin for B2DROP, which is depicted in Fig. 4. The “Files” view
(see circled 1) shows all the files (including directories) stored by the user. Files can be shared with other
researchers in which case a “Shared” tag is associated with the resource, see (2), together with a URL
pointing to the resource, e.g., http://weblicht.sfs.uni-tuebingen.de/nextcloud/s/
0qeeLnfsj3urgik. Researchers can give this URL to other researchers so that they get access to
the resource as well. Note that each file or directory is associated with a triple dot icon, see (3). When
users click on the dots, a menu with actions connected to the resource opens, see (4). This menu has been
extended with the action “Switchboard”. When users select this option for a resource, the LR switchboard
opens in a new browser tab, capable of processing the shared link created by the user.

Implementation and Installation Details
The developers of Nextcloud praise its open architecture; Nextcloud’s functionality is extensible via a
simple but powerful API for applications and plug-ins (“apps”). One such app is “b2sharebridge”, which
allows B2DROP users to share their resources via EUDAT’s B2SHARE service. We have taken the
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Figure 4: Bridge between B2DROP and the LRS

“b2sharebridge” code as example for the “lrswitchboardBridge” and followed the Nextcloud developer
manual.19 Most of the work required the coding of Javascript code that (i) adds the new item “Switch-
board” to the pop-up menu that associates file actions with a given resource (e.g., “Details”, “Rename”);
and (ii) implements an action handler for the new action item. The handler creates a new XML HTTP
request; here, a URL is constructed that encodes the web location of the LR switchboard, information
about its caller, and the shared link to the resource in question. The plug-in then opens the URL20 in a
new browser tab. On the LRS side, we have added code that detects from the invocation URL the caller
(“b2drop”), downloads the resource from the shared link, and determines the media type and language of
the resource. Subsequently, the LRS proposes applicable tools to process the resource. The tool selected
for invocation downloads the resource using B2DROP’s shared link.

The installation of the “lrswitchboardBridge” plug-in must be performed by the administrators of the
B2DROP/Nextcloud server, following the standard procedure for plug-in installs.

4 Related Work

CLARIN has started to make use of EUDAT’s infrastructure in several ways.21 To give CLARIN users
easy access to the EUDAT infrastructure, the CLARIN identity provider (IdP) has been integrated with
B2ACCESS. Now, users can use their CLARIN account to access EUDAT services. On the repository
level, there is an increasing uptake of B2SAFE, EUDATs infrastructure for data replication and backup.
At the time of writing, the repository systems of five CLARIN centres (CLARIN-AT, Meertens, Tübin-
gen, TLA, and Språkbanken) have been been directly integrated with B2SAFE. The integration is ongo-
ing at three other CLARIN centres. So far, more than 100TB of data is managed with B2SAFE.

19See https://doc.owncloud.org/server/9.0/developer_manual/app/.
20For example, https://switchboard.clarin.eu/#/b2drop/http://weblicht.sfs.

uni-tuebingen.de/nextcloud/s/0qeeLnfsj3urgik/download.
21For a full account, see the CLARIN-PLUS Deliverable D4.2 (Zinn et al., 2017).
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B2STAGE is advertised as “a reliable, efficient, light-weight and easy-to-use service to transfer re-
search data sets between EUDAT storage resources and high-performance computing (HPC) workspaces.
To the author’s knowledge, the functionality has not yet been taken up by the CLARIN community. There
has been considerable progress, however, in integrating the WebLicht workflow engine (Hinrichs et al.,
2010) with EUDAT’s experimental Generic Execution Framework service (Dima et al., 2015). The in-
tegration allows users to bring the language processing tools integrated into WebLicht to an execution
environment that also hosts the data, hence allowing language processing close to the data. The new
development enables researchers to use WebLicht for both sensitive and big data (Zinn et al., 2018).

There is ample potential for CLARIN to profit from EUDAT and its generic cloud storage and com-
puting services. An increasing number of users make use of cloud computing22, and many members
of the CLARIN community use Dropbox, Microsoft’s OneDrive, Google Drive, or another commercial
provider to manage their research data. B2DROP offers a non-commercial alternative: it is based on non-
proprietary, open-source software, all data is stored on European-based servers, and EUDAT’s Terms of
Use are user-friendlier than those of the commercial providers.

The sharing of services across infrastructures is of mutual benefit for both EUDAT and CLARIN.
EUDAT increases its user base as any new “customer” strengthens the role of EUDAT as central infras-
tructure service provider. Also, CLARIN avoids to duplicate and maintain infrastructure that is available
elsewhere. There is, however, a natural tension between generic infrastructure providers such as EUDAT
and community-specific infrastructure providers such as CLARIN. For this, reconsider the switchboard
plugin, which is currently being deployed and tested on CLARIN-hosted development servers, and which
EUDAT has started testing on a EUDAT-hosted development server. Upon successful testing (and pend-
ing an agreement with CLARIN to ensure a long-term software support), EUDAT is likely to offer the
plugin for all its B2DROP users. In this respect, note that the switchboard’s basic functionality is quite
generic: it helps users to connect their resources with tools that can process them. So it might well be that
the switchboard’s current tool range expands beyond language-related tools, especially when B2DROP
users from other communities expect their community-specific tools to be connected to the switchboard.

From the CLARIN perspective, CLARIN-based B2DROP users would profit from a number of
community-specific adaptations. The easiest change would be the inclusion of graphical elements of
CLARIN’s corporate identity in B2DROP’s branding (its Nextcloud theme). This would give B2DROP’s
GUI a more CLARIN-like look & feel. Also, EUDAT should support the connection of B2DROP with
OpenCloudMesh23, a framework for federated cloud sharing. This would enable users to seamlessly
share files with each other, no matter whether they reside on the same (within B2DROP), or on a differ-
ent cloud server.

A more complex issue is the provision of user delegation services for (trusted) CLARIN applications.
Here, we believe that tools connected to the switchboard should be allowed to read from and write to a
user’s B2DROP cloud space (with the permission of an authenticated user). In fact, CLARIN-D has tested
a prototype implementation based on the UnityIDM authentication service24 and its SAML/OAuth2
bridge with success, see (Blumtritt et al., 2014).

In any case, switchboard users should be aware that data travels through the network. Tools invoked
via the switchboard need access to the resources to process them. Including the EUDAT network into
CLARIN’s network of trust would certainly help the case. Another step is to make all tools connected to
the switchboard part of the trusted network, but this requires considerable future work, especially with
regard to user delegation issues.

22A eurostat report claims that 21 % of EU enterprises used cloud computing in 2016, mostly for hosting their e-mail systems
and storing files in electronic form (Giannakouris and Smihily, 2016). In a related statistics, it is reported that in 2014, one in
five EU citizens aged 16-74 saved files on internet storage space. Most cloud users appreciated the ease of accessing files from
several devices or locations (Seybert and Reinecke, 2014). Quite likely, such numbers will be higher for academic institutions
and individual researchers.

23See https://oc.owncloud.com/opencloudmesh.html.
24See http://www.unity-idm.eu.
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5 Discussion and Conclusion

In this paper, we have sketched two uses of the EUDAT infrastructure service B2DROP for the CLARIN
Language Resource Switchboard. The first use of B2DROP improves the back-end of the LRS with the
provision of a file storage server that strengthens the privacy aspect of file uploads. File uploads are only
accessible for users with access to the shared link, and such links expire after a short time frame.

We consider the second use case more important. So far, the services of the LRS have been at the
users’ fingertips for personal resources (the stand-alone version of the LRS with file uploads) and for
resources advertised in the CLARIN Virtual Language Observatory. With the latest addition, the LRS
is now easily accessible for teams of researchers sharing a cloud storage. Resources are uploaded to a
Nextcloud-based server, and when a resource is marked as shared, a user can invoke the switchboard
with a single click. Once directed at the LRS, users then invoke the tool of their choice also with a single
click. We believe that the Nextcloud-based access to the LRS is a feature many users will want to have.

The author is in contact with the administrators of the B2DROP service at https://b2drop.
eudat.eu to get the switchboard plug-in installed for all B2DROP users. While the technical instal-
lation is itself simple, issues regarding the long-term support for the plugin need to be addressed (e.g..
who updates the plugin when B2DROP is updated the next version of Nextcloud?). Here, some kind
of formal agreement between CLARIN and EUDAT needs to be drawn. B2DROP has been very forth-
coming so far, given that the CLARIN community is only one of many communities that take part in
the EUDAT project. Having the “lrswitchboardBridge” plug-in enabled by the official B2DROP admin-
istrators would bring the CLARIN and EUDAT communities closer together and contribute to service
compatibility across digital research infrastructures. With the new bridging service, CLARIN researchers
would get the incentive to use B2DROP (and hence, associated EUDAT services such as B2SHARE).
As a consequence, commercial services with no such benefits would loose their attractiveness. If the
“lrswitchboardBridge” were supported by EUDAT, then European researchers using B2DROP would get
easy access to the CLARIN tool space via the LRS. This would significantly increase the usage of many
tools across communities, which in turn would challenge tool developers to cope with the new demand,
and probably, with new user requirements.

From a wider perspective, the CLARIN community needs to reconsider and potentially adapt its in-
frastructure pillars. Clearly, many researchers will want to use cloud computing to store research data.
Here, EUDAT’s B2DROP service helps those researchers to manage and share their data in the cloud.
Although B2DROP’s adaptation is minimal (it rebrands Nextcloud with the provision of a GUI theme),
costs for hosting the service and for user support need to be taken into account. In this paper, we hinted at
a tighter integration of EUDAT services within CLARIN. We believe that cloud computing is becoming
increasingly important to the CLARIN community. Rather then re-implementing and providing such ser-
vices within CLARIN, it might be less expensive to use existing generic services of other infrastructures,
and have them adapted to community-specific needs whenever possible. The use of components from
other infrastructures provides a good opportunity to revisit the overall design rationale of the CLARIN
infrastructure and to reconsider the appropriateness of certain components. This assumes, of course, that
EUDAT’s follow-up project, the EOSC-Hub project25 continues developing, maintaining, and supporting
B2DROP and related services.
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[Dima et al. 2015] Emanuel Dima, Christian Pagé, and Reinhard Budich. 2015. D7.5.2: Technology
Adaptation and Development Framework (final). Technical report, EUDAT deliverable. Available at

25See https://www.egi.eu/about/newsletters/introducing-the-eosc-hub-project/.

Selected papers from the CLARIN Annual Conference 2017, Budapest, 18–20 September 2017. 
Conference Proceedings published by Linköping University Electronic Press 
 at www.ep.liu.se/ecp/contents.asp?issue=147. © The Author(s). 

44



https://b2share.eudat.eu/api/files/4cc8cf0e-99a2-4b6b-981a-0ffcd870af19/
EUDAT-DEL-WP7-D7%205%202-Technology_adaptation_and_development_
framework-2.pdf.

[Giannakouris and Smihily 2016] Konstantinos Giannakouris and Maria Smihily. 2016. Cloud computing
- statistics on the use by enterprises. Technical report, eurostat - Statistics Explained. ISSN 2443-8219,
available at http://ec.europa.eu/eurostat/statistics-explained/index.php/Cloud_
computing_-_statistics_on_the_use_by_enterprises.

[Hinrichs et al. 2010] Erhard Hinrichs, Marie Hinrichs, and Thomas Zastrow:. 2010. Weblicht: Web-Based
LRT Services for German. In Proceedings of the 48th Annual Meeting of the Association for Computational
Linguistics (System Demonstrations).

[Seybert and Reinecke 2014] Heidi Seybert and Petronela Reinecke. 2014. Internet and cloud services - statis-
tics on the use by individuals. Technical report, eurostat - Statistics in focus 16/2014. SSN:2314-9647,
available at http://ec.europa.eu/eurostat/statistics-explained/index.php?title=
Internet_and_cloud_services_-_statistics_on_the_use_by_individuals.

[Uytvanck et al. 2012] Dieter Van Uytvanck, Herman Stehouwer, and Lari Lampen. 2012. Semantic metadata
mapping in practice: the virtual language observatory. In Nicoletta Calzolari, Khalid Choukri, Thierry Declerck,
Mehmet Ugur Dogan, Bente Maegaard, Joseph Mariani, Jan Odijk, and Stelios Piperidis, editors, Proceedings
of the Eighth International Conference on Language Resources and Evaluation, LREC 2012, Istanbul, Turkey,
May 23-25, 2012, pages 1029–1034. European Language Resources Association (ELRA).

[van de Sanden et al. 2015] Marie van de Sanden, Christine Staiger, Claudio Cacciari, Roberto Mucci, Carl Johan
Hakansson, Adil Hasan, Stephane Coutin, Hannes Thiemann, Benedikt von St. Vieth, and Jens Jensen. 2015.
D5.3: Final Report on EUDAT Services. Technical report, EUDAT. Available at http://hdl.handle.
net/11304/2433d23a-6079-49a6-9010-ca534f6e348d.

[Zinn et al. 2017] Claus Zinn, Twan Goosen, Marie Hinrichs, Emanuel Dima, Willem Elbers, Dieter Van
Uytvanck, Dirk Goldhahn, Thorsten Trippel, and Josef Misutka. 2017. Joint infrastructure services.
Technical report, CLARIN-PLUS Deliverable D4.2. Available at: https://office.clarin.eu/v/
CE-2017-0985-CLARINPLUS-D4_2.pdf.

[Zinn et al. 2018] Claus Zinn, Wei Qui, Marie Hinrichs, Emanuel Dima, and Alexandr Chernov. 2018. Handling
big data and sensitive data using EUDAT’s Generic Execution Framework and the WebLicht workflow engine.
In Proceedings of the Eighth International Conference on Language Resources and Evaluation, LREC 2018,
Miyazaki, Japan, May 7-12, 2018. European Language Resources Association (ELRA).

[Zinn 2016] Claus Zinn. 2016. The CLARIN language resource switchboard. In Proceedings of
the CLARIN Annual Conference. CLARIN ERIC. Available at https://office.clarin.eu/v/
CE-2016-0917-Proceedings-CAC-2016.pdf.

Selected papers from the CLARIN Annual Conference 2017, Budapest, 18–20 September 2017. 
Conference Proceedings published by Linköping University Electronic Press 
 at www.ep.liu.se/ecp/contents.asp?issue=147. © The Author(s). 

45



Examining Web User Flows and Behaviours in CLARIN Ecosystem 

Go Sugimoto 

ACDH-ÖAW 

Vienna, Austria 

Go.Sugimoto@oeaw.ac.at 

Abstract 

This article attempts to draw a map of the user flows and behaviours in the multi-layered 

CLARIN’s web structure by cross-examining the dynamic movements of different types of us-

ers within (and outside of) the CLARIN domain. In particular, the user traffic of several web-

sites is analysed including the main website, various CLARIN web applications, and the partner 

websites, as well as the use of single sign-on. Consequently, this project is able to uncover the 

user interactions in the context of the large web ecosystem rather than those of an each individ-

ual website. The evolution of the web traffic over a year reveals a comprehensive overview of 

the characteristics of the end-users and provides a clue for the next strategic decisions over the 

CLARIN’s user-oriented services and business sustainability. This preliminary research also 

proves the potential of web analytics for Business Intelligence for measuring the impact of the 

aggregation services and research infrastructures in cultural heritage and digital humanities.  

1 Background – the CLARIN ecosystem 

One of the strategies of CLARIN is to create and maintain an infrastructure which is financially, 

technically and organisationally sustainable in the long-term1. It is, therefore, essential to collect and 

analyse data about its performance and implement objective evaluation which would determine the 

course of its sustainability. In particular, as CLARIN’s core activities are technically-oriented, offering 

a number of web-based services to the research community, critical evaluation of end users is necessary 

to check its performance in the long term and to make sensible decisions for the operation of CLARIN. 

This area of research is generally called Business Intelligence (BI). According to Chugh and Grandhi 

(2013), the BI is the process of applying tools and techniques to gather and analyse data from multiple 

sources, to create knowledge that helps in decision-making. 

Several evaluations have been conducted for CLARIN in this respect. For example, Eckart et al. 

(2015) examined the statistics of the Virtual Language Observatory (VLO)2, attempting to explain the 

user behaviours. Being a part of their technical development of the VLO, this analysis concentrated on 

the impact of the change of its design and functionality. Two survey periods were defined to examine 

the consequence of the interface improvement which took place between the survey periods. Subse-

quently they observed interesting phenomena relating to the user requests especially on full-text and 

facets searches. Sugimoto (2017) instead provides more comprehensive research on this topic. He con-

ducted a detailed analysis of web traffic on the VLO from 2014 to 2016, taking into account the number 

of visitors, visit duration, and frequency, to search keywords, social networks, and downloads, as well 

as segmenting different user groups such as country. It covers most of the default Piwik3 analysis views. 

Although there are challenges to dealing openly with sensitive information about the performance of a 

1 https://www.clarin.eu/content/mission-and-strategy (Accessed on 2018-03-19) 
2 https://vlo.clarin.eu/ (Accessed on 2018-03-19) 
3 https://piwik.org/ (Accessed on 2018-03-19) 
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community website, it unlocked a potential (or need) of Open Evaluation for publicly-funded research 

infrastructure. 

However, there are two major aspects lacking in those contributions. First of all, they are limited to a 

single website. Secondly, they focus on a frequently-discussed technical service of the research infra-

structure. With regards to the former, we should remember that CLARIN offers many services and web-

sites for different purposes. Therefore, it is not sufficient to study a single website in order to evaluate 

the technical infrastructure as a whole. Indeed, a similar approach was taken by Culture24 in the UK 

(Finnis et al. 2012). They recognised that cultural heritage websites and their visitors can be more ade-

quately assessed and understood by knowing the web use within the entire sector. Thus, major museums 

and cultural institutions including the British Museum, the National Gallery, Tate, and Kew agreed to 

share some basic statistics of their websites. The interesting initiative made it possible to standardise the 

datasets of web access across British heritage institutions and analyse the landscape of their web users. 

It may have been the first time that an overview of the web traffic within a larger sector was revealed, 

which massively contributed to the understanding of the bigger picture of emerging museum and herit-

age business on the Internet. As for the latter, CLARIN’s success indicator should not be determined 

only by technical web applications, but by many other social and organisational services around. In 

particular, the main website of the infrastructure (CLARIN ERIC: European Research Infrastructure 

Consortium) should be included. 

 

For those reasons, this paper (re-)evaluates the CLARIN services from a different angle. It takes a 

holistic approach to capture the traffic of end-users across various websites and applications as well as 

national centre websites in an attempt to better understand more global aspects of the “customers” of 

CLARIN. To this end, let us first analyse the CLARIN’s web environment.  

Although the individual websites of CLARIN are relatively simple, the whole web structure is multi-

layered with regard to user movements (Figure 1). The most obvious website is clarin.eu. It is often an 

entry point for the existing and new users, mainly serving as a communication and dissemination web-

site. It does not only offer the basic information (the missions, people, participating institutions etc.) and 

updates news and events, but also links to useful websites and services inside and outside the CLARIN. 

In addition to the main website, there are many web applications developed by the CLARIN developers 

such as, the VLO, Content Search Aggregator4, and WebLicht.5 They are useful research tools and are 

deployed either in the subdomains of CLARIN or its partners domains, therefore, truly making CLARIN 

a distributed infrastructure. The users jump from the main website, or directly go to, those services to 

start their research. Although more limited, the users also navigate between the CLARIN services and 

the partner websites. Many CLARIN national consortia have websites dedicated to providing domestic 

information, including CLARIN DK6 and LT7. Moreover, CLARIN centres may have their own web-

sites often placing the CLARIN logo to suggest their connection, for example, the Center for Sprog-

teknologi8 in Denmark and the CLARIN Text Laboratory Centre9 in Norway. 

As such, there are at least three major entry points to the CLARIN websites (the main website10, the 

CLARIN applications, and the national consortia/centres) and the movements of the users among those 

websites are complex. The author gives the name, “CLARIN ecosystem”, to refer to the full picture of 

those websites within the CLARIN community. In the sense that we analyse the web access and user 

flows within the CLARIN community, our approach is different from Culture24, which focuses on com-

pletely independent museum websites. 

Among the web applications, VLO is probably the most typical case of the CLARIN ecosystem. 

Therefore, it deserves the name of “VLO ecosystem” on its own. It is a resource discovery portal service 

to search and locate the linguistic data and tools that the CLARIN consortium members hold, hence it 

merely collects metadata as an aggregation service provider. Van Uytvanck et al. (2010) describes that 

                                                 
4 https://spraakbanken.gu.se/ws/fcs/2.0/aggregator/ (Accessed on 2018-03-19) 
5 https://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/Main_Page (Accessed on 2018-03-19) 
6 http://info.clarin.dk (Accessed on 2018-03-19) 
7 http://clarin-lt.lt (Accessed on 2018-03-19) 
8 http://cst.ku.dk/ (Accessed on 2018-03-19) 
9 http://tekstlab.uio.no/clarino/ (Accessed on 2018-03-19) 
10 It should be noted that there has been no detailed research on the web statistics of the main website, except some general 

facts and numbers demonstrated, for example, in CLARIN Annual Conferences as well as usability studies. 
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it tries to give a consistent online overview of the data that is available at a variety of computing centres. 

Using VLO, the users are directed to the repository of a data provider where the resources they find in 

the VLO search engine are stored. 

Alongside such user streams, the CLARIN’s single sign-on services will be examined in order to 

check the user behaviours by different types of the users including anonymous, the CLARIN registered, 

and academic users. The objective of this paper is, therefore, to unveil the interactions of various types 

of users in the large ecosystem which could not be recognised by the previous research based on the 

observation of a single website. 

Figure 1.  Multi-layered CLARIN web structure (“ecosystem”) and user access 

2 Methodologies 

The data range of this project is between February 1st 2016 and January 31st 2017, taking into account 

technical limitations and comparative studies (Figure 2). While Google Analytics is also used to record 

the traffic of the CLARIN main website, inevitably, Piwik was our choice to analyse the data, as it is 

the only GUI tool which keeps tracks of all the CLARIN websites that concern us. However, Piwik has 

been collecting the statistics of different websites since varying points in time. As the main website only 

started to use Piwik in 2016, we set the beginning of its recording more or less as the beginning of our 

analysis period. The first half of the period corresponds to the last quarter of the survey by Sugimoto 

(2017), which might be also useful, if the need of cross-analysis emerges in the future. 

In order to reconcile the broad spectrum of the CLARIN’s web structure, the author inspects the 

following websites: the main web-site, VLO, WebLicht, the Content Search Aggregation, the Discovery 

Service, and the Identity Provider. Although this does not include all of the CLARIN websites, it is 

assumed that it covers most critical ones, representing what CLARIN offers on the web. 

Figure 2. Research period coverage (Available data periods are represented in light colours and re-

search periods in dark colours) 

The transition view of Piwik is primarily used to analyse the user flow, in combination with other sta-

tistical data (Figure 3). It is a powerful tool, able to visualise from where users come to a certain web 

page and to where they move. As a single website comprises many webpages, there would be potentially 
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hundreds of views to check the user movements in this way. To avoid interpreting such a large amount 

of data, it is decided to select some hubs or junction points of user flows. The transition view also allows 

us to distinguish internal flows (inside the domain) from external flows (outside the domain), thus is 

very useful to understand the user behaviours. In addition, the classifications of traffic enables us to 

divide users into separate groups such as the users visiting by search engine or direct entry, as well as 

the users who downloaded a file or quit the web page. Such footprints of users would provide interesting 

information for improving CLARIN services. 

3 Analysis on the CLARIN (especially VLO) ecosystem 

3.1 At the main website -entry gate to CLARIN/VLO ecosystem 

First of all, the entry points of the CLARIN ecosystem are examined. Figure 3 illustrates the user 

flows of the main website at its home page (i.e. clarin.eu). 21,945 page views are recorded in the period, 

in which 23% are from internal webpages, 18% from search engines, 10% from web referrers, and 36% 

from direct entries. Within the search engine flow, keywords like “clarin”, “clarin eric”, “clarin eu” and 

“https://www.clarin.eu” are extremely prominent with 85.6% in total. This implies that most users al-

ready knew CLARIN by name, or even the URL, and did not find it by coincidence, for example, when 

searching for linguistic information. As for the outbound paths, 51% of the users remain on the main 

website, of which 12% are through to Services, 11% to Events, 8.8% to Participating Consortia, 5.5% 

to Clarin-in-a-nutshell, and 5% to Users. In addition, 2.8% visited another website, whereas 40% exited 

(i.e. no more actions by the user). The statistics proved the importance of the VLO as one of the 

CLARIN’s primary services, as it gained 30% of the Outlinks of the visitors. The CLARIN Germany 

(3.8% for clarin-d.de) seems to be successful in attracting users from other countries. 

It is possible to try to estimate the existing users discussed above more in detail. Firstly, the external 

access to the website should be the amount subtracting reload and internal pages (21945-5089-

2039=14,817). The total amount of possibly existing users would be the sum of the search engine access 

with keywords related to CLARIN and direct access (135+9+5+3+7876=8028). The external access 

divided by existing users is, therefore, 54.2%. This would be the minimum amount as other channels of 

access can be observed. This figure can be compared to the more conventional statistics of repeating 

visits. Piwik recorded 10,000 visits for the same page views as Figure 3, when filtering visits more than 

once, which is 45.6% of the amount without filtering (21,945). It is not easy to explain the gap. Although 

Sugimoto (2017) interestingly investigated the black box aspect of Piwik (which would be applicable to 

any other Web Analytics), both the simple methodology of estimation here and the access handling and 

recording mechanism of such software are the factor of discrepancy and error. Still, this quick experi-

ment seems to be the only way forward to try to understand the nature of Web Analytics and to ade-

quately and systematically evaluate the web traffic. 

Figure 3. Transition view of the home page of the main website.  

(It shows the web page of analytical interest (http://clarin.eu) in the centre, where the user was be-

fore on the left, and to where the user went afterwards on the right.) 
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Another point of interest is the Participating Consortia page.11 It lists national consortia of European 

countries and observers. As described in section one, each consortium may have their own website, so 

that we can check what consortium receives visitors from this page. 

According to Figure 4, outlinks are most represented by CLARIN Germany (12%), Austria (10%), 

Italia (9.6%), the UK (6.7%), and Latvia (6.1%). In contrast, although the total volume of traffic is 4 

times less (i.e. 130) than outgoing traffic (i.e. 522), the incoming traffic from external websites origi-

nates from other CLARIN consortium domains. They are CLARIN Slovenia (50 and 25%) and Greece 

(13%) alongside Wikipedia Germany (13%). When we look at big announcements of national consortia 

joining CLARIN, there are three relevant countries in the survey period: Latvia (1st of June 2016)12, 

Hungary (1st of August 2016)13, and France (1st of February 2017)14. Access to the Latvian website 

may be explained from this data, whereas the reasons for traffic to other popular consortia are unclear 

at this stage, as is the absence of Hungary and France. As mentioned above, the participating consortia 

page is one of the most visited web pages from the main page, so that it would be wise to provide useful 

and informative content about who the members of CLARIN are besides promoting the national web-

sites. With regard to the internal web pages, nearly half of the visitors (48%) comes from the CLARIN 

home page, which is naturally expected. 

Figure 4. Participating consortia page user flow 

The services section of the main website is also a decision-making point15. This introduction page 

contains several links to specific services and applications, therefore, allows us to identify the trend of 

user interests in those services. Figure 5 shows an extremely high percentage of inbound and outbound 

traffic for the internal website – 92% (3533) and 89% (3402) respectively. Also, given the introductory 

nature of the content, the data confirm that it is a typical walk-through page of the main website. The 

decision-making of which links to follow comes into play in our analysis. Within the outgoing flow, the 

main web page (clarin.eu/portal and clarin.eu) is prominent, but the VLO (9.8%) and the Language 

Resource Inventory (7%) are also visible among the top 5. Whilst the former is anticipated (see also 

below), the latter suggests that the users are interested in the LINDAT service on which the Language 

Resource Inventory is based. Although the incoming flow from external websites is highly limited, there 

are interesting facts that a few websites have a direct link to the service section page such as the Uni-

versity of Münster and Academic IT Research Support team of the University of Oxford. This is a case 

11 https://www.clarin.eu/content/participating-consortia (Accessed on 2018-03-19) 
12 https://www.clarin.eu/news/latvia-joins-clarin-eric (Accessed on 2018-03-19) 
13 https://www.clarin.eu/news/hungary-joins-clarin-eric (Accessed on 2018-03-19) 
14 https://www.clarin.eu/news/france-joins-clarin-eric (Accessed on 2018-03-19) 
15 https://www.clarin.eu/content/services (Accessed on 2018-03-19) 
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of a small fraction of user flow, but Piwik has proven useful to analysing what referrals exist and how 

the users enter the CLARIN ecosystem. 

Figure 5. User flow at the service section of the main website 

There is a VLO introduction page on the main website which would be one of the main gates to the 

VLO (Figure 6). 77% of all the visits went to the VLO, so that most users pass this connection point to 

arrive at the VLO. 44% of the users find the web page from the service section of the website, while the 

other routes are rather limited (internal search 0.1%, website 4.7%, direct entry 12%). The relatively 

high number of entries via search engines (21%) suggests that the users know the VLO, because their 

search keywords include specific terms referring to the VLO or CLARIN. The user flows from the VLO 

to the CLARIN centres are much more complex and the examination is in progress. Although under-

standable, it is a pity that we have no access to the statistics of the CLARIN centres. If the access per-

mission is somehow granted, it is possible to examine the complex VLO ecosystem in a similar way that 

Culture24 was able to do. What we suggest is to share a subset of the whole data in the form of spread-

sheets export, instead of the unlimited access to Piwik and/or Google Analytics. Collection of such data 

dumps from various centres will shed a light on the understanding of the navigation of the CLARIN 

users. 

A part of the problem is that the individual URIs of the centres need to be checked and the use of 

Persistent Identifiers (i.e. Handle16) makes it untraceable without manual clicking and checking of all 

the URIs recorded. Nevertheless, apart from Handle, the University of Leipzig (2.8% of all Outlinks) 

and the SIL International (2.1%) received more visitors than others. 

16 https://www.handle.net (Accessed on 2018-03-19) 
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Figure 6. VLO introduction page at the main home page 

Before moving on to the VLO itself, let us double-check in what position the VLO is. Figure 7 outlines 

the top 10 highest number of outgoing access from the entire clarin.eu domain (i.e. not only from the 

clarin.eu home page, but including it). The VLO tops the ranking as 11.2%. Other VLO related technical 

services such as centres.clarin.eu (Centre Registry 4.9%) and catalog.clarin.eu (Changing address in-

cluding Component Registry etc. 4.5%) follows Handle persistent identifiers (6.9%). It is also notable 

that LINDAT and WebLicht (see section) are among the pages visited frequently by the users. 

Figure 7. Top 10 outlinks from the whole clarin.eu domain 

3.2 At the VLO 

From the VLO’s point of view, the trend of in- and out- channels is different (Figure 8). 22% of the 

visits originate from web referrers. 600 out of 1102 visits from websites (54%) are the VLO introduction 

page (with additional 5.8%). Interestingly, the Stackexchange website has a post about a Korean lan-

guage corpus and the VLO is mentioned. As a result it gained a high rate of access (7.4%) during this 

period. Similarly, 5.0+ % are observed due to the University of Vienna offering a Moodle link to the 

VLO. Unlike the main website, a low number of users landed with the VLO via search engines (4.8%). 

29% of the users find the website directly. Regarding the outward traffic, we can see a clear trend for 

Korean probably caused by the abovementioned stream (“korean” (1.7%) and “korean corpus” (2.6%)). 

At the first glance 31% of the users who went through to internal pages may have done so by browsing, 

because the VLO is a search engine which, in principle, should increase internal searches (24%). How-

ever, this assumption cannot answer why internal searches are less than page browsing. When it is dis-

covered that the internal pages contains the URL syntax pattern such as “vlo.larin.eu/search?1”, the 
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classification by Piwik becomes slightly dubious. It is nevertheless important to note that unlike on the 

CLARIN main website, much higher numbers were recorded for internal searches both in and out di-

rections of the traffic. Yet another puzzle piece is the difference between 637 (inbound internal searches) 

and 1218 (outbound internal searches) as well as the existence of both identical search keywords and 

different ones. In general, more iteration of observations, analyses, and experiments would be needed 

to solve this kind of mystery, for example, by understanding the details of the mechanism of auto-gen-

erated URLs in the VLO, as well as what the Web Analytics records and classifies. In the meanwhile, 

21% exited without doing anything. 

Figure 8. User flow at the home page of VLO 

On the other hand, overall search keywords left some clues on the user needs (Figure 9). Interesting 

cases of Korean have already been introduced. In addition, some users search something very specific 

such as “hzsk” (0.9%, probably intended for the CLARIN B centre of Das Hamburger Zentrum für 

Sprachkorpora (HZSK)17), “GECO” or “geco” (0.9%, also intended for IMS GECO Datenbank provided 

by the CLARIN B centre of Universität Stuttgart18), and “germanet” (0.3%, also intended for the service 

by University of Tübingen19). It is obvious that they look for German data and tools. It seems that such 

access is made by the CLARIN’s internal users, rather than the experts outside CLARIN who know 

exactly what CLARIN offers. The tendency towards language names cannot be ignored and this trend 

was also found during the two years of Sugimoto’s analysis (2017).  

17 https://corpora.uni-hamburg.de/hzsk/ (Accessed on 2018-03-19) 
18 http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/IMS-GECO.html (Accessed on 2018-03-19) 
19 http://www.sfs.uni-tuebingen.de/GermaNet/ (Accessed on 2018-03-19) 
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Figure 9. Search keywords used in the VLO 

 

It is also very easy to learn what the users downloaded (Figure 10). However, as the number is sig-

nificantly lower than the visits in total, it was decided to display only the highest ranking URIs in this 

paper. It is perhaps fair to mention that the trouble of this type of analysis is that 120 links have to be 

manually clicked and checked to know exactly what the downloaded contents are about. Although some 

URIs could give some hints of content in the syntax, opaque URIs, especially persistent identifiers like 

Handle, make it impossible to guess the content of the target resource. Given that the number of outlinks 

is much bigger, there are limits for the manual analyses. This is one of the very interesting and unfortu-

nate pitfalls of persistent identifiers in terms of Web Analytics. This paper does not mean to say that 

opaque URIs should be avoided. Rather, it only suggests that both the creators and implementers of 

persistent identifiers may need to consider this aspect for improvement or solution in the future, if Web 

Analytics deploying substantial amount of manual work is considered to be important. 

 

 
Figure 10. Top download URIs within the VLO 
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Those additional (potential) analyses clarify that multi-dimensional analyses, combining user behav-

iour analysis, in this case, for keyword searching and downloading, with transition analysis, can make a 

significant contribution to the understanding of the users as the principal creatures of the ecosystem 

environment. 

4 WebLicht and Content Search Aggregator 

“WebLicht is an execution environment for automatic annotation of text corpora. Linguistic tools 

such as tokenizers, part of speech taggers, and parsers are encapsulated as web services, which can be 

combined by the user into custom processing chains.”20 Consequently, the structure of the website/web 

application is very different from the main website and the VLO, resulting in no transition view pro-

duced by Piwik. In fact, the user flow exists in terms of the data processing chain, but not in terms of 

web pages. Therefore, we need to look at other statistics. 70% of visits to WebLicht are referrers, while 

29% are direct entry. As the CLARIN-D is the developer of the WebLicht, the referrers are mostly from 

the German domains, except for the top score of “idp.clarin.eu” (29%). Similarly, Germany dominates 

the visits by country (82%), while there is also interest from Austria (3%), South Korea (3%) and the 

United States (1%) (Figure 11). WebLicht is perhaps something CLARIN has failed to promote. Alt-

hough it can handle many languages (for example, there are more than 40 language choices for plain 

text processing), the service is almost exclusive to Germany, the major CLARIN consortium member. 

It seems that CLARIN would need to review the outreach strategies of WebLicht in order to go beyond 

the German niche market. The visit duration is substantially longer (11 minutes 57 seconds on average) 

than for the VLO (4 minutes 18 seconds) (Sugimoto 2016). 27% spend more than 10 minutes, proving 

the characteristics of the data processing service. This engagement promises that new users potentially 

become heavy users. 

Figure 11. WebLicht visits by country 

As for the Content Search Aggregator (Figure 12), the transition view is valid. A high ratio of page 

reload was detected (39%) in comparison with the main website (9.3%) and the VLO (23%), whereas 

web referrers come second at 34%. A very low amount or no users arrived internally (i.e. via web pages 

(0%) and search (2.3%)). In fact, less than 10% accessed from the CLARIN main website. On the other 

hand, CLARIN-D successfully converted their users to the Content Search users (over 75% of referrers). 

The implications of those results need to be further investigated. Incoming internal searches indicates 

the presence of German speaking users, as the most searched keywords are all German including 

“armut” (poverty, 17.4%), “Forsythie” (Forsythia, a type of shrub, 4.3%), “selbstmord” (suicide, 4.3%), 

and “diachrone deutsche korpora” (diachronic German corpora, 4.3%). Regarding outgoing internal 

searchers, there are more varieties, but German words are still the most visible. “Leipzig“ (1.6%), 

“selbsmord“ (1.6%), “vom text zur phonologischen aussprache“ (from text to phonological pronuncia-

tion, 0.8%), “mal eben“ (just in a moment, 0.8%) are shown in the highest. The same marketing argu-

ment we made for WebLicht applies to the Content Search Aggregator.  

20 https://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/Main_Page (Accessed on 2018-03-19) 
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Figure 12. User flow at Content Search Aggregator 

 

Compared to the VLO ecosystem, the situation of other applications is different. It is worth analysing 

the characteristics of the visits, but the user flow inferred from Piwik is rather limited. We can conclude 

that although it is necessary to monitor the flow from the main website, those services are rather the end 

points of the CLARIN ecosystem, thus, it is more productive to analyse the VLO ecosystem in this 

sense. 

5 Identity Providers and Discovery Service 

CLARIN provides a pragmatic solution for user authentication and authorisation. The recording of 

user sign-on and access to web services enables us to explore the statistics of different user types in 

CLARIN’s web space to support our previous analyses. We analysed Identity Provider (i.e. only users 

with CLARIN credentials) and Discovery Service (i.e. all users trying to access log-in services) 

 

 
Figure 13. User flow for Identity Provider 
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Figure 14. Access by country at Identity Provider 

Although the URIs are relatively spread (Figure 13), as for the incoming web referrers of Identity 

Provider, there are only two countries which gain visibility: Lithuania and Norway. The Lithuanian 

repository of CLARIN-LT21 (0.7%) and the Norwegian repository by CLARINO22 (0.6%) delivered 

more users to the Identity Provider. The Norwegian boom is further boosted by other URIs of (probably) 

INESS.23 In contrast, interestingly those Northern countries do not appear in the access by country (Fig-

ure 14). It may mean that German and Dutch users, as well as Belgian, Brazilian, and Swiss users to a 

lesser extent, are interested to find Lithuanian and Norwegian resources. The assumption was mostly 

right that among the total amount of 99 views of Norwegian domains within the top 5, the users from 

Germany accessed Norwegian domains 38 times and users from Norway did 43 times. The large major-

ity comes from those two countries. It is a common phenomenon that users use resources from their own 

country, therefore, German is something unique in this context, in a way fulfilling the aim of CLARIN 

to encourage trans-European access. However, it is again true that the German population bias as well 

as the influence within CLARIN are big. Outbound traffic seems to be rather technical and there is not 

much from which we can draw conclusions. In case of Discovery Service (Figure 15), it is the Nether-

lands which dominates the scene for the incoming traffic. Among the URIs, Corpus Hedendaags Neder-

lands (9.4%+6%)24, Open Sonar (4.5% and 4.2%)25, although WebLicht shows strength (9.1%). This is 

clearly represented in the pie graph depicting access by country (Figure 16). The swap of German and 

Dutch users is quite dramatic and interesting, but we need more evidence to explain this situation. Again, 

outlinks contain URIs too technical to mention. 

In the meanwhile, both the Discovery Service and Identity Provider have a large proportion of exit 

(65% and 82% of outbound traffic respectively). This may imply that many users give up access due to 

this access restriction. In that case the Service Providers may want to reconsider their access policies. 

While the former acquired 41% from referrers, the latter is at 94%, which is probably naturally high as 

a sign-on screen appears when a link on a webpage is clicked. It is, however, noted that the technical 

mechanisms of those services are complicated, making the recording (and interpretation) of the user 

access in Piwik very tricky. In order to clarify the situation, the next step of investigation would be to 

carry out an experiment to understand what Piwik actually records behind the user interactions with 

those CLARIN services, using the Visitor Log function. 

21 https://clarin.vdu.lt/xmlui/ (Accessed on 2018-03-19) 
22 https://repo.clarino.uib.no/xmlui/ (Accessed on 2018-03-19) 
23 http://clarino.uib.no/iness/page (Accessed on 2018-03-19) 
24 http://corpushedendaagsnederlands.inl.nl/ and http://chn.inl.nl/ (Accessed on 2018-03-19) 
25 http://opensonar.inl.nl  (Accessed on 2018-03-19) 
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Figure 15. User flow at Discovery Service 

Figure 16. Access by country at Discovery Service 

6 Conclusion 

The transition view of Piwik in combination with other functions allows us to effectively evaluate the 

user traffic streams in the multi-layered web structure. It is easy to browse the types of inbound and 

outbound movements of the users. In particular, an unprecedented amount of statistics about the 

CLARIN and VLO ecosystem was analysed in detail. Whilst the role of the VLO at the centre of 

CLARIN’s web infrastructure was confirmed, the complex user flow within the ecosystem uncovered 

some trends of this survey period. Some junction points like participating consortia and the VLO intro-

duction page provide insights into the users moving out of the main website. In general, the existing 

users, characterised by direct entry and “intended access by search engine” (keywords are used to spec-

ify CLARIN and VLO), seem to influence the statistics to a large extent. In addition, the fact that many 

specific search terms are recorded in the VLO also adds to the evidence of CLARIN’s internal commu-

nity users. It may be still too early to draw a conclusion that CLARIN websites rely on internal commu-

nity users. However, initial results collected so far are affirmative, even when they are compared to the 

outcomes of Sugimoto (2017) who suggested a heavy usage of the VLO by a CLARIN partner in Aus-

tria26. In a way, CLARIN fails to catch attention from external community. CLARIN should definitely 

consider the transition of heavy user base from CLARIN members to the outsiders. For example, the 

CLARIN annual conference could be open to a larger community, thus, the infrastructure can be more 

widely recognised and used. In addition, CLARIN could reduce the internal networking and research 

mobility between CLARIN centres, and increase workshops and seminars in fringe domains such as 

26 Austria is often regarded as one of the core technical members of CLARIN. 
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philology and language-related subjects. In particular, the researchers who do not normally deploy com-

putational linguistic methods would need crash courses to obtain practical skills and knowledge to use 

CLARIN resources and tools. 

The high volume of flow from Germany can be seen in different traffic records, but the population 

bias is not yet take into consideration. Nevertheless, as one of the core members of the CLARIN con-

sortia, Germany hugely influences the web traffic. On one hand, CLARIN benefits from the driving 

force, on the other hand, the European infrastructure seems to need more effort to expand the user base 

outside Germany. The value proposition of CLARIN clearly states (CLARIN ERIC 2017) that “as ge-

neric infrastructure services can be used across borders, CLARIN members can benefit from the fact 

that the costs of construction and operation of such services can be shared between members” and “ac-

cess to CLARIN resources (data, tools and methods) will also lead to more advanced research and open 

new research avenues across borders and disciplines”. For this reason, the reduction of CLARIN activ-

ities in Germany and the expansion of CLARIN programmes in less popular countries may be a good 

option for widening the user diversity. More knowledge transfer from active CLARIN countries to less 

active countries would also be a new strategy agenda for cross-border synergies. The impact of a sudden 

increase in particular access paths such as “Korea” became easily visible from the beginning to the end 

of the access paths, supporting the detailed analysis possibility of Piwik. 

Although WebLicht and Content Search Aggregator provided less useful information about the user 

flow, and are thus not extremely suitable for the analysis of the user movements within the CLARIN 

ecosystem, they underpin the large amount of German users. Identity Providers and Discovery Services 

are also particular in the sense that they are the layers to go through to CLARIN services. The analyses 

revealed that Norway and Lithuania gain popularity, mainly due to the access from Germany. The dra-

matic swap of the Netherlands and Germany poses a question to be answered. 

There are also some areas where further research is needed to clarify the situation and provide correct 

interpretation. For example, it is a challenge to scrutinise the websites after a major overhaul (for exam-

ple, Goosen and Eckart (2014) and CLARIN ERIC (2016)). Web addresses may change over time due 

to the introduction of new underlying software and/or restructuring of the website. Such a change intro-

duces a complicated list of page URLs for transition analysis. It would be wise for the web analytics 

team and development team to closely communicate about the web development plans, so that the trou-

bles of web traffic evaluation could be minimised and CLARIN’s tasks can be more efficiently coordi-

nated, for instance, by extending the members of the VLO Task Force (Haaf et al. 2014). Besides, the 

marketing strategies created by web analysis and the development of websites could go hand-in-hand 

for the efficient and continuous improvement of the infrastructure. The tight cooperation would poten-

tially saves money and address the needs of the right users and other stakeholders. Therefore, it is im-

portant both in terms of the technical, organisational, business, and financial stability of CLARIN. More 

cooperate governance27 needs to be implemented. In addition, the technical mechanism behind authori-

sation and authentication in relation to the recording of Piwik is still unclear. Moreover, a pitfall of 

opaque persistent identifiers was recognised. It is not a big problem for the scale of analysis in this paper, 

but as the web access grows, it would make detailed and interesting analyses more difficult. 

The preliminary results of this paper successfully displayed new in-sights into the end-users of 

CLARIN. In addition, this is probably the first time to synthesise the statistical analyses of both the 

dissemination website and the web applications of CLARIN in terms of user traffic. Moreover, it is also 

a reconfirmation that it is important to monitor the statistics over time. A comprehensive implementation 

of Business Intelligence would require more data from different areas such as financial reports and user 

engagement reports. Nevertheless, it is hoped that this small research project has brought some ideas 

about the visitors and environments of the CLARIN’s virtual ecosystem in the framework of web ana-

lytics and would be a valuable contribution to the development and sustainability of CLARIN. 
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Abstract

This paper presents and discusses the findings of a survey carried out to assess the
use of digital resources and digital technologies with respect to work in ancient Greek
scholarship, with the aim to identify the factors that are likely to constrain its use as well
as to elicit needs and requirements of ancient Greek scholars in Italy. The survey is in line
with the principles behind the user engagement strategy developed by CLARIN-ERIC
and constitutes one of the national efforts undertaken by CLARIN-IT to contribute to
the wider impact of CLARIN on Digital Classicists. The survey, as well as other surveys
carried out in the sector in the last decade, points out that most of the available resources
do not respond to users’ requirements. This motivated us to develop a mock-up of a digital
editor of Archilochus, which, mostly grounded on previous studies by Nicolosi, draws on
the outcomes of the survey. The experiment includes a sample prototype to submit for
evaluation by end-users. The final aim is to identify good practices and new models to
enable new approaches to the study of classical texts and profile a new workbench for
scholarly digital edition.

1 Introducion
Interest for the humanities and social sciences in language technologies has never been as
strong as it is now. The main conferences in the Digital Humanities are seeing an increase
in participation by computational linguists while at Computational Linguistics’ conferences
the humanities and social sciences represent an important line of research. The necessity of
meeting the needs of an audience of different users opens up new challenges for language
technologies: easily usable tools, adaptable to different types of content become crucial. The
quality of resources, in particular the quality of digital editions of texts, is receiving increasing
attention. For this reason, it is crucial to identify user requirements in relation to textual (and
linguistic) analysis tools, in view of contributing to the advancement of this specific field of
science. Attention to a new or different approach to a traditional discipline determines, not
unsurprisingly, the development of new learning habits and, on the basis of the good practices
inherited from the previous tradition, allows the development of a different and more modern
research methodology and of new practices in didactics.

Scholars and scientists require modern, well-established research infrastructures to conduct
internationally competitive research. Researchers in science and engineering have witnessed
the potential offered by infrastructures and already use them for their work. The humanities
already have a tradition of data and knowledge aggregators, with archives and libraries that
contain texts and can be regarded as the research infrastructures of the past. When it comes
to the adoption and expansion of digital research infrastructures, however, the humanities
still lag behind other scientific fields. Research in that field, of course, also depends on the
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http:

//creativecommons.org/licenses/by/4.0/
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opportunities offered by modern digital technologies, with the foundation for research being
based on the amount of data digitally available around the world, ready to be processed by
computers. Scholars of the sectors, however, were rather slow to adopt them.

CLARIN-ERIC (www.clarin.eu), the European research infrastructure, was created to make
digital language resources available to scholars, researchers, students from all disciplines, espe-
cially in the humanities and social sciences. This involves providing digital repositories where
data, corpora, lexicons, tools are catalogued, stored and retrieved in a simple way as weel as
developing technological solutions that can be intuitively used by users. CLARIN represents
the perfect framework for bringing together producers of language technology with its users.
CLARIN considers it essential to find out from users what resources and tools they (would like
to) use, what solutions they prefer and what training support they need.
The idea that user needs should be a central part of the design and development process of
any ICT infrastructure is not necessarily new, and pointing out that the CLARIN audience are
humanists and social scientists is not enough. There is a wide range of people working within
the academic sector: some may be more proficient in one area but less so in another, so there
are different needs and different ways of engaging with users. Accordingly, CLARIN defines
different methodologies and approaches to user engagement. Surveys are deemed to be suitable
for making deeper analyses of landscapes, opportunities, barriers, etc.; they are useful for iden-
tifying previously unnoticed problems or areas of dissatisfaction and are especially helpful if we
are not sure where to start or what to prioritize, or if we need to show evidence to support our
decisions. Surveys can be crucial not only to elicit information about users’ requirements and
barriers to uptake, but also to reach and inform people about what we are doing. They might
find that CLARIN already has solutions for them that they did not know about.

2 Motivations for a CLARIN-IT Survey of Digital Classics
In order to study the current interest in the use of digital resources and related tools in one
specific context of the Humanities, Ancient Greek scholarship, we launched a survey based on
a questionnaire to ascertain the current practice and the related needs within a group of prac-
titioners in the field. On larger scale, the work represents one of the first attempts undertaken
within the context of CLARIN-IT (Monachini and Frontini, 2016) to contribute to the wider
impact of CLARIN on the specific Italian community of those interested in the application of
Digital Humanities to the field of Classics and to ancient world studies. During the last decade,
similar surveys were sporadically carried our. They pertain to the fields that do not strictly
concern Digital Classics (DC) although the general outcome of their remarks is relevant, and it
is evident that they may also be applied to DC resource design.
These studies concern a wide spectrum of scientific interests within the digital humanities realm
and involve scholars from several countries, mostly English native speakers (USA, UK, CDN
etc.). Our study, instead, focuses on the specific scientific community dealing with Digital Clas-
sics; it collects the views of a restricted sample of Italian digital humanists with focus on ancient
Greek philology.

2.1 Previous Surveys
(Babeu, 2011) provides a summary of several surveys on the subject. For our purposes it is
enough to quote the key outcomes of the studies by (Toms and O’Brien, 2008), (Audenaert and
Furuta, 2010) and (Warwick et al., 2008).

Toms and O’Brien’s study is of a behavioral nature and was, similarly to our own, conducted
on a small sample of digital humanists who responded to a questionnaire published on the
web The main conclusion of the study is that ‘‘the digital humanist (...) gives value to
primary and secondary materials (books) and uses more browsing than searching on the
internet”. His/her preferred research strategy is based on linking rather than on searching
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and concatenating works, usually by referring to the material of interest through the bibli-
ography quoted in the single article. Toms and O’Brien’s study draws the figure of a lonely
scholar, with a few joint publications, more interested to communicating than collaborating
with colleagues. Digital humanists’ priorities are to have access to primary sources and to
integrate lessons with material from web searches; under this profile, they are interested
in text presentation, i.e. having ”multiple views” of the material or text being analyzed.
Their interest particularly goes to tools for granular analysis of texts, at various levels, and
in the most sophisticated text analysis and annotation tools with a variety of mark-up languages.

The study by Audenart and Furuta mainly concerns the relationship of digital humanists with
the primary source, analogically or digitally reproduced, and results in a list of recommendations
for the design of digital libraries1. The authors argue that the existing resources essentially aim
to disseminate material, while in general, there is a lack, in their opinion, of environments to
support text analysis and understanding2. The authors reiterate an argument already raised by
Toms and O’Brien, namely that the available environments are aimed at finding information
rather than using it. In a series of semi-structured interviews with a panel of eight researchers,
they looked for answers to three key questions: 1. Why are scholars interested in examining the
original textual material? 2. What kind of information do they search for? 3. How and when
they use ICT and for what purpose? The answers are that scholars aim to make use of the
original material because either it is not readily available or no reliable transcripts are readily
available. In many cases, even when transcripts available are deemed appropriate, the specialist
considers essential to access the original, by direct visual inspection. Usually, scholars want to
have access to any documents that deliver a certain interpretation and to information about
everyone who contributed to them (author, public, publisher, illustrators, and scribes). The
process of transmission of the text is usually the primary interest of the scholar. This led the
authors to identify a model called SCAD consisting of four components: primary sources or
Sources (including original drafts or copies); Context (cultural, socio-political and economic),
Authors / actors, and Derived forms, or works that re-use the text in question as a source.
The authors conclude with major final recommendations for the CSE: its ultimate goal is the
usability of the resource extended over time; it, therefore must provide extensive documentation
and a clear understanding of the users’ needs. This involves a programmatic consultation with
users, constant maintenance and update of the interface, content and functionality of the
resource.

The study by Audenaert and Furuta may to some extent be compared with that conducted in
the LAIRAH (Log Analysis of Internet Resources in Digital Humanities) project by Warwick,
Galina, Terras, Huntington, and Pappa aimed, on the one hand, to identify twenty broadly used
resources with Log Analysis techniques and, on the other hand, to interview their creators in
order to understand the reason behind their popularity. In short, the authors, draw general still
valid conclusions: who uses digital technology tends to prefer general to specialized resource; in
particular, humanists have sophisticated mental models and high specialized skills in their field,
but find it difficult to apply these skills in a digital environment. They need a wide spectrum
of resources in order to discover new ways of thinking about what is already known, since
discovering new data or facts is quite a complicated process; they use digital resources, only if
they match their mental models and their research methods, thus refusing unfriendly interfaces
or confused data and abhorring resources that require specialized training. They are worried

1This study is part of a larger project to design a creativity support environment (CSE) for in-depth analysis
and study of paper-based materials.

2The available environments, they claim, have developed resources that address the individual research needs
of their developers or they are modeled on theoretical definitions of what the research practice should be in the
digital environment. Many times this results in the recommendation of practices that have been intimidating to
many scholars, such as the claim that they manually encode documents into XML
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about the accuracy of the data, i.e. want ”high quality content”, that means having detailed
information about the sources of digital resources. While many of the above considerations
may seem obvious in that they correspond to the general usability criteria of a web resource, it
is interesting to see how they are reiterated by a detailed analysis. Some points emphasize the
importance of having high quality digitization and accurate information on data and processes
adopted. It may also be noted that the results of this study are consistent with the findings
of Audenaert and Furuta 2010. While none of the resources selected by the study concern
Digital Classics, the overall relevance of these findings is clear for DCs as well. The authors
emphasize the importance for users to play an active role in determining the design criteria
of a digital project (designers as users) and insist that resource planners should never infer
user requirements from their own behavior. Many of the projects have shown that their users
were much more varied than they thought. Another criterion that determines the success of a
digital resource is its sustainability. Data that are not deposited in institutional archives, which
guarantee their conservation, easy access and documentation, soon fall into disuse.

Only the survey by (Toms and O’Brien, 2008) encompasses a broader spectrum of literary
interests, with Latin prevailing – 17%: most of the interviewees are working on modern and
contemporary literature, with only 13% interested in the classical and post-classical period.

3 The CLARIN-IT Consultation
For the reasons above, our study was carried out on a restricted sample of Italian digital
humanists, interested in ancient Greek philology. It is a relatively small field (the number of
scholars in Italy is about 130 people) but this area of study is traditionally of great interest in
Italy and also includes university students and schoolteachers. Moreover, Italian Ancient Greek
scholars are an active part of an international community (spreading especially in Europe, North
and South America) and this field of studies has great potential: it is worth remembering that
Ancient Greek studies are an essential part of our Western Cultural Heritage, and it is crucial to
spread the knowledge of these studies. For these reasons, the Italian Ancient Greek community
is a small but excellent sector where to test the new opportunities offered by Digital Humanities.
The scope now is national and therefore narrow, but, thanks to CLARIN, it would be interesting
to extend the analysis across borders and to other fields. This research sector, indeed, clearly
characterized by international cooperation, requires an international and well-coordinated effort.

The survey (supplementary to a master degree thesis discussed at the University of Parma
(Stefanini, Nicolosi and Monachini, 2017)) was carried out from May to September 2016 and
is now available on-line through the CLARIN-IT channels3. In a questionnaire-based survey,
the sample should be statistically representative of the target population. The questionnaire
was sent to selected Italian researchers whose main focus of study is ancient Greek language,
although their interests span over a broader area, encompassing Greek and Latin literature. The
sample shows different professional roles: full professor, associate, researcher, and other (mainly
Italian researchers working abroad and schoolteachers). The survey aims to evaluate the impact
of digital techniques within the specific reference community of ancient Greek scholars in Italy.
At this research stage, the sample is numerically consistent with the survey target because of
its specific expertise (Ancient Greek): it is about 10 percent with respect to the initial potential
target population (see Figure 1).

3.1 Questionnaire key points
The survey focuses on the digital resources and tools needed to support an excellent and usable
digital edition of an ancient text. For this reason, first, we ask applicants to specify their field
of expertise and evaluate the tools they use and know.

3at http://www.clarin-it.it/it/content/sondaggio-current-practice-digital-classics-tools.
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Figure 1: Interests of the respondents

The questionnaire has four sections (see Figure 2 below):

Figure 2: The questionnaire

1. Current practice: which Digital Classics tools researchers use in their studies;

2. Advanced functions: which available/unavailable function is/would be more useful;

3. Usefulness of digital resources and tools for philology, through ranking of four key func-
tionalities:

• match the different versions of a text – mentioning the sources – and provide critical
apparatuses

• make available diverse interpretations supported by computer-based linguistic/stylistic
analysis
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• make available a digital copy of the primary source (code, papyrus, epigraph etc.)
• provide one or more translations of a text in contemporary languages

An evaluation of the usefulness of one or more of these functions is required.

4. Quantitative evaluation: a 1-5 scale allows the respondents to assess the usefulness of a
set of functions considered crucial for digital editions dealing with classical studies. Table
1 below summarizes the results.

Function Average score
primary sources 4.00
variants 3.57
critical editions 3.57
collaborative hypotheses 3.36
logical and syntactic analysis 3.36
conjectures 3.29
metric analysis 3.14
translation 3.00
reviewing variants 3.00

Table 1: Quantitative Evaluation

3.2 Overview of replies
All the answers were timely and accurate. All the respondents showed interest in the topic and
consensus emerged with respect to the need to develop and improve this research field.
The key outcomes of the survey may be summarized as follows.

1. Current Practice with Digital Libraries. All the respondents are familiar with the most
important tools in the field (mainly Perseus DL and TLG), but also other available resources
are mentioned (i.e. Trismegistos, Perseids and Alpheios, Musisque Deoque and PHI). They are
generally considered good tools, but all these resources receive some criticism concerning their
coverage and/or their usability and/or their availability.

2. Advanced Functions. They received particular attention by all respondents who in-
sisted on functions such as, syntactic analysis, text search, digital copies of the primary source,
bibliography, and translation in contemporary languages. Search by lemma, morphologic anal-
ysis paired with the availability of on-line dictionaries, are deemed the most useful functions,
although they are not always available.

3. Usefulness of Digital Resources and Tools. There is a common requirement to improve
the syntactic analysis, improve and refine search mechanisms, such as syntax-based searches,
and make Application Programming Interfaces (API) available for several functions. Some
users ask for hypertext links, with syntactic and grammatical analysis (e.g. tree) of the texts.
In general, it is considered crucial to have annotated, searchable and interoperable, interlinked
data.
There is agreement among respondents about the importance of text variants and of apparatuses
as complete and comprehensible as possible. One of the replies says rather optimistically that
those are current practice already, but admits that they are not available at the same time or
linked to each other.
Some replies highlight the need to provide primary sources. As well as previous surveys have
highlighted, it is important but it is not enough alone.
Translations in contemporary languages obtained a rather low score. This might be due to
the bearing of the sample towards research rather than teaching. Collaborative hypotheses
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functions did not receive a high score: this could be due to the need for a scientific board that
guarantees the output or due to the habits of classics scholar who often works alone. It is worth
noting that the result is to some extent contradicted by qualitative replies (see Table 1, above).

All the respondents highlighted the importance of carrying out experimentations in the field
and insisted on the need to develop and/or make tools more reliable and usable. They found
several inadequacies or unsatisfied desiderata: in particular, they complain about the absence
of linguistic analysis and the lack of a complete and reliable critical apparatus. Some of them
ask for lemmatization and annotation of texts and would expect far greater interoperability
of data. They highlight the need to increase the material available in some fields of study, i.e.
ancient Greek poetry, and ask for better usability of tools; they would welcome more attractive
tools, equipped with user-friendly interfaces; they also point out that there are no tools able to
integrate textual data and bibliography links, or hypertext links with other texts or resources
available. (Table 2 shows the main deficiencies of available DH tools).

R1 Relational syntax analysis functions are still missing.
There are no tools that integrate textual data and bibliography links.

R2 Alignment with translation and syntactic and semantic analysis.
R3 Some tools need the addition of texts and the improvement of existing ones;

others require the addition of several editions for the same Greek source.
R4 Some tools lack APIs (possibly Restful).
R5 Metric analysis may be useful, for lyrical sections, in particular.
R6 Even advanced tools offer poor - or nil - statistical disambiguation of

morphological analysis and lemmatization. Other instruments of undoubted
value are practically unusable due to the strong license restrictions.
The tool’s usefulness is very much tied to the quality of the reference editions.

R7 Failure to digitize the critical apparatus makes the tool unreliable.
Research is conducted on the basis of the edition taken as a reference
for each author, without the possibility to consult the variants.

R8 The possibility to combine word search and search of syntactic constructions.
R9 Lack of critical apparatus.
R10 Difficulty in understanding the reference source; when information

about the source is found, it is often not so clearly identified.
R11 Advanced search, searching for co-occurrence of terms, creating concordances,

selecting texts (single texts or groups of texts).
R12 —
R13 The visualization of the results is unsatisfactory.
R14 Hypertext links.

Table 2: Main inadequacies

Finally, many respondents pointed out that models and software for authoring, editing,
indexing and presenting a digital edition are important research directions. Digital editions may
provide scholars with copious, very complete materials to ease their research and their studies,
with a deeper insight into useful research methods.

As part of the overall strategy, the survey outcome is currently made public on CLARIN-
IT (Nicolosi, Monachini and Stefanini, 2017) at http://hdl.handle.net/20.500.11752/OPEN-86,
together with its questionnaire, so as to open our consultation to anyone willing to contribute
(Figure 3).
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Figure 3: Access to the Survey in the CLARIN-IT Repository

4 Action Plan: Implementing the Outcomes of the Survey
The outcomes of the survey motivated us to develop a mock-up of a scholarly digital editor for
the ancient Greek poetry and to test its suitability and usefulness. These are the main steps of
our action plan.

Existing on-the-shelf solutions, despite being often excellent products, provide an interface
that reproduces the printed page of a commentary book4. We believe that a far more flexible
and user-friendly solution may be envisaged5. For these reasons, we developed a mock-up of
a scholarly digital editor of Archilochus, which draws on texts, translations and commentaries
edited by (Nicolosi, 2013), while being mostly based on the survey. The mock-up provides,
through an extensive use of windows and hyperlinks, a set of digital resources and other facil-
ities, which allow the users to inspect the ancient text at many levels, thus easing its critical
assessment. The experiment concerns a few fragments of the Greek poet to provide a prototype
for evaluation by its intended end-users, in view of developing a full scholarly digital edition.

4For example ‘The Classical Text Editor was designed to enable scholars to work on a critical edition or
on a text with commentary or translation to prepare a camera-ready copy or an electronic publication without
bothering much about making up and page proofs’ (http://cte.oeaw.ac.at/). It also provides features oriented to
a digital publication, i.e. the ability to export the publication in XML format according to the TEI standard,
including formatting and styles adopted, graphic objects included in the publication, and references to external
graphic representations

5For digital editions see (Pierazzo, 2014), (Sahle, 2008) and (Ruecker, 2008)
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The final aim is to set a good practice, identify new models and new typologies of approach
to the study of classical texts and profile a new workbench for scholarly digital edition. The
intended audience for this tools is twofold, university students and scholars.

4.1 The Genette Model
The first recommendations made in the survey have been implemented on the basis of the
model presented in (Genette, 1982) which allows a text to relate to other texts in several ways:
intertextual, for quotation, plagiarism, allusion, metatextual, i.e. through a critic, reflexive rela-
tionship, architextual, as belonging to a literary genre, paratextual, i.e. with its textual periphery
or hypertextual, for parody, spoof, sequel, and translation. These relationships may also include
references to existing databases – where ancient texts’ witnesses are digitized – to imagery (ob-
jects, landscapes and tools referred by the poet) and to geographical databases, where places
referred by the text are described. They may also refer to linguistic resources such as dictionaries,
syntactic analysers and automatic translators.

4.2 The Mock-up
It is necessary to make a distinction between mock-ups and prototypes. A mock-up, still offering
a detailed design of the final tool, is an intermediate step that only preludes to full software
implementation and it represents obviously a rather low-cost operation. When adapting an
existing text to a digital format, the key concern is the best user profit, i.e. how to exploit the
ample repertoire of solutions and resources that digitalization may offer. The presented mock-
up still doesn’t follow standards and design patterns; now it is envisaged only for a test and it
is a standalone application. It will be revised, according to the evaluation, and it will become
a network-based system. The mock-up (Nicolosi, Monachini and Stefanini, 2017) - which is
mostly based on text, translations and commentary edited by (Nicolosi, 2013) - is now available
at http://hdl.handle.net/20.500.11752/OPEN-83 (Figure 4).

Figure 4: Access to the mock-up in the CLARIN-IT repository

It may be considered as an augmented scholarly and born digital editor compared to a simple
digitization of a paper text, as it has a set of features that a simple digital edition does not
present such as:
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• a basic hypertext structure
• multimedia integration of text, images and graphics
• integration of material from multiple sources
• textual search tools
• reading support tools such as online translation, vocabulary, syntactic tree consultation

The mock-up view (Figure 5) shows a screen-shot of the set of the general functions, encom-
passing Italian translation, grammatical and metric analysis, and bibliography, the syntactic
tree of the fragment6, the sources, loci similes, and some linguistic peculiarities and geographic
information through invocation of the geographic database Pleiades. It is also possible to link
the fragment to other relevant resources.

Figure 5: General Functionalities

Each button corresponds to a different function. The buttons ‘introduzione generale’ and ‘bib-
liografia’ switch to full pages where a general introduction to the fragment and its bibliography
are given. It is also worth noticing that the Greek text is hyperlinked in order to access to Greek
word study tools and on-line dictionaries.

The set of textual analysis functions (Figure 6) provides the textual analysis with the full
commentary and critical apparatus. The former window shows the first sentence of the comment
only by clicking on the ‘more’ button it switches to a separate slide where the complete text
is given; the notes function is open by clicking on the relevant button on the text. Finally, a
comparison between the numbering of fragments in different editions is provided.

4.3 TEI Compatibility
In view of preserving interoperability through TEI compatibility, fragments uploaded in the
mock-up will be provided in the TEI format. This allows texts to be interoperable and linkable
with other resources of interest. It enables links to vocabularies, ontologies and terminologies

6The use of tree-banks can improve didactic aspects and can improve the portfolio of competencies in relation
to skill about language knowledge of the student.
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Figure 6: Textual Analysis Functions

which are published as Linguistic Linked Open Data (LLOD), available in the semantic web
world, and guarantees that data are searchable, augmentable, shareable, navigable, connectable7.

4.4 Evaluation
The mock-up allowed us to carry out an overall evaluation in view of designing a full digital
edition. This was done with semi-quantitative criteria, by developing an appropriate metric and
a questionnaire to evaluate users satisfaction with the mock-up. An extensive bibliography on
methodologies for evaluating websites may be consulted: a recent work by (Fogli and Guida,
2015) provides a review of this bibliography together with a way to assess the quality of use
of a website, encompassing a balanced set of features of the site, so as to mediate between the
site owner’s point of view (which obviously would like to save on implementation costs) and
end-users requirements (they may require expensive developments in terms of ease of use).
The mock-up was submitted to an evaluation by a sample of prospective users in view of future
developments, to better focus on the requirements from the product’s perspective. Evaluation
followed a proper protocol to collect feedback from a small sample of learners. This experimen-
tation involved a group of university students, attending an MS-level Greek Philology course at
the Parma University. Each student in the group was asked to write a small essay:

• using traditional bibliographic tools (task A)
• using the support of the mock-up (task B).

The student group was informed of the purpose of the experiment and was shown how to use
the mock-up in advance. At the end of the test, each student filled in a questionnaire. The data
collected through the questionnaire were analysed in order to highlight:

• the individual students’ basic skills (through individual examination);
7(https://www.w3.org/2005/Incubator/lld/wiki/Benefits).
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• the quality of the essay they produced (insufficient, satisfactory, good, excellent).

The final evaluation of the results is expected to be available at the end of 2018. A first
evaluation was performed between September and December 2017. Results are positive and may
be summarized as follows:

• the mock-up cannot fully substitute the book (neither it was intended to do it);
• however, it was judged to be a good complement of the book.

The majority of the interviewees considers the use of the mock up either useful or very useful,
no one judge it to be not useful at all; a small percentage only (10%) considers it scarcely useful.
Almost all the interviewees judge the mock-up easy and intuitive; two students only consider it
too elaborate and un-natural or difficult to use. The mock-up at this stage is considered a good
support to traditional study performed on the textbook, but not a substitute. Interviewees
appreciate the availability of much more material with respect to the book (in form of text,
apparatus, translations, witnesses, commentary, bibliography but also textual analysis, images
and links to relevant sites). However, respondents also note some shortcomings: in particular,
compared to the textbook, some overlapping layered windows prevent the simultaneous
consultation of the relevant information and there is no way to insert commentary or study
notes. Moreover, there are some difficulties similar to those in the printed book, such as, for
example, the explanation of abbreviations in quotations. Finally, it is worth considering the
replies about the difficulty of the tasks. Half of the interviewees judge the tasks A and B of
the same difficulty. However, the majority of the remaining half of the respondents believe
that performing task B (solved using mock-up support) was more complex than task A (solved
using traditional bibliographic tools). In conclusion, at least half of the respondents consider
the mock-up a useful study support.

The evaluation of the mock-up provides insight about usability of a full prototype, and then
we will perform a cognitive walkthrough and a co-operative usability evaluation with 2-3 users.
As the first evaluation step showed, we can already expect that it may be necessary to partly
re-design the mock-up, at least from the point of view of the expected cognitive simplicity of
the User Interface (i.e. about the screens that do not have clear visual structure, or that are
unnecessarily complex), and the User Interface aesthetics, like Symmetry, Predictability, Econ-
omy, Proportion, and Simplicity, cfr. (Bhaskar et al., 2011), which are not fully implemented.
User interface aesthetics, among other design considerations, are considered to be one of the
determinants of user satisfaction. Once the design team has revised the mock-up accordingly,
we plan to make it available through CLARIN-IT, together with the consultation questionnaire,
in order to gather a broader outcome by the practitioners’ community.

5 Conclusions
This paper presents and discusses the results of a survey carried out within the framework of
CLARIN-IT in order to assess the actual use of digital resources and language technologies for
Digital Humanities with respect to work in Ancient Greek scholarship. We concentrated, firstly,
on the needs and requirements of Greek scholars, a large community manifesting complexity
and an enormous level of heterogeneity. Our study, however, may also help in identifying gaps
and drive the development of new technologies for ancient studies, thus addressing a set of R/D
priorities that could be the base for establishing a consistent research and innovation agenda
for Digital Classics, at large.

The focus is on the users; their feedback is paramount for identifying concrete factors that are
likely to limit the uptake of new technology. Researchers must be primary actors in describing
their expectations from digital data, tools and services in support of their studies, in view of
enhancing existing resources and creating new resources and tools. The main message of the
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Data Management Plan of PARTHENOS – one of the most important projects dealing with
data science and aiming to build bridges and consolidating shared practices among the various
domains of the humanities – states that: “the collection of user requirements and needs ... is
based on the indications of a wide research community for the implementation of common
policies and strategies” for managing data8.

The survey, as well as other surveys of digital methods in the sector carried out in the
last decade, pointed out that most of the tools available do not pay enough attention to the
criterion of usability. In some cases, there are researchers that either have not yet started using
technology, or are in an early stage of doing so; some have difficulties in implementing them. To
be successful, tools and services must be not only compatible with researchers’ workflows but,
above all, must be reliable and easy to use (cf. also (Drude, 2016))9, combining the accuracy
of traditional philology with a new, more intuitive and dynamic, still rigorous, approach.

A concrete action plan, emerging from the results of the survey, should lead to a workbench
equipped with functionalities for inputting Greek lyrical text fragments in a simple and intuitive
way and visualizing their encoding with specific TEI transcription; provide apparatus, literature
and translation; link together primary sources and lexica; provide textual (and metrical)
analysis and commentary, and offer search tools. To sum up, it is crucial to improve ancient
studies by developing a common platform that responds to the desiderata of the scholars
themselves.

CLARIN, the research infrastructure for the humanities and social sciences, can facilitate the
take off of digital methods and solutions in various sectors and disciplines outside linguistics
(insofar they have language as their object of study), such as philology. CLARIN, indeed,
provides users with a variety of tools to analyse the data and delivers language services that,
once integrated at an earlier stage of the process, may facilitate research tasks10. In addition,
besides offering the opportunity to access and share data and tools, CLARIN represents the
perfect framework from which to spread knowledge about the good practices related to a
discipline (also with attention to possible educational aspects). Concluding, CLARIN is able to
support and improve classical studies thanks to the application of concepts, methods and tools
from the Digital Humanities to the field of Classics and of the study of the ancient languages.

8www.parthenos-project.eu
9This is in line with the PARTHENOS User Requirements report.

10We may remember, for instance, some VLO tools: “Lingua Interset” that is an universal set of morphosyntactic
features, which all tagsets of all corpora/languages can be mapped to; The “TuTeAM corpus” that contains about
2800 entries from Ancient Greek and other modern languages; “Philostei” that is a system allows you to convert
your book pages’ images into editable text (in TEI XML format); “Universal Dependencies” that is a project
that seeks to develop cross-linguistically consistent tree-bank annotation for many languages, with the goal of
facilitating multilingual parser development, cross-lingual learning, and parsing research from a language typology
perspective; “The PROIEL Tree-bank” that is a dependency tree-bank with morphosyntactic and information-
structure annotation.
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Abstract 

This paper gives an overview of the parliamentary records and corpora from CLARIN 

countries with a focus on an analysis of their availability through the CLARIN infrastructure. 

Based on the results of the survey we provide a comprehensive overview of the corpora as well 

as draw a list of recommendations to optimize the depositing and cataloguing of the corpora in 

the CLARIN repositories in order to make them readily accessible for researchers from 

different disciplines. We also analyse the recall and precision of simple and faceted search of 

parliamentary corpora in the Virtual Language Observatory. 

1 Introduction 

Due to its unique content, structure and language, records of parliamentary sessions have always 

been a quintessential resource for a wide range of research questions from a number of disciplines in 

Digital Humanities and Social Sciences, such as Political Science (van Dijk 2010), Sociology (Cheng 

2015), History (Pančur and Šorn 2016), Discourse Analysis (Hirst et al. 2014), Sociolinguistics 

(Rheault et al. 2015) as well as Multilinguality (Bayley et al. 2004). The good availability of 

parliamentary data in digitized form and granted access rights to public information in the EU 

countries have motivated a number of national as well as international initiatives to compile, process 

and analyse parliamentary corpora. The corpora were also the subject of a CLARIN-PLUS workshop1 

which aimed to bring together corpus developers and researchers using these resources. The aim of 

the workshop was to discuss technical issues related to proper structuring and archiving of such 

corpora and to address methodological questions about how to best use them in different disciplines. 

As examples of such use, the Finnish parliamentary corpus has already been successfully used in 

Discourse Analysis (Voutilainen, 2017), the Swedish corpus for the analysis of governmental policies 

related to Swedish film (Norén and Snickars, 2016), the Greek corpus for analyzing aggressive 

political discourse (Georgalidou 2017), the Norwegian corpus for developing dependency relations 

from LFG structures (Meurer, 2017) and the Lithuanian corpus for a stylometric analysis of 

parliamentary speech (Mandravickaitė and Krilavičius, 2015). 

In order to gain an understanding how well the CLARIN infrastructure caters for this line of 

research, we conducted a survey for all member and observers CLARIN ERIC countries with which 

we aimed to identify the existing resources and check to which extent they are integrated in the 

CLARIN infrastructure. In this paper we provide a comprehensive presentation of the results and 

highlight aspects in which the accessibility of these corpora as well as the presentation of the relevant 

information can be optimised for researchers from different disciplines. Additionally, we evaluate the 

recall and precision of simple and faceted search of parliamentary corpora in the Virtual Language 

Observatory. 

2 Corpora of parliamentary records within the CLARIN infrastructure 

In total, we identified 15 corpora of national parliamentary data of CLARIN countries that are 

either available through a national repository or listed in the VLO. There exists one such corpus for 

each of the following 11 countries: The Czech Republic, Denmark, Estonia, Finland, France, 

1 https://www.clarin.eu/event/2017/clarin-plus-workshop-working-parliamentary-records. 
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Germany, Greece, Lithuania, Portugal, Slovenia and Sweden. There exist two corpora for Norway and 

Great Britain. We also took into account the Europarl corpus of the proceedings of the European 

Parliament, so there are 16 corpora in total. 

In what follows, we describe each corpus in turn on the basis of the results of our survey2 by 

providing the following information for each corpus: 

 the name of the corpus, which also provides a hyperlink to the relevant handle where it can be 

accessed; 

 the size of the corpus and the period it covers; 

 the type of linguistic annotation included;3 and 

 how the corpus is available (downloadable or through a concordancer or both). 

2.1 Presentation of the CLARIN parliamentary corpora 

The Hansard Corpus. This is the main corpus of the British Parliament. Covering the period 

between 1803 and 2005 and consisting of 1.6 billion tokens, it is the largest parliamentary corpus both 

in token size and temporal span. In addition to being tokenised, PoS-tagged, and lemmatised, the 

corpus is also characterized by deep semantic annotation pertaining to the classification of words 

based on historical concepts and thematic categories done with the Historical Thesaurus Semantic 

Tagger (Rayson et al., 2015).  It is listed in the repository of the British observer CLARIN-UK and is 

presented as an online resource for querying through a dedicated concordancer. It is not listed in the 

VLO. 

Parliamentary Debates on Europe at the House of Commons. This is the second, much 

smaller British parliamentary corpus. It is a thematically-focused corpus in that it contains only those 

parliamentary debates that correspond to the annual European Council meetings at the British 

parliament for the period between 1998 and 2005. It is roughly 190,000 tokens in size and its 

annotation consists of “mixed conversational analysis”. The corpus is available for download through 

the French ORTOLANG repository under CC-BY and is found on the VLO. 

Czech Parliament Meetings. This corpus is the only parliamentary corpus that we have 

identified to consist of both transcripts and associated audio recordings – there are 88 hours of speech 

data from the Czech parliament for an unknown period corresponding to approximately 500,000 

tokens. The annotation constitutes correction of errors, adding of proper punctuation and labelling of 

speech sections with information about the speaker.  It is available for download on the website of the 

Czech repository LINDAT under the public CC-BY-NC-ND licence and is found on the VLO. 

DK-CLARIN Almensprogligt korpus - offentlig del: tekster fra Folketinget. This corpus 

covers Danish parliamentary proceedings for the period between 2008 and 2010 and is 7.3 million 

tokens in size. It is available for download from the Danish repository CLARIN-DK under a non-

specific public licence. As for annotation, the corpus is tokenised, PoS-tagged and lemmatised. The 

corpus is listed in the VLO. 

Transcripts of Riigikogu (Estonian Parliament). This corpus consists of Estonian 

parliamentary proceedings from the period between 1995 and 2001 and is approximately 13 million 

tokens in size. It is unclear how the corpus is linguistically annotated. It is available for download on 

the corpus webpage and also accessible through the Keeleveeb Query concordancer provided by 

CLARIN-Estonia. It is listed in the VLO and is available under a non-specific academic licence. 

Eduskunta Corpus. The Eduskunta Corpus is the corpus of Finnish parliamentary debates. There 

are 3 versions listed in the VLO: 

(1) Plenary Sessions of the Parliament of Finland, Downloadable Version 1 

(2) Plenary Sessions of the Parliament of Finland, Kielipankki Korp Version 1 

(3) Plenary Sessions of the Parliament of Finland, Kielipankki LAT Version 1 

Each version covers Finnish parliamentary data for the period between 2008 and 2016. Versions 

(1) and (2) consist of the same data (2.2 million tokens), while the downloadable variant (1), which is 

available in the Finnish repository Language Bank of Finland, also provides the associated videos of 

the sessions. Corpus (1) is available for download under the CC-BY-NC-ND licence although the 

                                                      
2 The complete results are available here: https://office.clarin.eu/v/CE-2017-1019-Parliamentary-data-report.docx  
3 We list the annotation tools only in case the information is explicitly provided by the documentation. 
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access is restricted in that it requires a relevant institutional account – by contrast, corpus (2), while 

also available under CC-BY-NC-ND, is accessible through the Korp concordancer without 

restrictions. Corpus (3) is a variant of (1) that is currently in development and is set to be made freely 

available. It will provide reduced variants of the videos contained in the restricted version (1) 

processed through the LAT platform.4 The three versions of the Eduskunta Corpus are found on the 

VLO. 

Parliamentary Debates on Europe at the Assemblée nationale. This is the French 

parliamentary corpus. Like the smaller British, it is a thematically-focused corpus in that it contains 

only those parliamentary debates that correspond to the annual European Council meetings at the 

French parliament for the period between 2002 and 2012. It is roughly 172,000 tokens in size and its 

annotation consists of “mixed conversational analysis”. The corpus is available for download through 

the French ORTOLANG repository under CC-BY and is listed in the VLO. 

Parliamentary Debates on Europe at the Bundestag. Like their smaller British and French 

counterparts, the German parliamentary corpus is thematically-focused and contains only those 

parliamentary debates that correspond to the annual European Council meetings at the German 

parliament for the period between 1998 and 2005. It is roughly 417,000 tokens in size and its 

annotation consists of “mixed conversational analysis”. The corpus is available for download through 

the French ORTOLANG repository under CC-BY and is listed in the VLO. 

Hellenic Parliament Sittings. This corpus consists of Greek parliamentary proceedings from the 

period between 2011 and 2015 and is approximately 28.7 million tokens in size. The corpus is 

available for download under the academically-restricted CC-BY-NC licence from the Greek 

repository clarin:el. It is unclear how the corpus is annotated and it is not listed in the VLO. 

Lithuanian Parliament Corpus for Authorship Attribution. This corpus consists of Lithuanian 

parliamentary proceedings from the period between 1990 and 2013 and is roughly 23.9 million tokens 

in size. In terms of annotation, the corpus is tokenised, PoS-tagged and lemmatised with Lemuoklis, 

which is a morphological analyzer for lemmatisation, and MaltParser, which was used for the 

generation of dependency tags (Kapočiūtė-Dzikienė, et al. 2015). The corpus is available for 

download through the CLARIN-LT repository under a non-specific public licence. It is found on the 

VLO. 

Talk of Norway. This corpus is one of the two Norwegian parliamentary corpora. It covers the 

period between 1998 and 2016 and is 63.8 million tokens in size. It was annotated with the tools 

angid.py and OBT and is available for download through the CLARINO repository under the public 

NLOD licence. It is found on the VLO.  

Proceedings of Norwegian Parliamentary Debates. This is the other Norwegian corpus. It 

covers the period between 2008 and 2015, consists of 29 million tokens and displays annotation in 

relation to the speaker, language variety, political party to which the speaker belongs and date and 

time. It is only available for online querying through the concordancer Corpuscule, also under the 

NLOD licence. 

PTPARL Corpus. This corpus covers Portuguese parliamentary proceedings from the period 

between 1970 and 2008 and consists of 1 million tokens. It is tokenised, PoS-tagged and lemmatised 

with LX-Tokenizer, LX-Tagger (Branco and Silva, 2006), MBT and MBLEM (Généreux et al., 2012).  

The VLO entry links to a listing of the corpus in the ELRA catalogue,5 where the corpus is listed for 

download under a non-specific academic licence.  

SlovParl. This is the Slovene corpus of parliamentary proceedings and there are two versions 

listed in the VLO – Slovenian parliamentary corpus SlovParl 1.0 and Slovenian parliamentary 

corpus SlovParl 2.0. Both cover Slovene parliamentary proceedings for the period between 1990 and 

1992 and differ from each other in the fact that the newer version is much larger in size – there are 

parliamentary proceedings from 54 sessions amounting to 2.7 million tokens in SlovParl 1.0 in 

comparison with 232 sessions amounting to 10.8 million tokens in SlovParl 2.0. Both corpora are 

available for download under CC-BY in the CLARIN.SI repository and are extensively annotated 

(tokenisation, PoS-tagging and lemmatisation) with additional markup in relation to speaker and 

session typologies (Pančur and Šorn, 2016).  

                                                      
4 https://lat.csc.fi/ds/asv/ 
5 http://catalog.elra.info/product_info.php?products_id=1179 
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Riksdag’s Open Data (Swedish: Riksdagens öppna data). This corpus, which in total consists of 

1.25 billion tokens and is thus the second largest of the parliamentary corpora, is not listed in the 

VLO. Rather, it is only listed in the Swedish Språkbanken repository and is unique among the corpora 

in that there is no separate entry for the entire corpus but only for its subcorpora, of which there are 21 

in total.6 Each subcorpus can be downloaded through the repository or – like the Finnish corpus – 

queried online through Korp. The corpus was tokenised, lemmatised, MSD-tagged (including 

additional markup in relation to semantic features, lemgrams and compounding) with Sparv, which is 

the Språkbanken’s corpus annotation pipeline infrastructure (Borin et al., 2016). All the subcorpora 

are available under CC-BY. 

Europarl. This is a multilingual parallel corpus of the sessions of the European Parliament. It 

contains documents from the period between 1996 and 2011 amounting to 588 million tokens. The 

corpus is sentence aligned and is freely available for download on a dedicated page under no specific 

licence. The corpus is listed in the VLO. 

2.2 Summary and discussion 

Table 1 summarizes the salient characteristics of the parliamentary corpora discussed in the 

previous subsection. 

Table 1: Overview of the parliamentary corpora within the CLARIN infrastructure 

6 cf. the resources listed under “Part of the Riksdag’s Open data” on https://spraakbanken.gu.se/eng/resources.  

NC Size 

(mil tok) 

Period Anno VLO Ava

il. 

Location of avail. Licence 

uk1 1,600 1803-2005 T, PoS, L, 

additional semantic 

/ C External / 

uk2 0.19 1998-2015 Mixed 

conversational 

analysis 

✓ D ORTOLANG CC-BY

cz 0.5 / Semi-automatic 

alignment of 

transcriptions and 

audio records 

✓ D LINDAT CC-BY

dk 7.3 2008-2010 T, PoS, L ✓ D DK-CLARIN Non-specific 

public 

ee 13 1995-2001 TEI annotation ✓ D, 

C 

External Non-specific 

academic 

fi 2.2 2008-2016 / ✓ D, 

C 

FIN-CLARIN CC-BY

fr 0.17 2002-2012 Mixed 

conversational 

analysis 

✓ D ORTOLANG CC-BY

de 0.4 1998-2015 Mixed 

conversational 

analysis 

✓ D ORTOLANG CC-BY

el 28.7 2011-2015 / / D clarin:el CC-BY

lt 23.9 1990-2013 T, PoS, L ✓ D CLARIN-LT CLARIN-LT 

public 

no1 63.8 1998-2016 T, PoS, L ✓ D CLARINO NLOD 

no2 29 2008-2015 Speaker, date, etc. 

markup 

/ C CLARINO NLOD 

pt 1 1970-2008 T, PoS, L ✓ D External Non-specific 

academic 

si 10.8 1990-1992 T, PoS, L ✓ D, 

C 

CLARIN.SI CC-BY

se 1,250 1971-2016 T, L, PoS, semantic / D, 

C 

SWE-CLARIN CC-BY

eu 588 1996-2011 Sentence alignment, 

speaker markup 
✓ D External / 
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The parliamentary corpora are generally well integrated with the CLARIN infrastructure. Only 4 

out of the total 16 corpora are not listed in the VLO; that is, the British Hansard Corpus, the Greek 

Hellenic Parliament Sittings corpus, the Norwegian Proceedings of Norwegian Parliamentary 

Debates and the Swedish Riksdag’s Open Data corpus. Riksdag’s Open Data is especially interesting 

in this respect since, as discussed in section 3.1, it consists of 21 subcorpora that are listed separately 

in the Swedish Språkbanken repository. Out of the 21 subcorpora, only one is listed in the VLO. This 

is the Betänkande subcorpus, which serves as a collection of summaries of voting results and 

decisions related to committee meetings.7 However, its metadata description in the VLO is fairly poor. 

Consequently, the subcorpus cannot be found with the most straightforward search queries like 

parliament* or parliament* corpus. The remaining 20 subcorpora are not listed in the VLO and it is 

not immediately obvious why this is so.  

In terms of availability, the majority – that is, 10 corpora (the Czech, Danish, Greek, Lithuanian, 

Portuguese, French, German corpora, the Norwegian Talk of Norway Corpus, the British 

Parliamentary Debates on Europe at the House of Commons corpus and Europarl) – are only for 

download. All of these corpora can be downloaded from a relevant CLARIN repository (e.g. Czech 

Parliament Meetings through LINDAT) except for Europarl, which is available on a dedicated 

webpage, and the Portuguese PTPARL Corpus, which is listed in the ELRA catalogue. 4 corpora can 

both be downloaded and queried through a concordancer. These are the Estonian Transcripts of 

Riigikogu corpus, which is available for download on a dedicated webpage and can be accessed 

through the Keeleveeb Query concordancer provided by CLARIN Estonia; the Finnish Eduskunta 

Corpus, which can be downloaded through the Finnish repository Language Bank of Finland and 

accessed through Korp; the Slovene SlovParl corpus, which can be downloaded through the 

CLARIN.SI repository and queried online through noSketchEngine;8 and Riksdag’s Open Data, which 

can be downloaded from the Språkbanken repository and queried through Korp. 2 corpora can only be 

queried online – while the Norwegian parliamentary corpus Proceedings of Norwegian Parliamentary 

Debates is searchable through a concordancer provided by a CLARIN repository (that is, the 

CLARINO Corpuscle concordancer), the other corpus, The Hansard Corpus, is queried through a 

non-CLARIN dedicated concordancer. 

The availability and thoroughness of metadata documentation is also fairly good. Information on 

size is available for all corpora, while information on the temporal period is missing only for Czech 

Parliament Meetings. Information on the level of linguistic annotation is likewise mostly readily 

available, missing only for the Greek Hellenic Parliament Sittings corpus and the Finnish Eduskunta 

Corpus. However, the location of the information on annotation is far from uniform – for instance, the 

description field of the Lithuanian Parliament Corpus for Authorship Attribution on the CLARIN-LT 

repository does not mention annotation (described only in one of the downloadable corpus files), 

while the Riksdag’s Open Data subcorpora are systematically described in Språkbanken.  

Licence information is also in most cases readily included, with most of the corpora being 

available under CC-BY. Here we would like to stress that there exists a slight discrepancy between 

the information as it is presented in the VLO on the one hand and on the relevant landing page on the 

other in the case of the PTPARL Corpus, Lithuanian Parliament Corpus for Authorship Attribution 

and Talk of Norway. In the relevant VLO entries for these three corpora, the licence is listed as 

unknown even though it is specified on the relevant landing pages – for instance, in the case of the 

Talk of Norway corpus, the licence in the CLARINO repository is specified as NLOD, which is 

public, so the VLO entry should follow suit and also list the corpus as publicly available. 

7 https://repo.spraakbanken.gu.se/xmlui/handle/10794/83 
8 https://www.clarin.si/noske/run.cgi/first_form 
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2.3 Additional national parliamentary corpora not in the VLO or CLARIN repositories 

In our original survey, we identified 7 additional national parliamentary corpora, one corpus per 

each of the following countries: Austria, Bulgaria, the Czech Republic, the Netherlands, Germany, 

Latvia and Poland. However, these corpora are neither listed in the VLO nor available through a 

CLARIN repository, so were omitted from the current discussion. We provide a brief overview of 

these corpora, as they are generally well presented and would serve as welcome inclusions in relevant 

CLARIN repositories and the VLO. Note that the bolded names of the corpora below provide 

hyperlinks to relevant landing pages. 

 Korpusbasierte Analyse österreichischer Parlamentsreden. Austrian parliamentary corpus

for 2013-2015; 1.2 million tokens; tokenised and PoS-tagged (Sippl et al., 2016);

 Corpus of Bulgarian Political and Journalistic Speech. Bulgarian parliamentary corpus for

2006-2012; 10 million tokens; tokenised, PoS-tagged, and lemmatised;

 CzechParl. Czech parliamentary corpus for 1993-2010; 81.9 million tokens; tokenised,

MSD-tagged, and lemmatised (Jakubíček and Kovár, 2010);

 DutchParl.9 Dutch parliamentary corpus for 1814-2014; 800 million tokens; tokenised, PoS-

tagged and lemmatised (Marx and Schuth, 2010);

 polmineR corpus. German parliamentary corpus; size, period and annotation unknown;

 SEIMA corpus. Latvian parliamentary corpus for 1993-2016; unclear size; unclear

annotation; and

 Polish Parliamentary Corpus.10 Polish parliamentary corpus for 1991-2017; 300 million

tokens; tokenisation, MSD-tagging, lemmatisation, utterance-level segmentation, named

entities (Ogrodniczuk, 2012).

3 Identifying parliamentary corpora through the VLO11 

In this section, we discuss the identification of the 12 VLO corpora both in terms of simple 

queries and the faceted search option and highlight problematic aspects.  

3.1 Simple search 

We first focus our discussion on simple search (in other words, using only the search field) on the 

basis of two salient search strings – parliament* and parliament* corpus. 

In the case of the simple search string parliament*,12 Table 2 lists the top 20 search results: 

9 The Dutch CLARIN consortium has been involved in important projects on parliamentary data. One such 

project is War in Parliament (http://www.clarin.nl/node/410); another is the DiLiPaD project 

(http://dilipad.history.ac.uk/), which applies Linked Data to British, Dutch and Canadian parliamentary 

proceedings. Resulting datasets are available through the online PoliticalMashup environment 

(http://politicalmashup.nl/).  
10 This corpus is set to be included in the CLARIN-PL D-Space repository in June 2018 (Ogrodniczuk, personal 

correspondence). 
11 The results presented in this section reflect VLO version 4.3.2. from January 2018. 
12 https://vlo.clarin.eu/?q=parliament* 
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Table 2: Results for the search string parliament*. The bolded results correspond to a subset of 

the national parliamentary corpora described in section 2.1. 13 

 

With this search string we are able to find the Finnish corpus (results 1, 2, 18), the Slovene corpus 

(results 3, 4), the Czech corpus (result 6), the Estonian corpus (results 7, 13), the European parliament 

corpus (result 12), the Lithuanian corpus (result 11) and the three thematic parliamentary corpora 

(results 14, 16, 17), so 13 hits for 9 out of the total 12 VLO corpora. The discrepancy between the 

higher number of VLO entries and smaller number of actual corpora is due to the fact that 3 corpora – 

that is, the Finnish, Slovenian, Estonian corpora – are associated with more than one VLO entry each. 

While this is to be expected in the case of the Finnish and Slovene corpus since each result 

corresponds to a different version, in the case of the Estonian corpus (results 7, 13), the two VLO 

entries point to exactly the same resource, so the lower-ranked version, which differs from the higher-

ranked one only in that it contains a less detailed metadata description, is likely redundant. All in all, 

75% of the corpora described in section 2.1 can be found by using the simple search string, but not 

all.14 

We now turn to the phrasal search string parliament* corpus.15 As shown below, the relevant 

results are more scattered in comparison with the previous query and are in several cases ranked 

below the 20th hit. 

  

                                                      
13 After (18), the results of the simple parliament* query begin corresponding to resources which turn out to be 

entries for singleton documents like specific letters, or transcriptions of a single speech, so not collections of a 

series of proceedings and are thus not relevant for our survey. 
14 We believe that the the remaining three corpora (the Danish DK-CLARIN Almensprogligt korpus - offentlig 

del: tekster fra Folketinget, the Norwegian Talk of Norway, and the Portuguese PTPARL Corpus) are not 

yielded by this search string because the name or their metadata description does not contain the term 

parliament(ary). 
15 https://vlo.clarin.eu/?q=parliament*+corpus 

# Name of VLO entry 

1 Plenary Sessions of the Parliament of Finland, Kielipankki Korp Version 1 

2 Plenary Sessions of the Parliament of Finland, Downloadable Version 1 

3 Slovenian parliamentary corpus SlovParl 2.0 

4 Slovenian parliamentary corpus SlovParl 1.0 

5 Plenary Sessions of the Parliament of Finland 

6 Czech Parliament Meetings   

7 Corpus of the Proceedings of Estonian Parliament 

8 TC-STAR Transcriptions of Spanish Parliamentary Speech 

9 European Parliament Interpretation Corpus (EPIC) 

10 Information in Sign Language on the Tasks of the Parliamentary Ombudsman of Finland 

11 Lithuanian Parliament Corpus for Authorship Attribution 

12 Europarl: European Parliament Proceedings Parallel Corpus 1996-2003 

13 Corpus of the Proceedings of Estonian Parliament 

14 Parliamentary Debates on Europe at the House of Commons (1998-2015) 

15 Dataset of European Parliament roll-call votes and Twitter activities MEP 1.0 

16 Parliamentary Debates on Europe at the Bundestag (1998-2015) 

17 Parliamentary Debates on Europe at the Assemblée nationale (2002-2012) 

18 Plenary Sessions of the Parliament of Finland, Kielipankki LAT Version 1 

19 On the legislative authority of the British Parliament [Electronic resource] / James Wilson 

20 The Present State Of Westminster Bridge: Containing A Description  [...] 
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Table 3: Results for the search string parliament* corpus16 

 

On a positive note, this complex search string lists two more corpora than the simpler search 

parliament*; that is, the Portuguese PTPARL Corpus (result 2) and the Norwegian Talk of Norway 

corpus (result 46). However, notice the relative low ranking of the three versions of the Finnish 

Eduskunta Corpus (results 23, 25, 27) and Czech Parliament Meetings (result 28) in comparison with 

the simpler search string in Table 2, in which case they were listed as top results.  Why this is so is 

unclear, as all of these low-ranked entries have rich and granular metadata in which the term corpus is 

both used in the general resource description tab in the VLO and is selected as the value for 

resourceType under the extensive All metadata tab.17 By contrast, resources like the subparts of the 

Grenelle collection (results 12-17) display a poorer metadata description in which the term corpus is 

not used in the general description tab nor is it specified as the value for resourceType. Such results 

would be expected to be ranked lower than the three versions of the Finnish corpus and Czech 

Parliament Meetings. It is also unclear why the LAT version of the Eduskunta Corpus (result 25) is 

ranked higher than the Korp version (result 27), since it is, as described in section 2.1, still under 

development and therefore its VLO entry lacks a detailed metadata description in comparison with 

that of the Korp version. Additionally, Talk of Norway comes up as a very low-ranked result (46), so 

                                                      
16 The numbering in the table below again corresponds to the ranking in the VLO and, for reasons of space, we 

omit the irrelevant results beyond (20). 
17 As of version 4.3.2. of the VLO, terms in phrasal search strings are conjoined by the AND operator, so a 

search string like parliament* corpus should provide an intersection of resources that pertain to the parliament* 

search string and those resources that pertain to the corpus search string. 

# Name of VLO entry 

1 Lithuanian Parliament Corpus for Authorship Attribution 

2 PTPARL Corpus 

3 Slovenian parliamentary corpus SlovParl 2.0 

4 Slovenian parliamentary corpus SlovParl 1.0 

5 European Parliament Interpretation Corpus (EPIC) 

6 Amaryllis Corpus - Evaluation Package 

7 KOTUS Finnish-Swedish Parallel Corpus 

8 Europarl: European Parliament Proceedings Parallel Corpus 1996-2003 

9 GeFRePaC - German French Reciprocal Parallel Corpus 

10 Corpus of the Proceedings of Estonian Parliament 

11 Corpus of the Proceedings of Estonian Parliament 

12 Grenelle II - Subpart 1: audio/video 

13 Grenelle II - Subpart 2: audio/video 

14 Grenelle II on environnement: multimodal annotation 

15 Grenelle II - Subpart 2: audio/video 

16 Grenelle II - Subpart 1: audio/video 

17 Grenelle II on environnement: multimodal annotation 

18 Corpus of Early Modern English Statutes 1491-1707 

19 Helsinki Corpus of Swahili 2.0 (HCS 2.0) Annotated Version 

20 Parliamentary Debates on Europe at the House of Commons (1998-2015) 

21 Parliamentary Debates on Europe at the Bundestag (1998-2015) 

22 Parliamentary Debates on Europe at the Assemblée nationale (2002-2012) 

23 Plenary Sessions of the Parliament of Finland, Downloadable Version 1 

24 [...] 

25 Plenary Sessions of the Parliament of Finland, Kielipankki LAT Version 1 

26 [...] 

27 Plenary Sessions of the Parliament of Finland, Kielipankki Korp Version 1 

28 Czech Parliament Meetings 

29-45 [...] 

46 Talk of Norway 
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it is unlikely that a potential researcher would find easily. The fairly scattered presentation of the 

results in Table 3 is counterintuitive for anyone interested in finding parliamentary corpora with such 

a straightforward string as parliament* corpus. 

3.2 Faceted search 

In the VLO, resources can also be found by means of faceted search, which allows the user to 

narrow down a general query by applying filters under various facets such as Language, Resource 

Type, Genre, Modality, Subject and so forth. Following Odijk (2014), we focus on two facets that 

seem to be the most relevant for narrowing our search down to relevant parliamentary corpora. These 

are Resource Type, which should in the case of the simple search string parliament* give us the 

option to select corpus as a value, and Subject, which should presumably narrow the search down to 

subjects related to parliamentary data. 

 In the case of the simple search string parliament*, the Resource Type facet returns the following 

list of values, with the number of resources for each value listed in the parentheses: Text (51), Sound 

(37), Info:eu-repo/semantics/dataset (3), Bioscoop (2), Corpus (2), Politics (2), Boek (1), Dataset (1), 

and so forth. Surprisingly, the value Corpus lists only two resources: Czech Parliament Meetings and 

Europarl: European Parliament Proceedings Parallel Corpus 1996-2003. In other words, the vast 

majority of the corpora we can identify with the simple query parliament* (cf. Table 2) are not 

captured in this facet and it is unclear why this is so, especially since a resource like Plenary Sessions 

of the Parliament of Finland, Downloadable Version 1 has the value corpus under resourceType in 

the metadata description. Similarly, recall from section 2.1 that Czech Parliament Meetings is a 

corpus of audio records, yet selecting the value Sound fails to list it. In short, narrowing the search 

down through Resource Type does not yield the desired results.   

Sticking to the same simple search string, the Subject facet presents the following list of values: 

text_and_corpus linguistics (37), corpus (6), audio (4), débat politique (4), political debate (4), video 

(4), vidéo (4), discours politique (3), débats parlementaires (3), europe (3) and so forth. On the one 

hand, values for the same type of subject are given twice (e.g. discours politique and débat politique) 

and selecting one value filters the results of the other. On the other hand, several values are clearly 

more suitable for the Resource Type facet, yet selecting for instance corpus (6) does not yield any of 

the parliamentary corpora in Tables 2 and 3, nor does selecting audio (4) yield Czech Parliament 

Meetings, contrary to expectations. Our findings correspond with Odijk’s experience (2014). 

4 Discussion and proposals 

As parliamentary corpora are of great value for researchers from a wide range of disciplines and a 

lot of effort had already been invested in producing them, we propose that their developers and 

curators adopt the following suggestions to make them better accessible through the CLARIN 

infrastructure: 

 create a virtual collection pointing to a landing page (ideally with a PID) for the corpora; 

 add the missing corpora listed in section 2.3 to the repository of a certified CLARIN centre 

after which they will be automatically added to the VLO via metadata harvesting; 

 improve the metadata of the existing corpora in order to make them more accessible for the 

end user. 

For improving the metadata, follow the best practices below: 

 use parliament(ary) in the title of the metadata file, so that it gets included in target queries 

(e.g. https://vlo.clarin.eu/?q=name:parliament*); 

 use the word parliament(ary) in the title (and description) and provide descriptions in English 

that include one of these words or an equivalent term, which will lead to higher ranking; 

 use a distinctive title (not e.g. 148 times Flemish parliamentary debate 

https://vlo.clarin.eu/?q=Flemish+parliamentary+debate); 

 when providing highly granular metadata descriptions (many + detailed), make sure to use 

hierarchies (cf. https://www.clarin.eu/faq/how-can-i-create-hierarchical-collection-cmdi so 

that the top node appears first in the VLO); 
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 include licencing information, which also helps with the ranking of hits in VLO, especially if

the level is/maps to PUB or ACA.

However, a bigger limitation that needs immediate attention seems to be the VLO. We have 

shown that identifying parliamentary corpora in the current version of VLO is counterintuitive, since 

the best results (Table 2) are yielded by the simplest search string, whereas further specifications 

either by a narrower search string (Table 3) or the use of faceted search yields in substantially lower 

precision as well as recall. Additionally, while some corpora like Talk of Norway or the Danish DK-

CLARIN Almensprogligt korpus - offentlig del: tekster fra Folketinget are listed in the VLO, they can 

only be identified after querying the full corpus name, which we believe is a limitation since many 

users will not know the official name of the resource they are looking for. On the other hand, a 

handful of highly relevant corpora, like the Swedish Riksdag’s Open Data and the British Hansard 

Corpus, are not listed in the VLO at all, only in the national repositories, and we believe their 

inclusion would be beneficial for the comprehensive representation of CLARIN parliamentary 

corpora in the VLO.  

5 Conclusion 

In this paper we presented a survey of the parliamentary corpora in the CLARIN infrastructure. 

We have been able to find corpora for all the countries except Italy. While this is commendable, our 

survey highlights that not all the essential information about the corpora is easily available and, most 

importantly, that most of the existing corpora cannot easily be found through the Virtual Language 

Observatory. For this reason, we have drawn up a list of recommendations for corpus metadata in 

order to improve findability and ranking of the corpora by VLO as well as documented issues with the 

VLO that should be taken into account in future development of the service. This is of paramount 

importance as the VLO is the main gateway to the invaluable CLARIN resources. 

In the future, we plan to create a Virtual Collection with all the identified parliamentary corpora 

and develop a model to ensure interoperability of the corpora and integrate them into a common 

concordancer in order to make them as readily accessible for researchers from different disciplines as 

well as for cross-border and cross-lingual projects which is where CLARIN is in the unique position 

to facilitate such endeavours. With this in mind, we will also collect showcases of successful 

applications of parliamentary corpora in Digital Humanities and Social Sciences, as such information 

valuably complements the corpora. We also plan to conduct a follow-up survey in order to evaluate 

the effect of the proposed recommendations as well as the uptake of the improved resources at regular 

intervals. 
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Abstract

We present ongoing work aiming at turning the linguistic material available in Grierson’s clas-
sical Linguistic Survey of India (LSI) into a digital language resource, a database suitable for a
broad array of linguistic investigations of the languages of South Asia and studies relating to lan-
guage typology and contact linguistics. The project has two concrete main aims: (1) to conduct
a linguistic investigation of the claim that South Asia constitutes a linguistic area; (2) to develop
state-of-the-art language technology for automatically extracting the relevant information from
the text of the LSI. In this presentation we focus on how, in the first part of the project, a number
of existing research infrastructure components provided by Swe-Clarin, the Swedish CLARIN
consortium, have been ‘recycled’ in order to allow the linguists involved in the project to quickly
orient themselves in the vast LSI material, and to be able to provide input to the language tech-
nologists designing the tools for information extraction from the descriptive grammars.

1 Introduction: South Asian Linguistics and the Linguistic Survey of India

1.1 South Asian Linguistics and the Areal Hypothesis

South Asia (also “India[n subcontinent]”) with its rich and diverse language ecology and a long history of
intensive language contact provides abundant empirical data for studies of linguistic genealogy, linguistic
typology, and language contact.

This region (normally understood in linguistic works as comprising the seven countries Bangladesh,
Bhutan, India, the Maldives, Nepal, Pakistan, and Sri Lanka, as well as adjacent areas in neighboring
countries, since language boundaries do not always coincide with national borders) is the home of hun-
dreds of languages spoken by almost two billion people – more than a quarter of the world’s population.
Most of the 661 living languages of South Asia (Simons and Fennig, 2018) are from four major lan-
guage families (Indo-European>Indo-Aryan and Nuristani, Dravidian, Austroasiatic>Munda, Khasian
and Nicobaric, and Tibeto-Burman (Sino-Tibetan); see Figure 1). In addition there are some language
isolates and small families (Georg, 2017) and several creoles and pidgins.

South Asia is often referred to as a linguistic area, a region where, due to close contact and widespread
multilingualism, languages have influenced one another to the extent that both related and unrelated
languages are more similar on many linguistic levels than we would expect. However, with some rare
exceptions (e.g., Masica, 1976) most studies are largely impressionistic, drawing examples from a few
languages only (Ebert, 2006).

In this paper we present our ongoing work aiming at turning the linguistic material available in Grier-
son’s classical Linguistic Survey of India into a digital language resource, a database suitable for a broad
array of linguistic investigations of the languages of South Asia, and especially for conducting a more
thorough scrutiny of the South Asian areal hypothesis.

Given the CLARIN context, we will focus on some research infrastructural aspects of our work here,
notably how the project was able to reap great benefits from repurposing existing infrastructure compo-
nents provided by Swe-Clarin, the Swedish CLARIN consortium.

This work is licenced under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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Figure 1: The four major language families of South Asia (from http://llmap.org)

1.2 Grierson’s Linguistic Survey of India

The linguistic richness and diversity of South Asia was documented by the British government in a large-
scale survey conducted in the late nineteenth and the early twentieth century under the supervision of Sir
George Abraham Grierson and Sten Konow. The survey resulted into a detailed report comprising 19
volumes of around 9,500 pages in total, entitled Linguistic Survey of India (LSI; Grierson, 1903–1927).
The survey covered 723 linguistic varieties representing the major language families of the region and
some unclassified languages, of almost the whole of nineteenth-century British-controlled India (modern
Pakistan, India, Bangladesh, and parts of Burma). For each major variety it provides (1) a grammar sketch
(including a description of the sound system); (2) a core word list; and (3) text specimens (including a
morpheme-glossed translation of the Parable of the Prodigal Son).

The LSI grammar sketches provide basic grammatical information about the languages in a fairly
standardized format. The focus is on the sound system and the morphology (nominal number and case
inflection, verbal tense, aspect, and argument indexing inflection, etc.), but as we will see below in Sec-
tion 3, there is also some syntactic information to be found in them. Importantly, the sketches include
information on some of the features that have been used in defining South Asia as a linguistic area, e.g.
retroflexion, reduplication, compound verbs, word order, converbs/conjunctive participles, but go con-
siderably beyond these, offering the possibility of a broad comparative study of South Asian languages.

The grammar sketches range in length from less than a page to over eighty pages, and the whole LSI
comprises far too much text for it to be a realistic option to process it manually. Arguably, this language
data qualifies as “big data”, not primarily by virtue of its volume, but by virtue of its inherent complexity
and the tools needed to process it (Ward and Barker, 2013), especially for extracting and comparing
grammatical features.

Thus, we are currently exploring information extraction methodologies which could help us turning
the free-text descriptions of the LSI grammar sketches into formally structured tabular data suitable for
large-scale automatic processing. At the present time, this is the main NLP focus of the project. Since
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the grammatical descriptions are written in English, this of course means that the information extraction
application that we are developing will be for English (see Section 3 below).

The core word lists which accompany the language descriptions are collected in a separate volume
(Volume 1, Part 2: Comparative vocabulary). Each list holds a total of 168 entries. Most of the entries
in the comparative vocabulary render concepts which cover a broad spectrum consisting of body parts,
domestic animals, personal pronouns, numerals, and astronomical objects. There is some overlap with
other concept lists used in language classification: For instance, 38 of the concepts are also found in
the shorter (100-item) version of the so-called Swadesh lists, core vocabulary lists originally devised
by the American linguist Morris Swadesh (1955) specifically for the purpose of inferring genealogical
relationships among languages. Thus, the LSI comparative vocabulary clearly has one part that can be
used in investigating genetic connections among the languages, but also another part – at least half of the
entries – which we hypothesize could be used to find areal influences.

Notably, the LSI comparative vocabulary also provides some phrases and propositions (e.g., ‘good
man’ ∼ ‘good woman’ ∼ ‘good men’ ∼ ‘good women’, and ‘I, thou, etc. go’ ∼ ‘I, thou, etc. went’),
making it useful for comparative studies of some grammatical features, in addition to studies of lexical
phenomena. In a preliminary study, some grammatical features have been semiautomatically extracted
from the comparative vocabulary, and used as a kind of “silver standard” in some of our information
extraction experiments.

The language data for the LSI grammar sketches were collected around the turn of the 20th century,
hence obviously reflecting the state of these languages of about a century ago. However, we know that
many grammatical characteristics of a language are quite resistant to change (Nichols, 2003), much more
so than vocabulary. In order to get an understanding of the usefulness of the LSI for our purposes, we
sampled information from a few of the sketches in order to see how well the LSI data reflect modern
language usage. Our results show that while some of the lexical items are not used today in everyday
speech, most other information reflects in many ways the modern language, and thus cannot be treated
as representing an ‘archaic’ variety of, e.g., Hindi.

Despite its age, LSI still remains the most complete single source on South Asian languages. It has
been used in a few studies with varying aims and objectives, but has not been exploited to the extent
it could have been, important reasons arguably being its vast size and limited accessibility. This multi-
volume work will generally be found only in select research libraries and it does not have any kind
of index of its contents. A scanned version of LSI is now available on the University of Chicago’s
Digital South Asia Library website,1 although the page images displayed there are neither searchable
nor digitally processable, effectively making this version equivalent to the printed LSI w.r.t. accessing
its contents, although of course universally accessible to anybody with an internet connection. One of
the major objectives of the study reported in this paper is to convert LSI into a digital resource stored
in a way which makes it easy to access, explore, and process for deeper linguistic investigations of the
languages described in LSI. This digital resource will have rich formally structured metadata as well as
the full original text of the LSI.

1.3 Project Aims

On the linguistic side, the major objective of the project is to investigate the claim about South Asia
as a linguistic area. The examination of genealogical, typological and areal relationships among South
Asian languages requires a large-scale comparative study, encompassing more than one language family.
Further, such a study cannot be conducted manually, but needs to draw on extensive digitized language
resources and state-of-the-art computational tools. As mentioned already, there have been some earlier
attempts to use LSI in areal studies (e.g., Hook, 1977), but because of the manual nature of these studies,
the information in the LSI was used only to a very limited extent, and the results presented in a general,
non-concrete manner. Further, no accompanying methodological discussion was offered (e.g., how the
data was extracted and analyzed, and for which languages, etc.). We aim to investigate the South Asia
as a linguistic area claim on the basis of a much broader array of linguistic data using state-of-the-art

1http://dsal.uchicago.edu/books/lsi/
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computational techniques and tools in this study. However, in this paper, we focus on the automatic
extraction of linguistic features from the LSI data and the development of a typological database which
can be used as a major source for the investigation of the above mentioned claim later (Section 3).

The development of general purpose methodologies and tools for large scale comparative linguistics
and visualization of linguistic information is another primary aim of the project (Section 4). Our hope and
aim is to build methodologies and tools which will be applicable not only to the LSI grammar sketches,
but also to the multitude of descriptive grammars of the world’s languages that are digitally accessible
and available for linguistic investigations (see http://glottolog.org).

The full text of the LSI (only the Latin-script portions) has been digitized by a commercial digitization
service using double keying, which has resulted in a digital version of very high quality. The amount of
text that has been digitized so far is well in excess of one million words.

This will be the first large-scale digital resource on South Asian languages which will be completely
automated, with a solid ‘deep’ structure with the possibility of doing searches for grammatical (mor-
phological and syntactic) as well as lexical features, with links to the original LSI pages as well as rich
visualizations. Building a database of this magnitude will also contribute at least indirectly to developing
NLP tools for South Asian languages. Studies investigating a multitude of linguistic questions relating
to lexicon, morphology, syntax, language contact between two specific languages as well as questions
relating to areal linguistics and language change will benefit from this resource. We are already using the
resource in our linguistic investigations, as we are building the database (cf. Borin et al., 2014; Saxena,
2016).

We also intend to initiate experiments for utilizing the text specimens for extracting additional linguis-
tic data from the LSI, using the English version of the text as pivot, e.g., inferring basic subject–object
marking through cross-language annotation projection (see, e.g., Xia and Lewis, 2007).

2 Recycling Research Infrastructure Components

In the first phase of the project, the linguists in the project team have needed to quickly orient themselves
in the vast material of the LSI, both so that they would get an overview of the linguistic features present
in the descriptive grammars, and so that they could provide input to the language technologists designing
the IE application. In particular, we require gold-standard data on which we can evaluate our IE exper-
iments. This dataset has been prepared using a standard methodological tool in large-scale comparative
linguistics, viz. the linguistic questionnaire. In our case, the questionnaires contain mostly yes–no ques-
tions – e.g., “Does the language mark dual in at least one personal pronoun?” – and, inevitably, some
dependencies among questions, e.g., if the answer to the pronominal dual question is “yes”, there are
follow-up questions about first, second and third person pronouns.

The linguists in the project team will be greatly helped by having access to tools allowing them to
browse and search the vast LSI material effectively. This is true for those designing the questionnaires,
but in particular and to a much higher degree for those charged with filling out the questionnaires –
typically linguistics master students – using the LSI grammar sketches.

For effective exploration of the digitized LSI already in the early stages of this project, and also in
order not to spend too much project resources on useful but peripheral tool development, we have strived
to reuse existing language tools and infrastructure to the greatest extent possible, even if these tools
were not designed explicitly for the kind of large-scale comparative linguistic investigations which are
being planned in this project, but rather for more traditional corpus-linguistic studies. Thus, the project
team decided to recycle some existing e-infrastructure components – several of which were available
through the Swe-Clarin infrastructure – rather than attempting to build a new system from scratch. In the
following we describe how this was done.

2.1 LSI Grammar Sketches as Corpus

The text data, i.e., grammar sketches excluding tabular data (e.g., inflection tables) and text specimens,
have been imported and made searchable using Korp, a versatile open-source corpus infrastructure (Borin
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Figure 2: The user interface to Korp, Språkbanken’s and Swe-Clarin’s corpus infrastructure

et al., 2012b; Hammarstedt et al., 2017a; Hammarstedt et al., 2017b),2 developed and maintained by Swe-
Clarin leading partner Språkbanken (the Swedish Language Bank at the University of Gothenburg). Korp
is used by several CLARIN centers in the Nordic countries, and also, e.g., in Estonia. Currently, the LSI
corpus comprises about 1.3 million words, and contains data about around 550 linguistic varieties that
we identified during the pre-processing step.

Korp is a modular system with three main components: a (server-side) back-end, a (web-interface)
front-end, and a configurable corpus import and export pipeline (Hammarstedt et al., 2017b). The back-
end offers a number of search functions and corpus statistics through a REST web service API. As the
main corpus search engine, it uses Corpus Workbench (Evert and Hardie, 2011).

The front-end – an in-house development – provides various options to search at simple, extended, and
advanced levels in addition to providing a comparison facility between different search results (Ham-
marstedt et al., 2017a). See Figure 2.

The corpus pipeline is a major component and can be used to import, annotate, and export the corpus
to other formats. For annotations, it relies heavily on pre-existing external annotation tools such as seg-
menters, POS taggers, and parsers. Previously, it has mostly been used for Swedish text, and comes with
very limited support for English in the vanilla distribution. For our purposes, we have incorporated the
English Stanford Parser (Manning et al., 2014) for lexical and syntactical annotations. We have added
word and text level annotations to the LSI data. The following is a list of all annotations that were added:

Word-level annotations: lemma, part of speech (POS), named-entity information, normalized word-
form, dependency relation. These are all added automatically.

Text-level annotations: LSI volume/part number, language family, language name, ISO 639-3 language
code, longitude, latitude, LSI classification, Ethnologue classification (Simons and Fennig, 2018),
Glottolog classification,3 page number, page source URL, paragraph and sentence level segmenta-
tion. These have been added in a semi-automatic manner.

While most of the annotations are self-explanatory, there are a few which may need some explanation.
The normalized word form is the form produced by removing the diacritics and other phonological char-

2http://spraakbanken.gu.se/swe/forskning/infrastruktur/korp/distribution
https://github.com/spraakbanken/korp-frontend/

3http://glottolog.org
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Figure 3: Korp KWIC view resulting from searching the LSI for the string “order of words is”

acters. The purpose is to make it easy to search the corpus by using the standard English keyboard without
requiring the user to enter accented characters, since the LSI consistently renders language names and
glosses in a kind of phonetic transcription which will most likely be unfamiliar to many users. Thus, the
normalization allows the user to search for, e.g., Bihārı̄ using the search string “Bihari”, or “bihari” (with
case-sensitivity disabled).

The text-level annotations above mostly represent the metadata which were collected from different
sources4 in addition to the LSI volumes themselves, and are maintained as part of the corpus. The page
source URL, for example, is a link to the image version of the corresponding LSI page available from
the University of Chicago’s Digital South Asia Library.

Figure 3 shows a screenshot of the Korp front-end displaying results of a simple corpus query in Korp’s
KWIC (Key Word In Context) view. The query is one aiming at finding out about the basic word order
of a language, which is one of the more prominent linguistic features utilized in typological language
classification. This illustrates how this basic corpus tool can be repurposed for pursuing the kind of
research questions that our linguist project members are interested in. It is true that Korp is not the ideal
tool for this, but building a bespoke application would have been far beyond the means of the project.

The box to the right of the KWIC sentences shows annotations and metadata for the selected word
(Word and Text level attributes), and also provides a link to the corresponding page image available at the
Digital South Asia Library at the University of Chicago.5

The Korp software could be directly used in the project, without any other modification than setting
up its configuration files for handling the LSI texts and using English language tools.

2.2 LSI Tables and Specimens as Lexicons
The LSI grammar sketches contain large amounts of tabular material, e.g., inflection tables, personal
pronoun systems, etc., and also language specimens in the form of interlinear glossed text, both of which
are not particularly suitable for displaying in a corpus KWIC view. Instead, these are imported and stored
in another of Språkbanken’s infrastructure components, Karp (Borin et al., 2012a). Links are provided
from the Korp KWIC metadata box to tables and specimens in Karp, but these can also be accessed
directly through the Karp search interface.

Like Korp and other infrastructure components developed and maintained by Språkbanken, Karp, too,
is structured with a server backend, a JSON-based web service API and a web application frontend.
This means that functionality can be conveniently modularized. For instance, the Korp frontend calls

4For instance, location data come mainly from the Glottolog: http://glottolog.org.
5http://dsal.uchicago.edu/books/lsi/ – page images only; no text search facility is available.
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the Karp backend for the lexical information needed in order to execute lemma-based corpus searches,
and conversely, the Karp frontend calls the Korp backend in order to offer example sentences for lexical
entries.

Figure 4: Karp, Språkbanken’s and Swe-Clarin’s infrastructure for accessing and editing lexical resources
and other formally structured language data

Karp started out as a fairly run-of-the-mill web-based search and browsing environment for lexical
data. All of Språkbanken’s digital lexical resources are available through it, whether born digital – as
SALDO, the main lexical resource used for Swedish morphological annotation in the import pipeline
of Korp (Borin et al., 2013a) – or digitized versions of traditional dictionaries, including a number of
Swedish historical dictionaries (Borin and Forsberg, 2011).

From its humble beginnings, Karp has developed into an infrastructure component for working with
language data that has a formally defined (tabular) structure. In addition to lexical entries, this includes
also data such as grammatical paradigm tables and encyclopedia articles.

Karp has an editing mode (Borin et al., 2013b), which was originally developed for building the
Swedish FrameNet (Borin et al., 2010), but which has since been extended into a general editing en-
vironment for formally structured language data. Notably, the Swedish and Russian constructicons are
built using the Karp editor (Lyngfelt et al., 2012; Janda et al., to appear 2018), as is the Swedish Women
Online biographical database.6 See Figure 4.

In the context of the present project, Språkbanken’s Karp development team had to be involved in
devising an “LSI mode”, but in fact this fitted well with our ongoing effort aimed at turning Karp into a
more general infrastructure for working with formally structured linguistic data, as described above. See
Figure 5, illustrating a query aiming at at finding out some linguistic features of the personal pronominal
systems of the LSI languages. Again, as in the case of Korp mentioned above, this solution is not perfect,
but it could have it up and running in a very short time compared to what it had meant to implement the
perfect functionality from scratch, meaning that limited project resources can be put to better use, such
as deeper linguistic analysis of the LSI data.

3 Automatic Extraction of Linguistic Information from Linguistic Descriptions

After having pre-processed the LSI data and stored it in a structured way, the next step is to extract
information about particular grammatical features, and to build a typological database of the LSI lan-
guages. The developed feature database is to be used for investigation of the claim about South Asia as a
linguistic area during the later stages of the project.

Automatic extraction of linguistic features from traditional linguistic descriptions is a novel task, and
has high potential value in typological, genealogical, historical, and other related areas of linguistics

6https://skbl.se/
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Figure 5: Karp view showing LSI tables of personal pronoun paradigms

that make use of databases of structural features of languages. There exist many typological databases
of linguistic structures, including the World Atlas of Language Structures (WALS) (wals.info), the
Atlas of Pidgin and Creole Language Structures (APiCS) (apics.org), the South American Indige-
nous Language Structures (SAILS) (sails.clld.org), AUTOTYP (github.com/autotyp/
autotyp-data), and the Phonetics Information Base and Lexicon (PHOIBLE) (phoible.org). To
the best of our knowledge, all the linguistic databases published so far have been manually constructed
and curated, where human experts have turned information from field data or analyzed data into data-
points in the database. The use of human expertise guarantees a certain level of quality and robustness,
but is highly labor intensive and consequently costly. There are some 6,500 languages in the world, out of
which descriptive grammars – ranging from brief grammar sketches to multi-volume reference grammars
– are available for over 4,000 (see glottolog.org). Manually extracting information about 200–300
features from each of them is a very ambitious – and in practice unrealistic – undertaking.7 Significant
amounts of analyzed language data (grammatical descriptions in discursive textual form) are increasingly

7Very relevant in this connection is the fact that one of the most ambitious and well-known linguistic-feature datasets, the
WALS (Dryer and Haspelmath, 2013), even though it reports values for a total of 192 linguistic features in 2,679 languages,
in reality most cells in the resulting matrix are empty. In version 2014 of the dataset available for download from http:
//wals.info/download, out of a total of 514,368 cells, no less than 437,903 are empty, meaning that less than 15% of
the potential values have actually been filled.
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being made available in digital form, and the field of natural language processing (NLP) offers tools that
potentially can aid us in extracting information about linguistic features from such textual sources, at
least for sources in English and some other languages. To take advantage of these advancements and to
help the linguistic community in populating the linguistic feature databases, we have developed methods
to automatically extract linguistic features from linguistic grammars.

For our initial study, we have identified a list of features that we think are interesting and will be useful
to meet the objectives of the project. Some of these features are:

(1) Apos: What is the order of adnominal property word and noun?8

(2) NLpos: What is the order of numeral and noun in the NP?
(3) NLBase: What is the base of the numeral system?
(4) Aagr: Can an adnominal property word agree with the noun in number and/or gender?
(5) AagrNum: Can an adnominal property word agree with the noun in number?
(6) AagrGen: Can an adnominal property word agree with the noun in gender?
(7) Reflexive: What kind of reflexive construction does the language have?
(8) DefArticle: Are there definite or specific articles?
(9) WOrder: What is the order of words?

For the purpose of extracting values and/or descriptions of these features from traditional reference
grammars, including the grammar sketches in the LSI, we have experimented with three approaches to
information extraction: (1) Pattern based; (2) dependency parsing based; and (3) semantic parsing based.
In the following sections, we briefly describe each of the approaches and their results while leaving the
details to be reported separately.

3.1 Pattern Based Feature Extraction

The pattern based feature extraction methodology is inspired by pattern based information extraction
in general, and predicated on the observation that information about particular linguistic features in de-
scriptive grammars is often given using particular descriptive patterns (at least we have observed this
in the case of LSI). Taking advantage of this, one can look for the existence of particular keywords
(or a combination of words) within the descriptive grammar to reach to the relevant text, and then pro-
cess it further to extract the feature value of interest. We used a similar type of two-stage approach to
retrieve the relevant sentences from our data using Korp’s standard search API first, and then to pro-
cess them further using regular expression based patterns to extract the feature values. Suppose for
example that we are interested in extracting information about the normal word order in a particular
LSI language from the language description. As a first step, we can extract all sentences having the
string “order of words is” from the description of a language (see Figure 3). Next, using the pattern
(.*) (order of words is) (.*), one can first split each sentence into three parts: the part ap-
pearing before the string “order of words is”, the string itself, and the part appearing after this string. The
resulting parts can be processed further with more specific patterns (e.g. (\w+), (\w+), (\w+)) to
extract the ‘order of words’ of that particular language.

This simple approach allowed us to get off the ground quickly, but it has serious limitations. This
pattern based strategy will very strictly match particular sentence structures and/or contents. This prob-
ably will not cover all possible ways the same information could have been encoded unless one designs
patterns rich enough to catch all possible instances. For such reasons, we have experimented with ap-
proaches inspired by syntactic and semantic analysis, and Open Information Extraction based techniques
(e.g., Fader et al., 2011).

8An adnominal property word corresponds to an adjective or participle in English and many other languages.
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3.2 Dependency Parsing Based Feature Extraction
Dependency parsing provides syntactic dependency information for the words of a text, which we exploit
to extract feature values in this feature extraction strategy. After retrieving the relevant sentences using
Korp’s search facility (as exemplified above), the sentences were parsed using the Stanford dependency
parser (Manning et al., 2014), and the resulting dependencies were further processed using a set of rules
to extract the required feature values. Again as an example, suppose that we are interested in extracting
information about the order of adjective and noun in the Siyin9 language. Using Korp’s standard search
interface, we can extract all sentences containing the lemma “noun” or “adjective” from the language
description. One of the extracted sentences will be:

The adjectives follow the noun they qualify .

When we parse this sentence with the Stanford dependency parser, it will return the following depen-
dencies:

det(adjectives-2, The-1)
nsubj(follow-3, adjectives-2)
root(ROOT-0, follow-3)
det(noun-5, the-4)
dobj(follow-3, noun-5)
nsubj(qualify-7, they-6)
acl:relcl(noun-5, qualify-7)

These dependencies can be processed further with a set of rules to extract the required information.
We have worked out a specific set of rules (in the form of an algorithm) for each feature value that we
are interested in. The details are beyond the scope of this paper, and will be reported elsewhere.

Table 1 shows how accurately the proposed feature extraction methodology was able to extract dif-
ferent feature values. For each feature, the accuracy value was computed using the following simple
formula:

Accuracy =
Ncorrect

Nextracted

Where Ncorrect is the number of languages for which the feature value was correctly extracted, and
Nextracted is the total number of languages for which the feature value was extracted. To decide if an
extracted value is correct or not, it was compared to the gold value which was retrieved manually by a
human expert from the comparative vocabulary or from the language descriptions.

Feature Accuracy (%)
Apos 0.818
NLPos 1.0
NLBase 0.823
Reflexive 0.739
Aagr 0.857

Table 1: Evaluation results: Dependency parsing

Once again, this strategy will very strictly match particular sentence structures and contents of argu-
ments. To address some of the limitations of this strategy, we report another strategy in the next subsec-
tion which is based on semantic parsing.

3.3 Semantic Parsing Based Feature Extraction
Shallow semantic analysis or semantic role labelling (SRL) is the process of identifying and labeling the
semantic roles (also known as semantic arguments) associated with verbal or nominal predicates in a

9Siyin (csy) is a Tibeto-Burman language spoken in Burma.
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Predicate Semantic arguments
follow ARG1:The_adjectives, ARG2:the_noun_they_qualify
qualify ARG1: the_noun_they

Table 2: Semantic parse

given piece of text. Automatic semantic role labeling finds applications in many areas of NLP including
information extraction (Surdeanu et al., 2003), and in this work we are using it for feature extraction
– a sort of information extraction. In this strategy, after having parsed the sentences using a semantic
parser (Björkelund et al., 2009), the parses are further processed to extract feature values. The further
processing steps involve (1) checking for particular predicates for particular features; (2) inspecting the
semantic arguments’ structure and contents; and (3) formulating the feature values. Using our previous
example, i.e., the ordering of adjective and noun in the Siyin language, this time we can semantically
parse the sentence The adjectives follow the noun they qualify to get the verbal predicates and their
semantic arguments as given in Table 2.

The predicate ‘follow’ is one of those predicates that we had identified, independently, to be linked
to the adjective–noun order feature: Using a development data set, we identified a set of predicates
linked to each of the target features. This simply involved finding sentences in the descriptive grammars
which were used to provide information about a particular feature, and then analyzing them to find the
associated list of predicates.

The next step is to examine the semantic arguments of the predicate ‘follow’, and formulate the fea-
ture value. According to Propbank,10 for the predicate ‘follow’, ARG1 represents the thing following,
while ARG2 represents the thing followed. In the analysis shown in Table 2, the string The adjectives,
is ARG1 (i.e. the thing following), while the string the nouns they qualify is ARG2 (i.e. the thing fol-
lowed). The substrings representing ARG1, and ARG2 can be further analyzed to formulate and return
the feature value ‘2-N-ANM’ (the fact that adjectives follow the nouns). Had ARG1 contained noun(s),
ARG2 contained adjective(s) with predicate being ‘follow’, or ARG1 contained adjective(s), ARG2 con-
tained noun(s), and the predicate being ‘precede’, ‘1-ANM-N’ (the fact that adjectives precede nouns)
would have been returned as the feature value. We have used simple if-then-else conditions to examine
predicates and their semantic argument strings for the purpose of extracting and formulating the feature
values. In the future, we plan to experiment with more advanced techniques, such as active learning, for
the feature extraction and formulation from the semantic parses.

In order to test the generality of our approach, for this experiment, rather than drawing on the LSI
grammar sketches, we have worked with digitized reference grammars used in the Grambank project,11

for a set of languages where the linguistic features of interest have already been extracted manually from
exactly the grammars used in our experiment, thus providing us with a gold standard dataset.

The evaluation results of this strategy are given in Table 3. As can be seen, the system has varying
precision and recall for different features, which highlights the difficulty/ease of automatically extracting
the corresponding feature values using the described method.

As mentioned previously, there does not exist any work related to automatic linguistic feature extrac-
tion, which means we do not have any other system to compare the proposed system’s performance.
Instead, we evaluate the system performance against a baseline calculated for each feature on the basis
of the most frequent feature value. As can be noted, for four out of the five features, the proposed system
was able to easily beat the baseline precision values, the exception being the feature ‘AagrNum’.

10The lexico-semantic resource on which the semantic parser is based
11Grambank is an ongoing initiative at the Max Planck Institute for the Science of Human History at Jena, developing a

database of structural (typological) features for a substantial part of the world’s languages. The grammars and gold-standard
feature sets used in this experiment were kindly put at our disposal by Harald Hammarström.
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Feature Precision Recall F-Score Baseline Precision
Apos 0.76 0.40 0.52 0.41
NLpos 0.85 0.30 0.44 0.75
AagrNum 0.69 0.21 0.32 0.77
AagrGen 0.64 0.14 0.23 0.27
DefArticle 0.84 0.27 0.41 0.27

Table 3: Evaluation results: Semantic parsing

Figure 6: The LSI dataset in CLLD

4 Visualization for Linguistic Research: Visual Exploration of the LSI

An important aspect of the linguistic research driving our project is the relationship between linguistic
genealogy (language family membership), geography, and linguistic features. Again, the digitized LSI
offers such an abundance of data of various kinds, that we need very good tools for exploring this resource
for the kind of large-scale comparative linguistic research necessitated by our project objectives. There
are indications that data visualization and visual analytics have a crucial role to play in this connection
(e.g., Havre et al., 2000; Chuang et al., 2012; Krstajić et al., 2012; Sun et al., 2013). So, we are developing
a number of solutions for better visualization of languages and their features on maps to help the linguistic
community working in the areas mentioned above, and to achieve the goals of the LSI project.

For the general case, we have adopted the Cross-Linguistic Linked Data (CLLD) framework developed
by the Max Planck Society,12 which is open-source and which we could simply install out of the box and
configure to display all LSI varieties to which we could assign an ISO 639-3 language code. See Figure 6.

For the more specific purposes of working with the full LSI data, we have modified the mapping solu-
tion available in Korp into an interactive standalone application where the users can view the distribution

12http://clld.org/
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of linguistic features in LSI varieties on a map. We provide switchable shape/color combinations for
visualizing and differentiating family/feature characteristics. Figure 7 shows a snapshot visualizing the
feature s3sg (“Is the form of the pronominal 3sg subject the same in intransitive and transitive clauses?”,
i.e., an indicator of nominative–accusative vs. absolutive–ergative alignment) in languages belonging to
the Indo-Aryan and Tibeto-Burman families. The user can select multiple families and multiple features
at the same time by checking the appropriate check-boxes, and can also switch between color/symbol to
visualize feature/family by selecting the appropriate radio button. In the map n Figure 7 we have selected
feature values to be encoded by color, while the shape of the markers indicate language family (I for
Indo-Aryan and T for Tibeto-Burman in Figure 7). In this map we can discern a clear areal distribution
of this feature in South Asia, such that accusative alignment is mainly found in the east, regardless of
language family. Such an interactive mapping facility provides a useful way to show the genetic relations
and areal influences between languages spoken in different geographical areas and belonging to different
language families.

Figure 7: Map showing form of subject pronoun in relation to transitivity

This type of visualization is very helpful for comparison purposes, but not equally useful if we are
interested to only explore/visualize feature values of individual languages. For that purpose, we have
developed simple feature visualization solutions. Figure 8 shows a screenshot displaying feature values
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extracted from the description of Lohorong.13 This type of expandable/compressible tree styled visual-
ization makes it easy to visualize feature values of a language of interest.

Figure 8: Linguistic features of Lohorong (lrr)

5 Conclusions and future work

Turning the LSI into a structured digital resource will provide a rich empirical foundation for large-scale
comparative studies of the linguistic ecology of South Asia. In this day and age, it makes little sense to
conduct such studies manually. Instead, they need to draw on extensive digitized language resources and
state-of-the-art computational tools. This is the main goal of our ongoing work with the LSI.

In addition to this, we aim to contribute to the methodological development of large-scale comparative
linguistics drawing on digital language resources, as well as to the methodological development of SRL
based and open information extraction, adapting these paradigms to a different and hitherto unexplored
domain. In the longer perspective, we hope that the solutions which we develop in our work will be
more generally applicable to the text mining of descriptive grammars – which are increasingly available
in digital form – so that the resulting formally structured linguistic information can be used to popu-
late linguistic databases. Indeed, the outcome of our experiments on the Grambank data (described in
Section 3.3) indicates that there are some grounds for optimism in this regard.

In order to get the project off the ground quickly, we needed tools for browsing, searching and visu-
alizing the abundance of information present in the LSI. Recycling existing infrastructure components
has turned out to be surprisingly effective. We have been able to use Korp and the CLLD framework
more or less off the shelf. Rendering the LSI tabular data in Karp required modifications to the Karp
infrastructure, and the geographical mapping solution shown in Figure 7 in practice is a new component
developed in this project.

The linguists working with the questionnaires have expressed their satisfaction with Korp as an “in-
formation retrieval” interface to the LSI text. An added value in this context is that they have been asked

13Lohorong (lrr) is a Tibeto-Burman language spoken in Nepal.
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to save the search results – sentences in the text – found by them to be the most relevant to determining
a particular linguistic feature, thus providing invaluable input to our work on designing an IE system
targeting linguistic information expressed in conventional descriptive grammars.

The status of the project is that most of the LSI has been digitized, the browsing, search and visualiza-
tion applications described above have been implemented,14 and the manual questionnaire work and the
development of the IE application is underway.

In the future, we would also like to take into account the phonological and other related information
present in tabular data and the parallel annotated data present in the text specimens provided with LSI
grammar sketches.
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Abstract 

This article investigates the compatibility of the current CLARIN license categorization scheme 
with the open science paradigm. The first part presents the main concepts and theoretical 
framework required for the analysis, while the second part discusses the use of the CLARIN 
categorization system, divided into PUB (public), ACA (academic), and RES (restricted), and 
potential ways to change it. This paper serves to explore various suggestions for change and to 
begin discussion of a reformed CLARIN license category scheme.  

1 Introduction* 

The aim of this paper is to explore how, and if, the existing CLARIN license categories (PUB, public; 
ACA, academic; and RES, restricted) should be kept, modified, or replaced to further the goals of 
CLARIN's open science policy. This paper will be used as a starting point to evaluate and analyse the 

*This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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compatibility of open science requirements with the way CLARIN manages language resources1. In 
addition, this paper could support the development of the CLARIN open science policy itself. 

In the first part of the article, the authors explore the theoretical framework and basic concepts 
necessary for the analysis. In the second part, the use of the CLARIN scheme and alternative 
categorization schemes are addressed.  

This article has practical value because the authors are CLARIN Legal Issues Committee members 
with divergent views on how to move the implementation of open science policy forward within 
CLARIN. The integration of these different views gives more legitimacy to a possible outcome for 
CLARIN. 

2 Open science definitions 

CLARIN has expressed its commitment to open science (see CLARIN Value Proposition 2016). This 
commitment, however, requires additional clarification. To evaluate whether CLARIN follows open 
science requirements while managing language resources, it is necessary to define open science (OS).  

According to the European Commission (2016) “Open Science represents a new approach to the 
scientific process based on cooperative work and new ways of diffusing knowledge by using digital 
technologies and new collaborative tools”. OECD (2015) defines open science as “efforts by 
researchers, governments, research funding agencies or the scientific community itself to make the 
primary outputs of publicly funded research results – publications and the research data – publicly 
accessible in digital format with no or minimal restriction as a means for accelerating research”.  

There are several initiatives which provide criteria on the concept of "open". The Berlin Declaration 
on Open Access (2003) requires that: 1) open access should cover research results, raw data and 
metadata, source materials, digital pictorial and graphical materials, etc.; 2) rights holders grant to all 
users a license to use, distribute, and to make and distribute derivative works; 3) a complete version of 
the work and all supplemental materials in an appropriate standard electronic format is deposited. 

The policy document entitled “Ten years on from the Budapest Open Access Initiative: setting the 
default to open” (BOAI 2012) has some specific requirements for licensing and reuse (e.g. a 
recommendation to use CC-BY2 or an equivalent license). 

The Open Knowledge International3 sets the following key features of openness: 1) availability and 
access; 2) reuse and redistribution; 3) universal participation. 

Open Knowledge International has also adopted the Open Definition (Open Definition 2.1), which 
has detailed conditions for the determination of open works and open licenses. It essentially allows 
conditions such as attribution, integrity, and share-alike. If there are additional restrictions on re-use of 
the data (e.g. non-commercial use, no derivatives), then the content is not open. 

The director of the OpenScience project (which is dedicated to writing and releasing free and open 
source scientific software) defines open science through four fundamental goals: 1) transparency in 
experimental methodology, observation, and collection of data; 2) public availability and reusability of 
scientific data; 3) public accessibility and transparency of scientific communication; 4) using web-based 
tools to facilitate scientific collaboration (Gezelter 2009). 

Since the main focus of this article is research data (language resources), then it is necessary to analyse 
the concept of open data. Open data as defined by OECD (2015) are "data that can be used by anyone 
without technical or legal restrictions. The use encompasses both access and reuse". Legal rights 
covering research data can make the dissemination and reusability of data a complex issue. For instance, 
data can be categorized as personal and non-personal data. The General Data Protection Regulation 
(GDPR) defines personal data as "any information relating to an identified or identifiable natural person" 

                                                
1 1 CLARIN deposition license agreements  define language resources as “material owned by the Copyright holder as defined 
in this Agreement, including software, applications and/or databases”. Available at https://www.clarin.eu/content/licenses-
agreements-legal-terms (7.3.2018). In this article the terms ‘CLARIN language resources’, ‘CLARIN resources’, ‘language 
resources’ and ‘resources’ are used as synonyms. 
2 CC BY (Creative Commons Attribution) is a good tool which strikes a fair balance between objectives of open science 
(enhance dissemination and reuse of research results) and interests of individual researchers to get credit for their work. 
According to OECD (2015) data set citations could serve as incentives supporting open science. 
3 Open Knowledge International is a global non-profit organisation focused on realising open data’s value to society. 
Information available at https://okfn.org/ (15.4.2017). 
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(Art. 4). Processing4 of personal data must be lawful (GDPR Art. 5 and 6). Many language resources 
contain personal data (e.g., in the form of a person's voice). Language resources also contain material 
protected by copyright and related rights. All of these must be considered in the dissemination of 
language resources. 

Given that language resources encompass software, it is necessary to understand open source and free 
software distribution. According to the Open Source Definition provided by the Open Source Initiative 
(2007) open source software has to comply with the following criteria: 1) Free redistribution; 2) Source 
code; 3) Derived corks; 4) Integrity of the author's source code; 5) No discrimination against persons or 
groups; 6) No discrimination against fields of endeavor; 7) Distribution of license; 8) License must not 
be specific to a product; 9) License must not restrict other software; 10) License must be technology-
neutral. 

According to the Free Software Foundation (FSF), the user of free software must have four freedoms: 
1) the freedom to run the program; 2) the freedom to study how the program works, and change it; 3) 
the freedom to redistribute copies; 4) the freedom to distribute copies of the modified versions to others. 

Generally speaking, the aim of open science is to make the material (publications, data, software) 
accessible and reusable. 

3 Re-thinking the CLARIN framework for the management of language resources 

3.1 The CLARIN classification system 

The legal classification system of the CLARIN language resources is based on a tripartite division of 
resources: PUB (public), ACA (academic), RES (restricted)5, based on their license (CLARIN license 
classification system). In general, PUB resources are available to all, ACA resources require that users 
have a researcher status in order to be accessed, while RES resources can only be accessed by authorised 
users. Further conditions apply to all categories. 

The researchers who created the license categories of CLARIN resources (Oksanen et. al. 2010) 
provided arguments to explain their choices. First, the categorization was based on an extensive survey. 
Second, it was argued that the licensing categorization must take into account licensing terms, such as 
limiting the distribution to academia or to even more limited groups of users, that are not covered by 
standard licenses such as Creative Commons6 but which are commonly used for language resources.  

The three categories are defined through specific requirements:  
• PUB resources should have no use limitations (e.g. based on geographic location, purpose of 

use, etc.). Recommended licenses are the Creative Commons Zero (CC0)7  or the Open 
Database License8 (ODbL).  

• ACA resources must be available for study, research and teaching purposes.  
• The availability of RES resources is even more limited. Their use requires following specific 

ethical or personal data protection requirements (Oksanen et. al. 2010). 
The PUB, ACA, RES categories may also be subject to additional conditions such as non-commercial 
use (NC), non-derivative use (ND) and to redeposit modified resources with CLARIN (RED) (Oksanen 
et al. 2010).  

Although the categorization scheme has been incrementally improved (see Kelli et al. 2015), the 
conceptual framework remains the same. The question is whether the division of resources into PUB, 
ACA and RES category scheme can or should be improved in the light of an open science policy. 

                                                
4 Processing inter alia covers collection, storage, adaptation, retrieval, use, dissemination and erasure of personal data 
(GDPR Art. 4). 
5 The tripartite division is not unique. For instance, ORCID also has three levels for access to data: 1) everyone; 2) trusted 
parties; 3) only me. Additional information available at http://support.orcid.org/knowledgebase/articles/124518-orcid-
privacy-settings (17.4.2017). 
6 For additional information, see Creative Commons. Available at https://creativecommons.org/ (7.3.2018). 
7 From the researcher perspective, CC BY would be a better option since it allows the researcher to get credit for his or her 
work. 
8 For additional information, see Open Data Commons Open Database License (ODbL). Available at 
https://opendatacommons.org/licenses/odbl/1.0/ (3.7.2017). 
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3.2 Open and Public 

In many international and regional legal instruments, the concept of openness is not defined. However, 
it is used in different policy documents (Berlin declaration, BOAI 2012, etc.), by different institutions 
(OECD, EU), and organizations (Open Knowledge International, Open Source Initiative). The names of 
some standard license also include the term “open” (e.g. Open Database License). This, however, is not 
the only practice for naming licenses. 

The term public domain originated from the French domaine public, which was coined in the first 
copyright legislation. Public domain referred to objects which were no longer protected by an exclusive 
privilege and belong to the king (i.e. the nation, hence the term public). The term domaine public is also 
used in French civil law to designate public property (roads, public schools etc.)). In France many 
scholars use the term domaine commun (common domain) instead of the archaic domaine public. In 
Germany, the term is Gemeinfreiheit, which translates as "common freedom". In international usage, 
the term 'public domain' refers not only to what is no longer protected by copyright, but also to what has 
never been protected by copyright (e.g. ideas). In French, there is a distinction between domaine public 
(no longer under copyright) and fonds communs (never under copyright), which is crucial given that 
moral rights are inalienable and non-transferrable. 

Several well-known standard licenses such as the European Union Public License9 (EUPL), GNU 
General Public License10 (GPL), Eclipse Public License11 (EPL) and Mozilla Public License12 (MPL) 
use the term '“public'” in their title. There is also the term “free” used in the title of several standard 
licenses (e.g., Academic Free License13, Free Public License14). In “public license” the term “public” 
means “offered to the whole public”.  

A public license can be accepted (i.e. concluded) by any member of the public, but it can be very 
restrictive (CC BY-NC-SA is a license that is public, but not open). Moreover, Creative Commons 
licenses are also (in their respective texts) expressly referred to as public licenses. 

In sum, “public” means “directed or related to a public”, open in this context means at least accessible 
for everyone and for any purpose.  

One option to move forward is to replace “public” with “open”. As a result, more resources would 
technically be classified as “restricted”, in contrast to “open”. This is a more general sense of restricted 
than what is intended by CLARIN RES, which is defined in contrast to public or academic.  

License CLARIN 
present class 

Open definition 
class 

New CLARIN 
class 

CC-0 PUB OPEN OPEN 
CC-BY PUB OPEN OPEN 
CC-BY-SA PUB OPEN OPEN 
CC-BY-NC PUB NOT OPEN RES 
CC-BY-NC-SA PUB NOT OPEN RES 
CC-BY-ND PUB NOT OPEN RES 
ODC-BY PUB OPEN OPEN 
GPL PUB OPEN OPEN 
META-SHARE Commercial 
No redistribution 

PUB NOT OPEN RES 

Table 1. CLARIN PUB licenses with their present and proposed classes. 

9 Additional information on EUPL is available at https://joinup.ec.europa.eu/community/eupl/og_page/european-union-
public-license-eupl-v11 (17.4.2017). 
10 Additional information on GPL is available at https://www.gnu.org/licenses/gpl.html (17.4.2017). 
11 Additional information on EPL is available at https://www.eclipse.org/legal/epl-v10.html (17.4.2017). 
12 Additional information on MPL is available at https://www.mozilla.org/en-US/MPL/ (17.4.2017). 
13 Additional information on Academic Free License is available at https://opensource.org/licenses/AFL-3.0 (17.4.2017). 
14 Additional information on Free Public License is available at https://opensource.org/licenses/FPL-1.0.0 (17.4.2017). 
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As an example for the changes this replacement would have, we listed in Table 1 some of the CLARIN 
PUB licenses and their present and proposed classes; for the "open" category, we follow the 
recommendations of the Open definition.15 

Academic use 

In CLARIN, academic (ACA) and restricted (RES) resources are both restricted for copyright or 
personal data protection reasons16. Note that licenses for “academic use” are not unique to CLARIN 
(see, e.g., Academic Free License17).   

The concept “academic use” is admittedly vague and can cause confusion. The first question that 
arises is whether commercial research is covered or not. If not, then one option could be to replace the 
academic category with non-commercial (NC). This solution is problematic as well, however, as there 
is community-wide confusion regarding what types of use are "non-commercial" (Kamocki and Ketzan 
2014). This argument is further supported by findings from the VLO, where the condition of "non-
commercial use" is found across all three license categories (PUB, ACA and RES) - cf. Section 3.4. 

Another feature of the ACA category is that it poses a requirement on affiliation of the user to a 
recognised higher educational or research institution (i.e. AFFIL=EDU). This is a crucial issue since it 
requires private firms and non-profit organizations to acquire a “home-for-the-homeless-researcher” 
status for their researchers so that they can access data in the ACA category. The affiliation condition 
can be upheld using the Eduroam network18 , which is the secure, world-wide roaming access service 
developed for the international research and education community, and can thus cover both educational 
and research institutes. However, not all institutions from all European countries are yet connected to 
Eduroam. If a user is not part of the Eduroam network, they can apply for researcher status, in which 
case they do not need to apply for access to the ACA-labeled resources separately. In CLARIN there is 
already a technical solution called “home-for-the-homeless” by providing an ID for those that need to 
acquire individual access rights to RES-labeled resources, but are not yet securely identified. A similar 
technical solution can be provided as a “home-for-the-homeless-researcher”, which in addition should 
require some documentation that a person is engaged in academic research. RES-labeled resources still 
require individual permission, e.g. due to personal data legislation. 

This dichotomy of ACA meaning Academic Use vs. Academic User is reflected in the CLARIN 
license templates: the CLARIN ACA EULA mentions “educational, teaching or research”, while the 
CLARIN ACA Deposition License Agreement (DELA) specifies two additional conditions: “ID: A user 
needs to be authenticated or identified.”, and “EDU: A user needs to be affiliated with the community 
of academic researchers through a university”.19 Either way, should CLARIN decide to keep the ACA 
category, this EULA and DELA should be either retired or made compatible. In the current state the 
depositor says they ask for the additional restrictions, but end-users are then not presented with those 
restrictions. This should of course be remedied in the EULA, although in practice end-users do not gain 
access unless they have been identified as having acknowledged researcher status. 

It should also be pointed out that all ACA licenses are NORED, i.e. no redistribution. As researchers 
can anyway easily get access to the original point of distribution, there is no need to share ACA resources 
directly.  

CLARIN is an exception, rather than the rule, in the use of an ACA license category. The license 
scheme by META, the Multilingual Europe Technology Alliance, contains no ACA category, but 
broadly distinguishes between commons (i.e. only for META-SHARE members) and restricted (with 
license categories for commercial/noncommercial, for-a-fee/not-for-a-fee, etc.).20The META-SHARE 

15 For additional information, see Guide to Open Licensing. Available at http://opendefinition.org/guide/ (7.3.2018). 
16 ACA can be seen as a type of restriction which in CLARIN was considered important enough to be "upgraded" into a 
category of its own (just like educational use for the rights statements or embargoed access in the COAR vocabulary). 
17 Additional information on the Academic Free License is available at https://opensource.org/licenses/AFL-3.0 (17.4.2017). 
18 Additional information available at https://www.eduroam.org/ (7.3.2018). 
19 CLARIN ACA EULA and CLARIN ACA DELA template are available at 
https://kitwiki.csc.fi/twiki/bin/view/FinCLARIN/ClarinEULA and https://kitwiki.csc.fi/twiki/bin/view/FinCLARIN/ClarinSA 
(7.3.2018). 
20 Additional information available at http://www.meta-net.eu/meta-share/licenses (9.3.2018). 
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catalogues use both the unrestricted/restricted dichotomy and the conditions of use for faceted browsing. 
The research licensing portal from our colleagues in DARIAH, contains public licenses.21  

There are also differences in the regulations for research and/or educational purposes included in 
European and national legislations. It should be clear that the ACA category is meant as an interpretation 
of the license accompanying a resource; it does not say anything about the legislation covering research 
in a given country. A resource collected based on some national research exception and distributed with 
an ACA label, puts the burden on a user in another country to check their own legislation to see if their 
intended plans are conformant with it.  

3.3 Overview of categorization schemes and use of the CLARIN scheme in the VLO 

 
The use of classification systems (e.g. types of resource, domain, provenance information) in order to 
organize resources contained in digital catalogues is a common practice that contributes to efficient 
search and retrieval. Facets created on the basis of these systems allow users to browse through the 
catalogues and restrict their search space using multiple filters.  

Facets related to access and usage are found in most digital catalogues and are among the ones most 
frequently applied by users, demonstrating the importance of users knowing if and how they can access 
a resource and under what conditions they can use it for their purposes. Although there are currently 
various efforts for standardization of metadata, there is not yet a single, widely accepted classification 
system for access and usage. Still, most of cases fall under the following options (not necessarily 
excluding one another): 

• classification based solely on the license of the resource (e.g. CC-BY, AGPL, etc.);  
• grouping of the licenses into categories (e.g. "open access", "free for educational purposes", 

etc.) and organization of the resources on the basis of their licences; these categories are 
mutually exclusive, i.e. a resource can only be assigned to one category based on its license; 

• analysis of the licenses based on the conditions of use they regulate (e.g. "attribution", "non-
commercial use", "fee required" etc.) and linking of the resources with the conditions of use 
of their license; in this case, a resource can be linked to one or more conditions of use. 

The latter two options are not meant to replace licenses, but to support users in their search through the 
appropriate deployment of formal metadata elements and values. 

The choice of the values used for these two options largely depends on the intended audience. They 
are usually selected and formulated in a way that users can have a general understanding of what they 
can do with the resources and understand in a user-friendly way some basic notions of the legal text. 

For illustration purposes, we will briefly present here two classification schemes that are relevant to 
our purposes and that could help us in our discussion: 

• the COAR controlled vocabulary of access rights: COAR is the Confederation of Open Access 
Repositories and one of its activities relates to the development of controlled vocabularies for 
bibliographic metadata to ensure interoperability between the various repositories22; the access 
rights vocabulary23 declares the degree of "openness" of a resource and has four values: open 
access, restricted access, embargoed access and metadata access. The last two values can be 
regarded as two types of specific restrictions (temporal restriction and content blockage), which 
are considered important enough to be promoted into values of their own. 

• the rights statements that have emerged from a joint initiative of Europeana and the Digital 
Public Library of America24: these include 12 rights statements ('"high level summaries of the 
underlying rights status'") mainly intended for use by cultural heritage institutions. Two main 
features are used in the creation of these statements: the copyright status and the declaration of 
permission or prohibition of selected uses, mainly use for educational purposes and use in 
commercial applications, which are the ones most frequently associated with cultural objects 

                                                
21 Additional information available at http://forschungslizenzen.de/ (9.3.2018). 
22 For additional information, see COAR Vocabularies. Available at https://www.coar-repositories.org/activities/repository-
interoperability/coar-vocabularies/ (7.3.2018).  
23 For additional information, see Controlled Vocabulary for Access Rights (Draft V1). Available at http://vocabularies.coar-
repositories.org/documentation/access_rights/ (7.3.2018). 
24 For additional information, see RightsStatements.org. Available at http://rightsstatements.org/en/ (7.3.2018).  
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distributed via these institutions. What is also noteworthy is that there are specific statements 
for resources with unknown or doubtful copyright status, taking into account whether this has 
been investigated or not. 

The CLARIN licensing categorization scheme is currently used for the facet "Availability" in the Virtual 
Language Observatory catalogue (VLO). 25  The VLO harvests metadata descriptions of language 
resources from CLARIN centres but also from any other source that uses the OAI-PMH harvesting 
protocol and has agreed to be harvested by CLARIN, such as the OLAC catalogue of language 
resources26 () and EUROPEANA27. 

Given the fact that resources come from multiple sources that do not use the same metadata schema 
for describing them, there has been a mapping procedure to the CLARIN license categories from the 
original elements and values.28 For resources whose metadata records included a metadata element for 
the license, the mapping was easy and straightforward. However, a large number of resource 
descriptions contained no element at all for licensing information or included a free text statement, such 
as "available for research", "please ask provider", "academic research only", etc.; where possible, 
mapping of these values to the license categories was decided. As a result, 509,971 resources have been 
tagged with one of the CLARIN labels, which amounts to around 31.5% of the total resources in the 
VLO. 

Below are some statistics on how the categories have been used for different resources in the VLO as 
of January 7, 2018: 

Categories of All Resources Number of 
Resources 

Category 
Distribution Categorized 

Public 269,673 52.3 % 
31.5 % Academic 138,740 27.2 % 

Restricted for individual 101,558 19.9 % 
Unspecified 1,109,949 – 68.5 %

Table 2. Overall distribution of license categories. 

Comparing this with the distribution of resources containing Finnish: 

Categories of Finnish 
Resources 

Number of 
Resources 

Category 
Distribution Categorized 

Public 24,437 96.4 % 
98.9 % Academic 51 0.2 % 

Restricted for individual 850 3.4 % 
Unspecified 275 – 1.1 % 

Table 3. Distribution of license categories among Finnish resources. 

Having examined the unspecified resources for Finnish, it seems that they have been mainly harvested 
from other sources than the Finnish CLARIN Centre and their metadata records have had no clearly 
specified license information.  

For those who wish to analyse the license categories and subcategories, VLO already provides more 
advanced search options using keywords. Users can use “NC” as a search condition in VLO and get a 
list of “non-commercial” resources from all categories. Here are the figures as of January 7, 2018: 

• Public (10,511)

25 CLARIN Virtual Language Observatory. Available at https://vlo.clarin.eu/ (7.1.2018). 
26For additional information, see Open Language Archives Community. Available at http://www.language-archives.org/ 
(7.3.2018). 
27 See https://www.clarin.eu/faq-page/275#t275n3923 for a list of providers to the CLARIN VLO. 
28 The mapping has been the output of co-ordinated work between the VLO development team, the metadata curation experts 
from the Austrian Centre for Digital Humanities at the Austrian Academy of Sciences and the CLARIN Legal Issues 
Committee. 
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• Academic (70)
• Restricted for individual (959)
• Unspecified (580)

This serves as an example of why NC is not sufficient to describe Academic Use, as argued in Section 
3.3, given that NC can be used in any category. Together, the figures also show that more than 
100,000 Academic resources are available for academic activities also in a commercial setting, as it 
does not matter who or what entity produces the academic results. The key point is that when someone 
wishes to exploit the results commercially, they need to acquire the necessary rights. Note that 
currently ACA still comes with a need for the researcher accessing the data to be affiliated with an 
academic institution. 

3.4 Alternative categorization 

The question remains whether it would be reasonable to change the current categorization of resources. 
Considering the problems caused by license proliferation (e.g., the existence of conflicting clauses), it 
would, in theory, be preferable to rely on existing standard licenses (e.g. Creative Commons29) rather 
than create new bespoke licenses to replace them. The problem is that the use of language resources 
cannot easily be based on well-known standard licences due to the many unique situations we have 
described as well as to the existence of legacy resources with licences that cannot be replaced. Additional 
permission and restrictions are fundamentally required. An alternative categorization scheme should 
therefore be considered.  

One option is to divide resources into two main categories: open and restricted as proposed by P. 
Kamocki at the CLARIN annual meeting in Wroclaw, 2015. This category scheme fits better, 
conceptually, with the open science doctrine, which is becoming increasingly supported and emphasized 
across the EU and globally. The transformation from PUB to Open would require moving some 
resources to a restricted category (when the license is not broad enough). The following diagrams 

exemplify the current and alternative categorization. 

The existing categorization The alternative categorization 

Figure 1. Existing and alternative categorization of licensing 

Another alternative would be basically the same, but avoid using the Restricted label altogether. Reason for this 
would be that in a simple dichotomy of Open and the rest does not bring more information to the user, while 
labelling data with a not very positive, potentially even scary, label. In this proposed scenario, we would use one 
main category of Open, which is well defined: represented by established labels Open Access, Open Data and 
Open Source Software.  

In addition to the Open category, we would also use a set of established labels for common license conditions 
and map them to existing licenses for quick user orientation. However, care must be taken to inform users to read 
the actual license30, because “by” in CC-BY and for instance a copyright notice in MIT license are not exactly the 
same thing, just as the “SA” requirement as described in CC-BY-SA and in GPL-v2 differ. Still, for basic 
orientation it seems helpful to use these broad classification labels. We therefore propose to use established and 
easy to understand BY, NC, ND, SA labels from CC licenses, and possibly add some other that are used often in 
CLARIN31. If by reviewing current use of licenses in CLARIN we find that “research only” is a commonly used 
condition, we should add that label with some simple visualisation, as well. 

29 Additional information on Creative Commons is available at https://creativecommons.org/about/ (17.4.2017). 
30 Users must be warned to read the licence text in all cases; as mentioned earlier, licensing categories and indication of 
conditions of use serve only as hints for the end-user and in no way replace the licences. 
31 Work on gathering conditions of use linked to language resources, taking into account mainly CLARIN, META-SHARE 
and ELRA licenses has been initiated in the framework of the W3C Linked Data for Language Resource Community Group 
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4 Conclusion 

As the open science doctrine becomes increasingly prevalent at national, regional and international 
levels, CLARIN’s goals and policies should adapt to reflect this as it continues its mission of 
disseminating language resources as widely as possible. 

Under its existing license category scheme, CLARIN resources are divided into three categories: 
public (PUB), academic (ACA), restricted (RES). This article analysed the existing categories and 
explored whether an alternative scheme, focusing on a division between “open” and “restricted”, would 
be more compatible with open science and be more useful for the CLARIN community.  

Due to the cooperation of several authors with divergent suggestions, we have not yet reached final 
conclusions. The common understanding is that we need to continue our analysis among the CLARIN 
Legal Issues Committee. The article also serves as an indication of legal discussions relevant to CLARIN 
to the larger CLARIN community, so that additional voices may contribute. 

Before making any final choices, we recommend a user survey to investigate the CLARIN community 
satisfaction with the current license category scheme, how accustomed they already are to using it and 
their interaction with other classification systems from other repositories. The current implementation 
of the classification system in CLARIN centres should also be taken into account. 
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Abstract 

The paper addresses the problem of authorship and copyright ownership in relation to a 

digital oral archive created through the digitisation of several analogue archives. The case 

study is provided by the Gra.fo digital archive (Grammo-foni. Le soffitte della voce, Scuola 

Normale Superiore di Pisa and the University of Siena, Tuscan Region PAR FAS 2007-

13), a collection of around 30 Tuscan oral archives which is in the process of being 

documented in the CLARIN-IT repository1. The problem is addressed from both an 

archival and a legal perspective, since speech and oral digital archives are at the crossroads 

of different fields of knowledge. 

1. Introduction

Today, thanks to new and accessible technologies, oral recordings are enjoying a resurgence: on the one 

hand, technological progress has brought recording tools within everybody’s reach; on the other, many 

existing analogue archives are being digitised in order to ensure their preservation. Both in the recording 

of new audio data and in the digitisation of already existing oral documents, three aspects must be taken 

into careful consideration. Firstly, long-term preservation of data and metadata is essential for the 

persistence of the data derived from a research project beyond its limited time span. Secondly, the choice 

of data and metadata formats is crucial in order to make data findable, available, interoperable and 

reusable. Thirdly, from a legal perspective, archives are covered with several rights. Oral recordings 

containing original contributions constitute copyright protected works. Persons involved in these 

recordings have inter alia related rights (the rights of performers) and are entitled to personal data 

protection. Archives are also protected as databases (see Kelli et al. 2015). 

The case study for the present paper is provided by the project Grammo-foni. Le soffitte della voce 

(Gra.fo; Scuola Normale Superiore di Pisa and University of Siena, Tuscan Region PAR FAS 2007-13). 

Gra.fo discovered, digitised, catalogued and disseminated via a web portal (http://grafo.sns.it/) nearly 

3000 hours of speech recordings stemming from around 30 oral archives collected by scholars and 

amateurs in the Tuscan territory, mostly in the 1960s and 1970s. The Gra.fo digital archive is a 

This work is licensed under a Creative Commons Attribution 4.0 International Licence. License details: 

http://creativecommons.org/licenses/by/4.0/ 
1 The authors wish to thank Pawel Kamocki and Irene Mecatti for their valuable comments and advice. Any errors or 

shortcomings are entirely the authors’ responsibility. 
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heterogeneous collection of born analogue archives stemming from different disciplines and preserving 

a multitude of types of documents. Some of the archives originated from research projects conducted by 

linguists in order to document or investigate specific features of Tuscan dialects (e.g., the ‘Alto 

Mugello’, ‘Atlante Lessicale Toscano’ and  ‘Carta dei Dialetti Italiani’ archives). Other archives were 

collected from anthropological, folkloric or ethnomusicological perspectives and thus concern folk 

music, folk literature and folk culture in general (e.g., archives ‘Edda Ardimanni’, ‘Roberta Beccari’, 

‘Vanna Brunetti’, ‘Anna Buonomini’, ‘Paolo De Simonis’ - collection ‘Canti popolari del Mugello’, 

‘FLOG’ - collections ‘Gilberto Giuntini’ and ‘Nunzi Gioseffi’, ‘Sergio Gargini’, ‘Benozzo Gianetti’, 

‘Duse Lemetti - Gruppo Vegliatori’, ‘Museo del Bosco’). Yet others stem from history and sociology 

and deal with topics like working conditions in the twentieth century, the labour movement, women in 

the workplace, the Italian diaspora, the impact of industrialisation on rural society and memories of the 

First or  Second World War (e.g., archives ‘FLOG - collection ‘Andrea Grifoni’, ‘ASMOS’, ‘Neri 

Binazzi’, ‘Cappelli di Paglia’, ‘Dina Dini’, ‘Elba’, ‘Roberto Segnini’, ‘Angela Spinelli’). It follows that 

the Gra.fo digital archive is also highly hierarchised: it is a digital archive of originally born analogue 

archives that in turn are made of subdivisions and that can be partitioned into further subdivisions (see 

Fig. 1a and Fig. 1b). 

 

 
Fig. 1a The architecture of Gra.fo archives (as described in the paper). 

 

 
Fig. 1b The architecture of Gra.fo archives (with the original taxonomy used in the project). 
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As a collection of archives preserving valuable linguistic resources, the Gra.fo digital archive is in 

the process of being documented in the CLARIN-IT repository. At the beginning of this documentation 

process, issues concerning searchability, granularity and consistency of the metadata descriptors were 

expected and described in Calamai, Frontini (2016). Several crucial legal issues concerning the 

relationship between the original archives (constituted by the recordings originally collected by the 

researchers) and the digital archives (created from the digital files derived from the original recordings), 

and the issues of authorship and copyright ownership applicable to these two entities also arose and are 

now being discussed. Since archives contain oral speech (human voice), personal data protection is a 

pertinent issue. The European Union’s adoption of the General Data Protection Regulation (applicable 

as of 25 May 2018) makes the issue even more relevant. However, personal data protection concerning 

oral archives requires extensive analysis, which cannot be accomplished in this article because of its 

limited space and focus. 

The paper introduces the description of the Gra.fo archive in the CLARIN-IT repository (§2), posing 

the question of whether the original analogue or the digital archive should be the primary reference 

(§2.1) and trying to answer it (§2.2): what might be seen at first as a mere technical action (i.e., the 

metadata ingestion from an original dataset to another dataset) appeared in fact to be a rather challenging 

issue and required further development, at the crossroads of jurisprudence, archival science, and speech 

technology. Therefore, the legal aspects involved in the appropriate choice of metadata descriptors 

represent the focus of the paper. In particular, § 3 is devoted mostly to the discussion of the issues of 

authorship and copyright ownership (§ 3.1); a short section (§ 3.2) deals with the ownership of tangible 

objects (e.g., the analogue archives) – all of which lead to the conclusions closing the paper (§ 4). 

2. The starting point 

The CLARIN-IT repository2 is managed by the Institute of Computational Linguistics “A. Zampolli” of 

the National Research Council (ILC-CNR). For the Italian SSH community, Gra.fo represents a case 

study allowing the testing of the system in preparation for the documentation of other oral archives. 

Therefore, every decision made for the Gra.fo archive – arduous though it may be – is an important 

benchmark for future developments. 

The Gra.fo digital archive enters the CLARIN-IT repository as an independent collection. The 

different archives comprised in the Gra.fo archive are described as single items within the collection, 

while no description is provided for the single oral documents constituting the archives. This solution 

corresponds to the suggestion made by Calamai and Frontini (2016) as an alternative to the maximum-

granularity and the minimum-granularity options. 

2.1 Which archives need to be described for the metadata? 

The description of the archives unveils the crucial problem of what should be the object of our 

description into the metadata set of information: the digital archives produced within the framework of 

Gra.fo or the original ones produced by the researcher(s) who collected the recordings in the first place. 

Upon close inspection, most of the metadata descriptors could be interpreted in one way or the other 

leading to opposite options of description. For example, when indicating the contact person of a given 

archive, one could refer to the contact person(s) of the original archive (usually its author or owner, 

depending on the circumstances) or to the person(s) working for the digital archive (in this case, the 

Gra.fo scientific coordinators); when stating the author of an archive, one could indicate the “creator” 

of the original archive (the researcher) or that of the digital one (the Gra.fo consortium). 

                                                        
2 https://dspace-clarin-it.ilc.cnr.it/repository/xmlui/. 

Selected papers from the CLARIN Annual Conference 2017, Budapest, 18–20 September 2017. 
Conference Proceedings published by Linköping University Electronic Press 
 at www.ep.liu.se/ecp/contents.asp?issue=147. © The Author(s). 

114



 

Such dichotomies could presumably apply to any archive that is transferred from the analogue to 

the digital domain. Yet in Gra.fo the situation is even more complex  because the digital archives and 

the single digital oral documents accessible via the Gra.fo portal do not mirror the original ones, as they 

are the result of a meaningful interpretative activity and can therefore be considered derivative works 

(see the details in § 3.1.1.2). As described in Calamai, Biliotti, Bertinetto (2014), in speech recording 

fieldwork, a document (e.g., an interview, a narrative, etc.) can be distributed over various wireless 

carriers or portions of carriers, so that one and the same carrier may contain various unrelated documents 

while more than one carrier can refer to one and the same document (see also Kolletzek 2012). This led 

Gra.fo to consider the documental unit as independent from the carrier, which is viewed as a mere 

container, and to create new digital oral documents corresponding to the single communicative events 

(e.g. an interview, a narrative, etc.) contained in the original recordings (see Fig. 2).  

 

 
Fig. 2 The one-to-one relationship between the carrier and the documental unit, represented by ‘U’ (on 

the left) and the tricky relationship between the two in speech recording fieldwork (on the right).  

 

After being edited from digital copies of the original recordings, these new digital documents are 

extensively described, transcribed (in some cases), and made available to the end user. 

2.2 What we think we should describe 

Our viewpoint is in line with the recently emerging idea that digitisation does not produce a mere 

copy of the physical reality; it rather produces a new reality that – as such – deserves recognition and a 

proper treatment (Sheridan 2017). In the Gra.fo project, the preservation process often produces 

something different from the original analogue document and the “final object” can be seen as the 

outcome of an interpretative process: digitisation is carried out by a technician who knows nothing about 

the content of the tapes, while the digital files that can be accessed via web (i.e., the audio document, 

the archival record, the potential accompanying documents) are created by an expert cataloguer. 

Because the digital archives accessible via the Gra.fo portal do not mirror the original ones, we 

believe that, in describing the Gra.fo archives in the CLARIN-IT repository, the digital rather than the 

analogue archive should be the reference, provided that the source of the digital archive is clearly 

mentioned3. Accordingly, when stating the size of an archive, one should certainly indicate the number 

of digital oral documents it contains (rather than the number of open reel tapes or compact cassettes), 

since these are the documents that the user will find in the Gra.fo portal. Similarly, when stating the date 

of release of a given archive, one should refer to the date when the archive was made public in the Gra.fo 

portal. When indicating a contact person, one should always refer to the Gra.fo scientific coordinators, 

mentioning the contact person of the original archive only when that is deemed appropriate or useful for 

                                                        
3 This should be the case also when citing Gra.fo resources  accessed via the CLARIN-IT repository. 
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some reason (in some cases the latter is merely the holder of the archive and is not willing to be contacted 

for issues related to it). Any relevant information concerning the original archive (who collected it, when 

and why, who owns it, etc.) will be provided in the Description box in the metadata record. 

3. Authorship and copyright ownership in the Gra.fo oral archive

With respect to the metadata issues addressed in §2.2, one of the most challenging questions regards the 

metadata descriptor related to authorship and copyright ownership. The policies of the Gra.fo portal 

clearly state that all its contents are the fruits of the Gra.fo staff’s labour. However, without the original 

archives, Gra.fo’s work would simply be non-existent. The researchers who collected the original 

recordings are the authors of the corresponding original archives and their authorship should be 

recognised. At the same time, the work of interpretation, editing, description and transcription carried 

out by the Gra.fo consortium certainly deserves recognition. The following paragraphs are devoted 

precisely to this thorny issue. The section on authorship and copyright ownership (§3.1 and §3.2) is 

organized as follows: the archival and legal frameworks are presented first, followed by their application 

to the Gra.fo archives, our case study. A shorter section (§ 3.3) is devoted to the ownership of tangible 

objects (e.g., the analogue archives). We will see that the archival definition and the legal definition of 

both concepts only partially overlap: both perspectives are nevertheless necessary to cope with 

authorship and ownership in the domain of a digital archive. 

3.1 Authorship 

3.1.1 The legal framework 

Firstly, it is necessary to define what the meaning of “authorship” is, with respect to both the single 

document and the entire digital archive represented by Gra.fo (see Fig. 1). The distinction is relevant, 

especially if we consider that Italian law provides adequate forms of protection for 

A. the document/record itself, which can be defined (according to the ISAD(G) standards on

archival description) as ‘recorded information in any form or medium, created or received and

maintained by an organization or person in the transaction of business or the conduct of affairs’;

B. the archive (or its subdivisions), defined by ISAD(G) as ‘the whole of the records, regardless of

form or medium, organically created and/or accumulated and used by a particular person,

family, or corporate body in the course of that creator's activities and functions’.

3.1.1.1 The document 

Let us consider the document/records first. According to archival science, the “author” is “the 

individual or corporate body responsible for the intellectual content of a document. Not to be confused 

with creators of records” (ISAD (G)). This definition is inherent in any type of document as the 

expression of the intellectual activity of human beings and having informative content4. 

According to the lawyers’ point of view, two additional requirements are highlighted in the concept 

of “authorship”: the concept of “moral rights” on the one hand and the concept of “economic rights” on 

the other. In other words, the author has two sets of rights: 1) moral rights like the right of attribution 

(the right to be named as the author), the right of integrity (so that your work is not distorted, etc.), and 

2) economic rights like the rights of reproduction (your right to make copies) and of distribution. Moral

4 As confirmed by the Latin origin of the word: documentum is derived from docere “to inform”, “to educate”, “to 

demonstrate”. 
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rights are not transferable but economic rights are. Nevertheless, such requirements are applicable only 

in the case that the document/record can be qualified as “work”, as will be discussed infra. The concept 

of authorship is, however, controversial and the intellectual property (IP) laws in continental Europe and 

common law countries diverge. Continental law countries – like Italy – usually define the author as a 

natural person and consider moral rights inalienable, not subject to transfer and imprescriptible. 

Common law countries accept legal entities as authors as well (e.g., in the case of work-for-hire) and 

authorship (or rather, copyright ownership) allows for transactions in both moral and economic rights 

(Ricketson, Ginsburg 2006, 358-363). 

Let us tackle this issue one step at a time. Not all documents (in the archival sense) receive legal 

protection for the intangible content they represent. According to the Berne Convention for the 

Protection of Literary and Artistic Works (the Berne Convention),  

The expression “literary and artistic works” shall include every production in the literary, scientific and 

artistic domain, whatever may be the mode or form of its expression, such as books, pamphlets and other 

writings; lectures, addresses, sermons and other works of the same nature; dramatic or dramatico-musical 

works; choreographic works and entertainments in dumb show; musical compositions with or without 

words; cinematographic works to which are assimilated works expressed by a process analogous to 

cinematography; works of drawing, painting, architecture, sculpture, engraving and lithography; 

photographic works to which are assimilated works expressed by a process analogous to photography; 

works of applied art; illustrations, maps, plans, sketches and three-dimensional works relative to geography, 

topography, architecture or science (Article 2.1).  

The Convention then reserves to each Country the possibility “to prescribe that works in general or any 

specified categories of works shall not be protected unless they have been fixed in some material form” 

(Article 2.2). 

According to the aforementioned principles, the Italian law on Intellectual Property Rights 

(hereinafter, the LDA) states that authorship is applicable to “original, creative works produced in 

literature, music, the visual arts, architecture, drama and cinema. Nevertheless, the list is merely 

illustrative, and not complete” (article 2). Therefore, a document/record might be considered as ‘work’ 

- and not only a mere vehicle of informative content – only in the case it meets the requirement of

creativity, in the sense of ‘originality’ and ‘novelty’. Crucially, as stated by the jurisprudence of Italian

courts5, the legal concept of ‘creativity’ does not coincide with that of ‘unconditional originality’ and

‘newness/novelty’; rather, it refers to a creative act – even if minimum – representing the ability to

express a feeling, an idea, a fact, an action or whatever aspect of life in a personal way. The identification

of the presence of such a requirement is anything but straightforward, since it refers to an interpretative

activity, for which there are practically no objective criteria. The question whether oral records – mainly

represented by interviews and answers to questionnaires – fall within the realm of the LDA is

increasingly a matter of discussion among lawyers and scholars dealing with oral sources. Recently, two

Italian lawyers coped with the issue of authorship in oral history interviews and stated that the author of

an oral interview is the historian (Cortese, Giadrossi 2017).

With the clarification of this preliminary point, it is now possible to analyse the legal content of 

authorship with reference to the records being considered ‘works’, that is, having moral and economic 

rights. The definition of moral rights stems directly from the Berne Convention: 

Independently of the author's economic rights, and even after the transfer of the said rights, the author shall 

have the right to claim authorship of the work and to object to any distortion, mutilation or other 

modification of, or other derogatory action in relation to, the said work, which would be prejudicial to his 

5 i.e., Cass. Civ. sect. I, 12 March 2004 Decision No 5089. 
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honour or reputation (Article 6bis). 

With a reference to the doctrine of moral rights, it is suggested that the Berne Convention might 

conceptualise the author as the natural person who created the work rather than any legal person or entity 

(Adeney 2006, 115). As for the economic rights, the Berne Convention presents an explanatory 

enumeration of all the business exploitation rights of the work: translation, reproduction, fair use, right 

of performance, right of broadcast, right of public replication, right of adaption. Exactly the same 

dichotomy can be found in the LDA6. Moreover, according to Italian law, the moral rights are 

inalienable, not subject to transfer and imprescriptible. Conversely, economic rights fall into the 

category of disposable assets, which originally lie with the author, and which the author may dispose of 

freely, according to the rules established by the LDA (Articles 12-19). 

3.1.1.2 The archive 

Let us now consider the archive from a strictly archival perspective. The concept of the creator of 

an archive is defined in ISAD(G) as “the corporate body, family or person that created, accumulated 

and/or maintained records in the conduct of personal or corporate activity. Not be confused with 

collector”. As in case of the documents/records reviewed above, the archival definition only deals with 

the ‘creator/producer’ – that is, it associates a set of objects with the person who created or collected 

them. 

The point of view of the law is rather different, as stated in §3.1.1.1, and the component of 

‘creativity’ is compulsory in the recognition of authorship. Moreover, the law highlights additional 

aspects: even in the case of archives, the need to protect moral and economic rights is recognised, 

irrespective of whether or not the recognition of authorship for the single records is present. 

The Berne Convention, in Article 2.3, states that “Collections of literary or artistic works such as 

encyclopaedias and anthologies which, by reason of the selection and arrangement of their contents, 

constitute intellectual creations shall be protected as such, without prejudice to the copyright in each of 

the works forming part of such collections.” Although the Convention expressly cites the term 

“collections” and not “archive”, we think that the principle can also be applied to the latter. Such 

interpretation is substantiated also by the LDA, where the protection of databases is envisaged7: in this 

perspective, databases are considered ‘as a whole’, and they are characterised by a particular structure 

and by an internal architecture, which are the outcome of human creativity, in the sense described above 

(i.e., in the Italian LDA, the database as such is protected as a human intellectual creation, regardless of 

the individual records described in it. In other words, the LDA grants an independent specific protection 

to databases). In this case as well, Italian jurisprudence does not specifically use the label “archive”, but 

the rationale at the root of intangible heritage safeguarding projects such as Gra.fo allows us to consider 

digital archives as genuine databases. Therefore, the Gra.fo digital archive can be considered a 

derivative work of the analogue archives, on the basis of Art. 4 of the LDA: 

Senza pregiudizio dei diritti esistenti sull'opera originaria, sono altresì protette le elaborazioni di carattere 

creativo dell'opera stessa, quali le traduzioni in altra lingua, le trasformazioni da una in altra forma letteraria 

od artistica, le modificazioni ed aggiunte che costituiscono un rifacimento sostanziale dell'opera originaria, 

gli adattamenti, le riduzioni, i compendi, le variazioni non costituenti opera originale (English Translation: 

Creative re-elaborations of an original work – like translations into other languages, transformations into 

other literary or artistic forms, modifications and additions embodying a substantial remaking of the 

6 The LDA predates the Berne Convention by more than thirty years. 
7 Arts 64 quinquies and 64 sexies. 
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original, re-arrangements and variations which cannot be considered original – shall also, without any loss 

or waiver of existing rights over the original work, be protected). 

3.1.2 What about authorship in Gra.fo? 

In this section we analyse in detail how the above-described legal concepts may be applied to the 

Gra.fo project. Firstly, it is relevant to verify whether records and archives (both the original ones and 

the digital archives created by Gra.fo) may be defined as ‘works’ and be protected by copyright 

protection (in this specific case, the Italian LDA). The answer is anything but simple and has relevant 

repercussions, in particular with respect to the moral and economic rights protection that the Italian LDA 

grants to a ‘work’ (a subject which may require more in-depth attention elsewhere). Secondly, it is worth 

bearing in mind the importance of making an exact attribution of authorship, since this fundamental 

topic is independent and separate from whether or not the record (or the archive) is considered ‘work’. 

If the record (or the archive) is labelled as ‘work’, it follows that the authorship attribution will also be 

associated with the legal safeguards that the LDA ensures to ‘works’. In the case that the record (or the 

archive) is not considered ‘work’, from a legal perspective the ‘author’ simply does not exist8. 

While there is no doubt that the authors of the digital Gra.fo archive are the researchers who worked 

for the Gra.fo project, identifying the authors of the original archives is a more complex task. In the 

domain of oral archives, the author is not identifiable in a straightforward way, nor is he/she the only 

subject holding rights over an archive. Considering records, in particular, at least three entities are 

entitled to moral rights over an oral archive: the informant(s), the researcher(s) who collected the 

document and the individual/organisation commissioning the research. If we also consider economic 

rights, we should add the individual/organisation with whom/which the archive is deposited, who/which 

may have acquired some economic rights (Le Draoullec 2006, Stéphan 2013). 

Discerning which of these entities should be given the status of ‘author’ in speech and oral archives 

might not be clear-cut. Looking at other experiences of archive preservation and dissemination in the 

world is certainly useful, but the fact that every country has its own applicable legislation9 means that 

the guidelines derived from single experiences are not easily comparable. Speech and oral archives 

contain very different types of recording material: from answers to questionnaires where the 

respondent’s task is limited to the translation of linguistic elements into his/her own dialect to very long 

monologues in which the interviewer remains silent and acts as a mere witness. The range of cases 

between these two extremes is ample and varied and introduces the thorny problem of genres and 

elicitation styles in oral material collection.  Take, for example, the particular case represented by 

improvised oral poetry where the poet creates something totally original and can clearly be considered 

the ‘author’ (he/she can even profit from his/her works financially). Such an issue is obviously extremely 

complex also in the case of ‘collective’ archives created in the context of a geo-linguistic enterprise. The 

Carta dei Dialetti Italiani Archive (one of the greatest endeavours in Italian dialectology research: see 

Calamai, Bertinetto 2012) is a convenient example: one scholar conceived of and directed the enterprise; 

each region had its own research team that was directed by a coordinator; many different researchers 

carried out the fieldwork; and many speakers were interviewed. Thus, who should be recognised as the 

author? According to the LDA (Art. 7), we may consider Oronzo Parlangeli, who was at the time the 

scientific coordinator of the enterprise, the author of the Carta dei Dialetti Italiani. Nevertheless, each 

8 In any event, from a strictly archival perspective, the metadatum related to ‘author’ remains valid, since such attribution 

will in any case be relevant for putting records and archives into their proper context. 
9 Laws about authorship differ greatly from one country to another. In the United States tradition, according to MacKay 

(2016, pp. 75-76), ‘the speakers in the recorded interview automatically own their own words from the moment they are 

spoken, until or unless transferred to another entity through a legal release agreement’. According to French norms, 

however, researchers are the authors of their recordings, though they might share the role of co-authors with the 

interviewees in cases in which the latter participate in the exchange creatively (Stérin, 2016). 
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research project has its own history and requires specific interpretation – assuming that this is possible 

in the case of born analogue archives – in order to successfully identify the ‘author’.   

3.1.3 What about copyright ownership in Gra.fo? 

The creation of the Gra.fo digital archive, entailing complex decision making, certainly required 

creativity and thus can be considered a derivative work of the analogue archives, as already stated. 

In the Gra.fo project, the archives’ copyright holders were asked to sign a legal agreement to grant 

their rights over the recordings to the Gra.fo project so that these could be digitised, catalogued, 

transcribed, and disseminated through the web portal (see Appendix 1). By means of the legal agreement 

between the copyright holders (in most cases, also the owners of the analogue archives) and both 

universities working on the Gra.fo project (SNS and UNISI), it was possible to digitise, describe, 

catalogue and analyse the oral documents contained in every single archive and then, finally, create a 

digital archive accessible via the web with specific search boxes. 

Moreover, the main investor in the Project, the Tuscan Region, signed a legal agreement with SNS 

and UNISI in order to regulate copyright rights and results dissemination (Art. 13 of the Agreement): 

‘Diritti di proprietà intellettuale e diffusione dei risultati. I diritti di sfruttamento economico e di utilizzo 

dell’innovazione eventualmente prodotta dal progetto di ricerca appartengono in misura uguale alla 

Regione Toscana ed ai soggetti attuatori i progetti medesimi’ (English Translation: Copyright rights and 

results dissemination. Economic rights and, when appropriate, rights of use of the innovation produced 

by the research project belong equally to the Tuscan Region and to the implementing bodies of the 

project itself”). 

3.2 Ownership 

3.2.1 The legal framework 

The previous section addressed the complicated issue of authorship with respect to oral records and 

archives. We now tackle the issue of rights in rem10, commonly labelled “ownership” rights and only in 

appearance less complicated than intellectual property rights. 

According to Italian law, the concept of ‘ownership’ in the commonly accepted meaning of the 

term corresponds to three different ideas: ‘property’, ‘possession’, and ‘custody’. Property refers to the 

whole set of rights in rem over an object: according to the Italian Civil Code, it allows the owner/title 

holder to make any lawful use of the good that is mainly expressed in the power of enjoyment and 

disposition (“the right to enjoy and dispose of things in a full and exclusive way” – article 832). Property 

grants its holder full control over the good. It is also protected by the Italian Constitution in Art. 42, 

where, in the 2nd paragraph, it is said: “Private property is recognized and guaranteed by law, which 

determines the ways it is acquired and enjoyed, as well as its limits in order to ensure its social function”. 

3.2.2 What about ownership in Gra.fo? 

Figuratively speaking, oral archives have a very complex life. Researchers who spent their lives 

doing fieldwork might have guarded their archives jealously. This is often the case for those who 

financed their own research and are, therefore, also the owners of their archives (e.g., among the Gra.fo 

archives, the ‘Vanna Brunetti’ archive). Others, who received funding for their research, might have 

consigned their recordings to the funding organisation (like the ‘Duse Lemetti – Gruppo Vegliatori’ 

archive, entrusted to the Municipality of Gallicano, which financed the research), or to an organisation 

10 The Latin word res, rei means a material good/object. 
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that guaranteed the physical conservation of the materials (like the ‘Angela Spinelli’ archive, which was 

handed over to the Istituto Culturale e di Documentazione Lazzerini in Prato). Some may have come 

into possession of an archive through their friends (e.g. the ‘Edda Ardimanni’ archive is made up of 

recordings that were collected by different, unidentified researchers and then donated to Edda 

Ardimanni). Yet others might have inherited an archive from a deceased relative (like the ‘Sergio 

Gargini’ archive, which belongs to his wife, Anna Buonomini)11. Therefore, the owner may correspond 

to the researcher who collected the recordings, to the organisation funding the research, to the 

organisation guarding the archive, or even to other persons that were not involved in the research at all 

(researchers’ heirs or friends). 

According to the legal agreement between the copyright holders and the Gra.fo project, the original 

recordings were retained for the time necessary to work on them and then returned to their legitimate 

owners (who have the property, possession and custody of the original archives), while the portal and 

everything it contains (including the edited audio files and the relative descriptions) belong (property, 

possession and custody) to the Scuola Normale Superiore, the University of Siena and the Tuscan 

Region. 

4. Conclusion

The analysis of this case study brings us to the following conclusion: for the digital archives, the authors 

are the researchers who worked at Gra.fo, while the owners are SNS, UNISI and Tuscan Region, which 

supported and financed the research project. As for the original archives and records, it certainly appears 

more difficult to provide a single, clear answer, given the complexity of born analogue archives. 

Undoubtedly, the identification of both the author and the owner in such cases requires a complex, in-

depth analysis with respect to the origin, the aims, the rationale and the members of the research project 

of every single archive. It is not infrequent that information retrieval is only partially possible, due to 

the passage of time, the scarcity of accompanying materials and a general lack of sensitivity to the 

problem of long-term preservation of the various primary research data (open cassettes, open reels, field-

notes) once the research project has expired. 

Among Italian scholars, issues related to rights over oral recordings are now taken into great 

consideration compared to the past, when little or no attention was given to legal and ethical issues. 

Undoubtedly, Italy lacks a reference point comparable to France’s Questions éthique et droit en SHS 

(https://ethiquedroit.hypotheses.org/). However, the increasingly urgent need to agree upon some 

guidelines is being recognised around the world; 2015 saw the launch of the Italian Oral History 

Association’s (AISO) Good Practices in Oral History (http://aisoitalia.org/?p=4795), the culmination 

of a lengthy process of reflection and discussion among oral historians, anthropologists, and legal 

experts (Bonomo, Casellato, Garuccio 2016; Casellato 2017). What the conclusions of the meetings of 

the AISO’s Good Practices working group seem to suggest is that there is no general rule for establishing 

who the author of an oral document is and, moreover, the identity of the author cannot be decided a 

posteriori: only the agreements made between interviewer and interviewee in the context of the 

interview can tell us who the author of that document is (Sinello 2015). Nevertheless, under the section 

“Use of the Interviews”, in Good Practices it is clearly stated that the title holder (titolare, in Italian) of 

the interview is the person who conducted it. The problem remains crucial for those undocumented 

archives created in the 60s and 70s (when authorship, privacy and personal data protection were not 

common issues among linguists and historians) which now demand hard work on the part of curators to 

reconstruct their history.  Therefore, the inclusion of the Gra.fo archives in the CLARIN-IT repository 

appears to be not only a metadata ‘translation’, but also a refined reflection on authorship, ownership, 

11 Details on the single archive are provided in Calamai, Bertinetto (2014). 
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and on the relationship between original source and digital objects. For this reason, speech technology, 

jurisprudence, archival science and digital philology should cooperate closely in order to offer 

sustainable solutions to scholars dealing with speech and oral archives. 
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Appendix 1. Legal agreement between the archives’ owners and SNS and UNISI 

University (original version) 

Spett.le 

Scuola Normale   Superiore 

Piazza dei Cavalieri, 7 

Pisa 

Oggetto: cessione diritti su fonoregistrazioni 

L’Associazione/Biblioteca/Archivio “…..............................……...……...……...…….” 

(C.F. …….....................……...……...............…), con sede legale a 

 ..…….............................…..……. in via …...............................…................................., rappresentata dal 

Presidente e legale rappresentante pro tempore, dott./prof.(ssa) 

…................................…................................, il/la quale agisce in virtù dei poteri conferitigli da .. ....... 

..……. ..……................. (ad es., lo statuto dell’Associazione) 

Premesso che 

- Grazie a un finanziamento regionale (Avviso pubblico FAS 2007 2013 Delibera CIPE 166/2007

PAR FAS Regione Toscana Linea di Azione 1.1.a.3. per il per il sostegno a progetti di ricerca in materia

di scienze socio economiche e umane), la SNS e l’UNISI hanno dato vita alla realizzazione di un progetto

denominato Grammo – foni. Le soffitte della voce, volto a raccogliere, salvaguardare e analizzare

documenti vocali di interesse linguistico mediante la loro digitalizzazione e la loro catalogazione,

attraverso la costituzione di un archivio telematico centralizzato presso il Laboratorio di Linguistica della

SNS, che – una volta realizzato – sarà regolato da apposite norme miranti ad evitare i rischi di usi impropri

dei beni vocali raccolti;

- il materiale audio-fonico in possesso di XYZ abbia un valore storico, documentario e scientifico

tale da giustificarne la digitalizzazione, la descrizione, la catalogazione e la successiva messa in rete, onde

permettere agli studiosi di poterlo utilizzare in futuro, evitando che questo possa andare disperso per il

deterioramento o l’obsolescenza dei supporti materiali sui quali è attualmente conservato;

cede

in via non esclusiva e gratuita alla Scuola Normale Superiore, nella qualità di mandataria 

dell’Associazione Temporanea di Scopo (ATS) costituitasi tra la stessa e l’Università degli Studi di Siena 

(di seguito UNISI) per la realizzazione del progetto Grammo-foni. Le soffitte della voce, i documenti 

audio-fonici di cui ha il legittimo possesso / proprietà indicati nell’allegato A affinché siano digitalizzati, 

catalogati e trascritti (parzialmente o integralmente), e successivamente costituiscano parte costitutiva 

dell’archivio telematico centralizzato che sarà realizzato presso il Laboratorio di Linguistica della SNS per 

finalità di studio, ricerca e pubblicazione, previo trattamento volto a rendere la fonte non identificabile, su 

apposito sito web dedicato con accesso regolamentato.  

Dichiara 

- che i documenti audio-fonici ceduti all’ATS sono in suo legittimo possesso e di non aver già ceduto ad

altri in esclusiva il materiale di cui all’elenco allegato;

- che qualora terzi dovessero rivendicare la titolarità di diritti su tali beni non compatibili con la presente

cessione i relativi files dovranno essere rimossi dalla banca dati della ATS e/o trattati compatibilmente con i

diritti di tali terzi.

- di essere consapevole che la pubblicazione avverrà con la citazione espressa della XYZ da cui la ATS ha

acquisito, mediante il presente atto di cessione, i diritti sui dati allegati;

- di esonerare l’ATS da qualsiasi responsabilità qualora i documenti audio-fonici subiscano

danneggiamento durante le fasi di digitalizzazione nonché da eventuali danni (purché non causati da grave

negligenza) che possano verificarsi durante le fasi di trasporto;
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- di non voler sostenere alcuna spesa di trasporto dei supporti materiali contenenti i dati fino alla sede in 

cui saranno oggetto di digitalizzazione; 

- di volere una copia digitalizzata su opportuno supporto (fornito da XYZ) del materiale ceduto  

- di volere accesso gratuito all’archivio telematico, fatte salve le eventuali restrizioni temporanee imposte 

da altri enti cedenti, ragioni tecniche o altra causa ostativa. 

 

Pisa, …………................................ 2011 

Il Direttore/Presidente di  

…..................................……...……...……...…….  

 

Allegato “A”. 

(Descrizione dei materiali temporaneamente ceduti da ....................................... agli esclusivi fini del 

presente accordo) 
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Appendix 1. Legal agreement between the archives’ owners and SNS and UNISI 

University (English translation) 

Scuola Normale Superiore 

Piazza dei Cavalieri, 7 

Pisa 

Transfer of rights over sound recordings 

  The Association, Library or Archive known as 

....................................................……...……...……...…….........., 

(NIN …….....................……...……...............…..............), whose registered office address is 

…...............................…................................. and which is represented by its President and legal 

representative pro tempore,  …................................…................................, who is acting by virtue of the 

powers bestowed on him/her by ....................................... (e.g., The Statute of the Association) 

Given 

- that, thanks to a regional grant (Public Notice FAS 2007 2013 Decision of the Interministerial

Committee on Economic Programming [CIPE] 166/2007 PAR FAS Tuscan Region Course of Action

1.1.a.3 in support of research projects in socio-economic sciences and the humanities), the Scuola Normale

Superiore (SNS) and the University of Siena (UNISI ) have created a project named Grammo-foni. Le

soffitte della voce (Grammo-foni.  The Attics of Voice) whose purpose is to collect, preserve and analyse

vocal documents of linguistic interest by digitising and cataloguing them and by establishing a centralised

electronic database at the Linguistic Laboratory of the SNS which, once this web archive has been set up,

will be regulated by specific norms for the purpose of avoiding the risk of improper usage of the collection

of vocal assets;

- that the audio material owned by XYZ has such historic, documentary or scientific value  as to 

justify its digitisation, description, classification and publication online so that scholars may access it in 

the future and so that it will not be lost forever through the deterioration or obsolescence of the tangible 

medium currently preserving it;   

Agrees 

to grant a non-exclusive, royalty-free licence to the Scuola Normale Superiore, as the agent of the 

Associazione Temporanea di Scopo (ATS – a temporary task force constituted between the SNS and 

UNISI for the fruition of the project denominated Grammo-foni. Le soffitte della voce), to use the audio 

documents listed in Attachment A of which ATS is the legal owner/title holder so that they may be 

digitised, catalogued and transcribed (either partially or fully) and so that they may in future constitute an 

integral part of the centralised online archive to be created at the SNS Linguistic Laboratory for studies, 

research and publication, subject to prior processing for the purpose of making the source unidentifiable, 

through the specific website dedicated to this project and through regulated access;   

Declares 

- that the audio documents transferred to the ATS are in his/her legal possession and that the exclusive

rights to the material listed in the attachment below has not been ceded to others;

- that should third parties claim ownership of the rights over these assets incompatible with the present

transfer the relevant files will be removed from the ATS database and/or handled in a manner compatible

with the rights of said third parties;
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- that he/she is aware that the audio documents listed in Attachment A, which ATS has obtained from

XYZ with this Act of Transfer, will be published in the form requested by XYZ;

- that he/she exonerates ATS from any responsibility should the audio documents be damaged during

digitisation or during transportation (unless, of course, the damage was caused by grave negligence);

- that he/she does not wish to incur any expense for the transportation of the tangible mediums containing

the audio material to the location where they will be digitised;

- that he/she wishes to have a digitised copy of said material in an appropriate medium (supplied by XYZ);

- that he/she wishes to have free access to the online database, except when other transferring parties have

imposed temporary restrictions or when there are other obstacles, like technical problems.

Pisa, …………................................ 2011 

Director/President of 

…..................................……...……...……...……. 

Attachment “A”. 

(Description of the materials temporarily transferred by ............................................................. for the sole 

purpose described in this agreement.) 
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Abstract 

This paper presents a design of a web-based application for textual scholars. The goal of this 
project is to create a complex and stable research environment allowing scholars to upload the 
texts they analyse and either explore them with a suite of dedicated tools or transform them into 
a different format (e.g. text, table, list, spreadsheet). The latter functionality is especially 
important for research focusing on Polish texts (due to the rich morphology and weakly 
constrained word order of Polish) because it allows for their further processing with tools built 
for English. This project utilises the existing CLARIN-PL applications and supplements them 
with new functionalities. 

1 Challenge 

Digital literary studies seem to be among the most rapidly developing strands of Digital Humanities. 
The main obstacle to the development of the field lies in the users’ lack of programming skills and 
insufficient knowledge of how to use digital methods and operate the existing tools. The authors of this 
paper were involved in various educational activities as organisers and instructors of CLARIN-PL 
workshops dedicated to endowing Polish scholars with digital methods of textual scholarship.1 The main 
lesson learned from these endeavours is that although there is a genuine interest in computational literary 
criticism, the learning curve remains steep and workshop participants do not eventually incorporate 
those tools into their research workflows because they find them too complicated. 

For instance, all basic language tools developed by CLARIN-PL are offered through web 
applications, which are seemingly easy to use from the perspective of their designers.2 For instance, 
potential users of a morpho-syntactic tagger (Figure 1) need to simply upload a file to the web 
application to have their text tagged and morpho-syntactically disambiguated. Although the result 
contains complete information about word forms (lemmas, Part of Speech (henceforth PoS) and values 
of grammatical attributes), it is available only in an XML file, i.e. the CCL format (Marcińczuk, & 
Radziszewski, 2013) native for the KPWr Corpus (Broda et al., 2012). Deciphering the output may be 
challenging for non-professional users. For instance, let us take a look at the representation of a simple 
phrase ciemny włos jej `her dark hair’ presented in Listing 1, below, where base tag specifies a lemma 
and a positional tag ctag encodes PoS and values of grammatical attributes. 

1 Materials from the workshops are accessible at http://clarin-pl.eu/en/mediateka-2/ 
2 http://ws.clarin-pl.eu/ 
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Figure 1. Web-based User Interface for the morpho-syntactic tagger. 

 

<chunkList> <chunk id="ch1" type="p">  

<sentence id="s1">    

<tok> <orth>Ciemne</orth> 

    <lex disamb="1"> <base>ciemny</base> 

    <ctag>adj:sg:nom:n:pos</ctag></lex> </tok> 

<tok> <orth>włosy</orth> 
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    <lex disamb="1"> <base>włos</base> 

    <ctag>subst:pl:nom:m3</ctag></lex>   </tok> 

   <tok> <orth>jej</orth> 

        <lex disamb="1"> <base>on</base> 

        <ctag>ppron3:sg:gen:f:ter:akc:npraep</ctag> </lex> 

   </tok> 

Listing 1. An example of the XML-based format for the output of a tagger from Figure 1. 

Despite such rich description, this output is useless for those users who are not familiar with XML or 
are unable to convert this input to a desirable form, e.g. a list of lemmas. Users from Humanities and 
Social Sciences, without the background in Computer Science, do not possess such skills, which 
dramatically reduces usefulness of this service as a research tool and effectively excludes it from their 
workflows. Furthermore, the results of the 2015 survey into digital methods and practices, conducted 
by the DARIAH DiMPO Working Group, seem to corroborate these observations: scholars clearly 
articulate a need for technological support and guidance concerning the existing tools (Dallas et al., 
2017: 7). 

To address these challenges we have developed a web-based system, called Literary Exploration 
Machine (LEM),3 which: 

• does not require installation, 

• aggregates existing language tools for Polish, 

• has a modular architecture and can be expanded through the addition of new components; 

• allows for the preprocessing of texts to make them compatible with tools developed for other 
languages, e.g., CLUTO (Zhao & Karypis, 2005), or Mallet (McCallum, 2002), 

• offers a simple workflow not requiring programming skills, 

• provides elaborated descriptions of tools, outputs, and parameters, and aims at supplementing 
them with rich use-case descriptions.  

This approach makes LEM similar to other ‘one-stop-shop’ initiatives which make sophisticated tools 
accessible to less experienced users. A good example is DARIAH-DE/Topics4 package, which provides 
interface and tailored workflows for topic modeling. However, LEM offers a wider variety of tools and 
techniques. Popular Voyant5 allows for quick analysis of the word forms and their relative frequencies 
across texts, supplemented by a range of NLP tools based on the Stanford CoreNLP, e.g. Proper Nouns 
recognition. However, Voyant is dedicated to texts written in English, so its applications remain limited. 
Nevertheless, Voyant visualisation methods and a friendly GUI remains a gold standard for LEM. 

2 Design of the system 

LEM was developed in a user-driven paradigm through interdisciplinary cooperation of computer 
scientists, linguists, literary scholars, and sociologists.  All functionalities, options, and output formats 
were defined and described in a series of case studies, dedicated to particular research problems in 
Digital Humanities: 

1. Literary studies:  

                                                        
3 http://ws.clarin-pl.eu/lem.shtml 
4 https://github.com/DARIAH-DE/Topics  
5 Voyant: http://docs.voyant-tools.org, CoreNLP:  https://nlp.stanford.edu/software/ 
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a. research on secondary literature, i.e. academic journal articles. A comparative study of the
transformation in the Polish literary scholarship 1989-2014 (Maryl 2016a).

b. Text preprocessing for advanced stylometric analysis of authorship, genre, and chronology
in a corpus of novels (Rybicki, 2017).

c. analysis of an online genre and its evolution overtime on the example of a web portal (Maryl
2016b).

2. Sociology: multi-feature classification of teachers’ attitudes on the basis of students’

comments. Complex preprocessing (e.g., counting co-occurrences of selected lemmas and PoS)

served as an input for statistical data analysis, e.g. (Bryda & Tomanek, 2015), cf (Brosz et al.,

2017).

3. Social psychology: sentiment analysis in the studies of depression and emotions in Polish texts,

inspired by a workflow of Linguistic Inquiry and Word Count (LIWC) (Tausczik &

Pennebaker, 2010),6 e.g. (Rohnka et al., 2015).

Each of these case studies produced the following content: 
a. research questions which could be answered through a computational analysis;

b. relevant textual source material;

c. design of tools capable of answering those questions;

d. development of actual tools;

e. rich description of a tool with a hands-on guide for other scholars.

LEM is built on the processing engine WebSty,7 an open stylometric system, which provides tools 
for the statistical description of text corpora, texts and subcorpora comparison. However, LEM is 
designed for a variety of research uses, so in addition to WebSty it allows for an analysis of other 
linguistic levels:  

• basic description of words

o segments (e.g., length of documents, paragraphs, and sentences),

o morphology (word forms, punctuation marks, pseudo-suffixes, and lemmas),

• combined morpho-syntactic information

o grammatical classes and categories (based on the Polish National Corpus tagset
(Przepiórkowski et al., 2012)), as well as their n-grams,

• lexical semantics

o proper names and their semantic categories,

o word senses and their selected lexico-semantic relations like synonymy or hypernymy.

All of the LEM processing paradigms are designed to fit into this general workflow: 
1. Uploading a corpus of documents together with their metadata (thanks to the compatibility

with CLARIN repositories, Component Metadata format is supported, but also simple
metadata can be read from the file names).

2. Text extraction and cleaning. OCR-ed documents usually contain many language errors
which can be corrected at this stage.

3. Selection of features for the description of documents is done manually by users or available
by default, depending on the processing paradigm. This step is based on the hands-on guide.

6 https://liwc.wpengine.com/  
7 WebSty: http://websty.clarin-pl.eu/, Mallet: http://mallet.cs.umass.edu/ 
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Users are not expected to have advanced knowledge of Natural Language Engineering or 
Data Mining. 

4. Setup of parameters for processing is also customised, but some default settings of
parameters are provided. More advanced users will be able to tune the tool to their needs.

5. Text preprocessing with language tools provided by CLARIN-PL. Each text is analysed by
a PoS tagger, e.g. WCRFT2 (Radziszewski, 2013), and eventually piped to a Name Entity
Recognizer, i.e. Liner2 (Marcińczuk et al., 2013), a temporal expression recognizer and a
word-sense recogniser, e.g., WoSeDon (Kędzia et al., 2015), etc.

6. Feature values calculation. Selected features of the preprocessed texts are extracted together
with their frequencies and annotations by comparing patterns defining the features with
every position in a document.

7. Filtering and/or transforming the original feature values. Most filtering and transformation
functions are provided by WebSty and its components. Further data-analysis features
allowing for advanced comparison of corpora will be added.

8. Data mining. Several processing paradigms are employed to allow for gathering more
complex information about the data, namely topic modelling (representing a document in
terms of subsets based on word co-occurrences), unsupervised clustering (grouping
documents on the basis of the document-feature vectors similarity, and supervised
classification (a prototypical application of Machine Learning based on Weka (Witten et al.,
2017),8 scikit-learn (Pedregosa et al., 2017), and SciPy9 packages (Jones et al., 2018), trained
on documents manually classified by users).

9. Presentation of results. The results are presented either as interactive visualisation, or as
downloadable files in formats compatible with external exploratory tools and programs (e.g.,
spreadsheets or Gephi).

3 Current functionality of LEM 

From the user’s perspective, the complex workflow described above could be translated into a simple, 
three-step procedure:  

1. upload texts to be processed,

2. choose the task and its parameters,

3. browse or download the results.

In the first step, users need to prepare a ZIP archive with texts they want to analyse. LEM accepts 
most of the popular formats: TXT, RTF, DOC, DOCX, ODT, XLSLX, PDF. Files could be uploaded 
directly from the hard drive, from the URL, or from CLARIN Cloud storage (based on the NextCloud 
technology and maintained by CLARIN-PL)10. LEM was designed for efficient processing of large 
volumes of data. However, the size and the number of files to be processed is limited for common users, 
due to processing workload and limitations of some of the output formats (e.g., XLSX). Larger datasets 
can be processed with the assistance of the project team. 

The results of processing depend on the quality of the corpus. Optionally, users can provide a 
‘stoplist’, i.e. a list of words or characters which should be excluded from the analyses. It is especially 
convenient when users want to filter out OCR mistakes or words overrepresented in the corpus. For 
instance, in the corpus of academic articles we used for a case study discussed below, the numerals were 
overrepresented because of the footnote numbers. Knowing that we could easily exclude them from 
further processing. 

8 Weka: http://www.cs.waikato.ac.nz/ml/weka/, scikit-learn: http://scikit-learn.org/stable/, SciPy: https://www.scipy.org, 
Gephi: https://gephi.org 
9 https://www.scipy.org 
10 https://nextcloud.clarin-pl.eu/  
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Figure 2. LEM web-based User Interface – the main screen. 
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Users can also choose between different morphological analysers: two versions of the morphological 
analyser Morfeusz11 (Woliński, 2014) combined with the WCRFT tager and a new MorphoDiTa-pl 
morphosyntactic tagger (Piasecki and Walentynowicz, 2017) including a morphological analyser. 
Morfeusz 1 is the older of the two and its dictionary is smaller, and the words which do not appear in it 
are left unlemmatized. Morfeusz 2, on the other hand, has a significantly larger built-in dictionary, and 
provides some additional features (e.g., classification of proper names).12 The third tagger, MorphoDiTa, 
was developed by CLARIN-PL and is based on neural networks. Its model is frequently modified 
through a constant learning process, hence the processing results for the same text may differ over time.  
The use of Morfeusz 1 can result in a higher accuracy of the tagger’s output, Morfeusz 2 recognises 
more word forms on the basis of its dictionary, but the tagger may still make some mistakes when 
choosing the correct form, while MorphoDiTa-pl was trained already on the NCP automatically 
transformed to the annotation compatible with Morfeusz 2 and uses its own morphological analyser and 
guesser based on SGJP dictionary (Saloni et al., 2015). Researchers can select the tagger which suits 
their research questions or source materials best. MorphoDiTa-pl should produce the best results in most 
cases for the cost of lower efficiency. However, the effect of the lower efficiency can be visible only for 
a larger amount of text to be processed. 

In the second step, users choose one of the processing tasks, which are described in the following 
subsections in more detail. Once the version of a morphological analyser and a task are selected, users 
click the “Process” button to perform an analysis and may observe the progress of the analysis on the 
percentage bar. When the processing is done, users can access the results through an interactive 
visualisation or a downloadable output file. What follows is a detailed description of tasks. 

3.1 Lemmatisation 

Lemmatisation is a task of converting inflected word forms – words as they appear in sentences – to 
lemmas (basic morphological forms, dictionary forms). It is closely connected to stemming, which was 
introduced in Information Retrieval as a process of reducing inflected words to their pseudo-roots (not 
always proper words), cf Manning et al. (2008). Lemmatisation is, however, more complicated, as its 
success depends on the successful interpretation of the morphological, syntactic and semantic properties 
of a given token. Manning et al. (2008, p. 29) provide the following example: 

 “If confronted with the token saw, stemming might return just s, whereas lemmatization 
would attempt to return either see or saw depending on whether the use of the token was as a 
verb or a noun”.  

The task is especially significant in highly inflected languages, such as Polish that has, for instance, 
more than 100 possible word forms for an adjective. Proper lemmatisation is a necessary prerequisite 
for almost any further textual analysis, even as basic as counting word frequencies. 

Lemmatisation is performed by a selected morpho-syntactic tagger, one of the three possible 
configurations. Word forms are either assigned by a morphological analyser or guessed. Contextually 
appropriate lemmas are selected, and disambiguated lemmas are assigned by the selected tagger.  

For each text file from the corpus, LEM returns its lemmatized version, in which each word is replaced 
by its lemma, i.e., different word forms of the same meaning are replaced by the same basic 
morphological form representing them. Due to the reduced complexity, such files can be used as the 
input to many statistical tools that work on the level of words and were originally designed for English. 

For instance, for the input text (from the novel Szczęśliwa by Eliza Orzeszkowa): 
Wysoka, kształtna, z twarzą myślącą, zimną nieco, ale pięknie zarysowaną i bardzo świeżą, w stroju 
pełnym smaku i powagi, siedzi pod rozłożystemi drzewami wspaniałego parku i myśli o tem, jaki ten 
park jest piękny, jaki ten dzień letni jest pogodny i jaka ona sama jest szczęśliwa. 
LEM returns: 

                                                        
11 http://sgjp.pl/morfeusz/morfeusz.html.en  
12 Nevertheless the existence of the two analysers and the necessity of the choice is an additional burden put on the user that 
should be removed in the future by exchanging the morpho-syntactic tagger with a new one, better compatible with Morfeusz 
2, e.g. a new CLARIN-PL tagger MorphoDiTa-pl with a guessing module (http://ws.clarin-pl.eu/morphoDiTa.shtml) or even 
a better one (in development). This transition has not been fully completed yet, due to the lower efficiency of MorphoDiTa-pl 
in comparison to WCRFT and on-going works in CLARIN-PL on taggers that should be even better. 
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wysoki , kształtny , z twarz myśleć , zimny nieco , ale pięknie zarysować i bardzo świeży , w strój pełny 
smak i powaga , siedzieć pod rozłożystemi drzewo wspaniały park i myśleć o tema , jaki ten park być 
piękny, jaki ten dzień letni być pogodny i jaki on sam być szczęśliwy . 
A couple of lemmatisation errors, that can be noticed (e.g. rozłożystemi instead of rozłożysty) are 

caused by the archaic word forms in the original text written in the XIXth century, while the tagger was 
trained on the contemporary texts and is using a contemporary morphological analyser. 

3.2 Part of Speech Tagging  

PoS tagging refers to both manual and automatic attribution of tokens to word classes. In a simplified 
version, PoS tagging is taught at school under the form of attribution of word classes such as nouns, 
verbs, adjectives etc. to given morphological forms. As in the case of lemmatization, successful tagging 
depends on the correct interpretation of morphologic and syntactic properties of a word, as the same 
word form may represent different classes, e.g. `drink’, depending on the context, can function as a noun 
and as a verb. 

LEM encodes the PoS Tagging results with the tagset developed for the National Corpus of Polish 
(NCP, cf. Przepiórkowski et al., 2012). For each file in the corpus, LEM returns a CSV file with columns 
containing tokens, their lemmas and tags13. Table 1 contains an encoded excerpt from Szczęśliwa by 
Eliza Orzeszkowa. 

WORD LEMMA PoS 

Nie `not’ nie qub 

była `was’ być praet 

już `already’ już qub 

młodą `young’ młody adj 

, , interp 

lecz `but’ lecz conj 

twarz `face’ twarz subst 

jej `her’ on ppron3 

zachowała `had kept’ zachować praet 

delikatność `delicacy’ delikatność subst 

rysów `of countenance’ rys subst 

i `and’ i conj 

cery `complexion’ cer subst 

, , interp 

kibić `figure’ kibić subst 

Table 1. LEM Part-of-Speech tagging. English translations added by the authors. 

                                                        
13 Simplified tagset table is available here: http://nkjp.pl/poliqarp/help/ense2.html 
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3.3 Verb characteristics  

LEM allows for the further exploration of the corpus through the verb analysis.  Verb characteristics 
feature returns numeric data about the occurrences of the verbs depending on their tense, number, person 
and gender, using the grammatical categories from the NCP tagset. The resulting table is delivered in 
an XLSX14 file and contains the number of tokens and verbs in the corpus, together with aggregated 
counts for the following verb forms: infinitive; 1st, 2nd, 3rd person singular; 1st, 2nd, 3rd person plural. 
Table 2 contains sample results. 

  SINGULAR PLURAL  

Tokens Verbs 
1Pe

rs 
2pers 3pers 

3per

s_m 

3pers 

_f 

3pers

_n 

1Per

s 

2per

s 

3per

s 

3pers_

m 

3per

s-nm 
inf 

11242 1299 100 100 84 151 465 0 0 0 0 0 0 150 

Table 2. LEM verb form characteristics for an excerpt from Eliza Orzeszkowa’s novella Kto winien 

3.4 Lemmas and PoS statistics  

Basic descriptive statistics of lemmas and PoS occurrence in the corpus is aggregated on the basis of 
lemmatisation and PoS tagging, described in A and B above. Resulting tables, delivered in an XLSX 
spreadsheet, contain absolute counts of respective lemmas and tags, together with their share in the 
entire corpus. Tables 3 and 4 contain sample results. 

być `to be’ 201 1.7673% 

który  `which/who’ 97 0.8529% 

to `this’ 92 0.8089% 

oko`eye’ 35 0.3077% 

ręka `hand/an arm’ 32 0.2814% 

czy `whether’ 31 0.2726% 

Table 3. LEM lemma statistics for Eliza Orzeszkowa’s novella Kto winien 

interp 2607 22.9227% 

qub 673 5.9175% 

conj 497 4.3700% 

adv 254 2.2334% 

praet:sg:f:imperf 211 1.8553% 

prep:gen:nwok 189 1.6618% 

subst:sg:gen:f 172 1.5124% 
                                                        
14 The data here have a more complex form, and that is why we exchanged CSV to XLSX. This was done after 
we observed that our users had had a lot of problems with importing a CSV encoded in UTF-8 in a proper way 
into Microsoft Excel. 
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adv:pos 163 1.4332% 

Table 4. LEM frequencies of the top most frequent morpho-syntactic tags in Eliza Orzeszkowa’s 
novella Kto winien 

3.5 Named-Entity Recognition and Statistics 

Corpora usually contain proper names, which may be relevant for a given research question (e.g. names 
of scholars quoted in a collection of academic papers). The Named Entity Recognition feature extracts 
Named Entities from the corpus and returns a sorted XSLX table with all proper names and their 
frequencies (See Table 5.). 

NAMED ENTITY LEMMA FREQ 

Rzym  Rzym `Rome’ 19 

Palatynie Palatyn ‘Palatinus’ 13 

Kapitolu  Kapitol `Capitol’ 7 

Forum forum `forum’ 6 

Konstantyna Konstantyn `Constantine’ 4 

Koloseum Koloseum `Colosseum’ 3 

Piotra Piotr `Peter’ 3 

Słońce słońce `Sun’ 3 

Via Sacra via sacrum 3 

Baedeker Baedeker 2 

Grecji Grecja `Greece’ 2 

Kastora Kastor `Castor’ 2 

Marka Aureljusza Marek aureljusza `Marcus Aurelius’ 2 

Table 5. LEM Named-Entities recognized in Jerzy Żuławski’s short story Veneri et Romae. English 
translations provided by the authors. 

Proper names are extracted with Liner2, which was built through Machine Learning15 performed on 
KPWr Corpus, manually annotated with more than 28,000 proper name occurrences (Broda et al., 2012, 
Marcińczuk et al., 2016). Liner2 can recognise the beginning and end of a proper name occurrence in 
text and also classify it semantically into up to 82 classes organised in a shallow hierarchy. Liner2 
expresses very high accuracy concerning the recognition of the proper name occurrences (above 90%) 
and very good accuracy of their classification. In the example above, one can notice that Liner2 had 
problems with generating proper lemmas for multi-word proper names. Although the problem posed by 
proper names consisting of common words was almost solved by Marcińczuk (2017) and his solution 
will be implemented to LEM, recognition of multi-word proper names containing foreign words not 
listed in the dictionary still poses a challenge. The components of proper names do not provide clues for 
its internal morpho-syntactic structure, and it is hard to recognise components that should be inflected. 

15 Conditional Random Fields algorithm was used to learn contextual probabilities (depending on the left and right contexts) 
of tokens starting, occurring in the middle and outside proper names. Contexts are represented by more than 30 features 
referring to, e.g., word forms, dictionaries of characteristic words and semantic properties of words acquired from a very 
large wordnet of Polish, namely plWordNet (http://plwordnet.pwr.edu.pl).  
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For instance, Marka Aureljusza in Table 5 is the genitive form and was not properly processed due to 
the old-fashioned orthography of the second component. The only solution here would be to first 
determine the nominative form of a proper name on the basis of the tagger output (or its most frequent 
form), and then recognise its inflected forms. 

3.6 Disambiguated Word-Senses and their Relations 

Word-sense disambiguation (WSD) is the task of identifying the meaning of a semantically ambiguous 
word used in the text. Successful disambiguation is necessary for a semantic analysis of a text, especially 
if the ambiguities are strictly semantic (not morpho-syntactic): e.g., the word “paper” can mean either 
the material, a scientific article, or a newspaper.  

WSD in LEM is performed with WoSeDon tool, which identifies the most characteristic word senses 
for a given text by first mapping the tokens onto the plWordNet16 (Polish name: Słowosieć; Maziarz et 
al., 2016), a very large and comprehensive wordnet, expanded with some other connected knowledge 
resources like SUMO ontology17 (Pease, 2011). WSD is automatically preceded with necessary 
lemmatisation and PoS tagging (see sections A and B above) and returns CSV files with columns 
containing the token, its lemma, PoS, and representation of its meaning in the form of a synset. A synset 
is a set of synonyms or near-synonyms, i.e. words that share the same selection of lexico-semantic 
relations (called constitutive relations) and, thus, possess exactly the same semantic description 
according to a given wordnet.  Such words can be considered as semantically equivalent, and can be 
interchanged in certain linguistic contexts (cf. Maziarz et al., 2013). 

WORD LEMMA PoS plWordNet 3.0 SYNSET 

niespokojny niespokojny `uneasy’ adj niespokojny.3(42:jak) 

sen sen `sleep’ subst spoczynek.2(23:st), sen.1(23:st) 

jakiejś jakiś `some’ adj 

jakowyś.1(42:jak); który.1(42:jak) 
jaki.1(42:jak); 
jakiś.1(42:jak) jakowy.1(42:jak); 
któryś.2(42:jak) 

jednej jeden `one’ adj pewien.1(42:jak) jeden.3(42:jak) 

nocy noc `night’ subst noc.2(25:czas) 

jesiennej jesienny `autumnal’ adj jesienny.1(43:rel) 

Table 6. LEM WSD-based analysis of Jerzy Żuławski’s Veneri et Romae. English translations 
provided by the authors. 

3.7 Hypernyms & hyponyms 

This feature identifies hypernyms and hyponyms of the disambiguated word senses, described in the 
previous section. Information about hypernyms and hyponyms sheds more light on the senses identified 
in the previous step and may help in the interpretation by enriching text representation with micro 
semantic fields (e.g., hypernyms and hyponyms can be shared by some words in the corpus). 

While synonymy, the basic relation in plWordNet, is the relation of semantic equivalence, hypernymy 
and hyponymy entail meanings which are, respectively, more general or more specific. For instance, the 
hypernym of ‘plant’ is ‘organism’, while ‘flower’ is its hyponym. In plWordNet, the relations of 
hypernymy/hyponymy are among constitutive relations that shape a hierarchical structure of the lexicon 
(Piasecki et al., 2009, Maziarz et al., 2013). 

16  http://plwordnet.pwr.wroc.pl/wordnet/  
17 This also opens a possibility of collecting statistics of the concepts matching the given text. 
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For each file in the corpus, the feature returns a CSV file similar to the one returned by the WSD 
(presented in the previous section), containing columns for the token, its lemma, PoS, synset (semantic 
representation) and the lemma’s hypernym(s)18 and hyponym(s). 

3.8 Stylometric analysis 

Stylometric analysis is “the study of measurable features of (literary) style, such as sentence length, 
vocabulary richness and various frequencies (of words, word lengths, word forms, etc.)” (Eder and 
Rybicki, 2012). The best-known use of computational stylometric analysis is the authorship attribution, 
which provides “taxonomies of features to quantify the writing style, the so-called style markers, under 
different labels and criteria” (Stamatatos, 2009) to identify the author of a text. It also allows for 
discovering patterns in the corpus by grouping texts according to their stylistic features. 

LEM provides a simplified interface to the CLARIN-PL WebSty19 and allows for various 
visualizations of its results. The detailed description of the tool could be found in (Eder et al., 2017). 

Figure 3. Patterns of interest in Polish writers based on “Teksty Drugie”. 

3.9 Topic modelling 

This feature allows to discover of abstract `topics’ that occur in a given corpus. LEM uses Latent 
Dirichlet Allocation (LDA) (Blei et al., 2003) method to generate word collections that are significant 
and specific for a given corpus on the basis of word frequency and the scope of their presence in samples. 
In order to control the overrepresentation of certain words in particular texts, LEM uses only lemmatized 
nouns that appeared at least in 80% of the documents (a fraction of the total corpus size). Users can 
choose the number of topics they wish to explore (the default is set at 20) and whether they want to split 
input files into chunks of roughly 20,000 bytes each, to ensure better processing of longer texts. 

The results (i.e. words in particular topics and topic distribution across the text) could be explored 
through the interactive interface, or downloaded in XLSX or JSON format. 

18 As hypernymy is defined in plWordNet in a linguistic way, there can be more than one hypernym for a word sense. 
19 http://ws.clarin-pl.eu/websty.shtm  
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4 Use Case 

LEM prototype was developed by the team working with a particular textual corpus of 2,553 Polish 
texts, published in Teksty Drugie,20 an academic journal dedicated to literary studies. The corpus consists 
of the two parts: OCR-ed scans (1990 – 1998) and digital-born files (1999 – 2014). Given the aim of 
this paper (software presentation), we will treat the results only as examples of the method, without 
getting into too much detail. For a more extensive interpretation of the results of Teksty Drugie analysis 
with LEM see Maryl (2016a) and Maryl and Eder (2017). 

The work on the prototype was divided into several stages, conceived as feedback loops for the 
developing team: on every stage, a new service was added to the application, and the test run was 
performed. After the analysis of its result, either the step was repeated, or the team moved to the next 
phase. 
Phase 1. The OCR-ed corpus was cleaned (e.g., word breaks and headers were removed). 
Phase 2. The corpus was lemmatized and PoS-tagged. Frequency lists were created, which enabled 
searching for patterns in the textual output. This allowed for a simple discovery of interest patterns in 
the journal over time. For instance, Figure 3. shows a pattern of interest in most popular Polish writers 
based on the number of times their names were mentioned per year (the figure contains only the authors 
who reached the threshold of 1,000 total mentions). 

Another temporal insight to be gained from a lemmatised corpus concerns the uptake of critical 
approaches in literary studies. Figure 4 presents the reception of postcolonial studies in the Polish 
academia on the example of mentions of words related to “postcolonial” (i.e., postkolonializm 
‘postcolonialism’, postkolonialny ‘postcolonial’, postkolonialność ‘postcolonialness’, postkolonialista 
‘postcolonialist’) in a literary-studies journal. 

Figure 4. Mentions of words related to `postcolonial’ in “Teksty Drugie” per year. 

Phase 3. The analysis of word frequencies, especially the ML-based training of classifiers revealed 
problems with the word list, e.g., occurrences of numbers, years and city names, which were preserved 
in the bibliographic references. This lead to the addition of a user-defined stopword list feature. The 
exclusion of corpus-specific problematic words and general function words (e.g., Polish words 
corresponding to ‘this’ to, ta, ten, ‘that’ tamto, tamta, tamten, ‘if’ jeśli, jeżeli) allowed for the 
visualisation of the most frequent words in Teksty Drugie (Fig. 5) 

20 http://tekstydrugie.pl/en/ 
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Figure 5. 300 most frequent words from Teksty Drugie (1990-2014) (meaningless words excluded) 
visualised with Wordle (selected glosses: autor `author’, czas `time’, człowiek `human’, dzieło 

`creative work’, język `language’, kultura `culture’, literatura `literature’, nowa `new’, tekst `text’, 
świat `world’, wszyscy `all’, życie `life’). 

Phase 4. The texts were next grouped into clusters of 20, 50 and 100 in a series of experiments with 
WebSty. Each grouping revealed a somewhat different level of generalization about the semantic 
structure of the texts. By choosing the level of granularity (20, 50 or 100 clusters), one may analyse 
diverse patterns of discursive similarities between texts. Table 7 shows the differences in clustering of 
the same sample. The first option (20) shows the similarity between texts on a rather general level, which 
could be described as stylistic or genre similarity (e.g., formal vocabulary). Other options allow for more 
detailed exploration of general research approach (50) or particular topics analysed in articles (100). The 
semantics of clusters is described by the identified characteristic features.  

Number of clusters 100 50 20 

Cluster size (mean) 25.33 50.66 56.65 

Cluster size (median) 24.00 47.00 51.50 

Smallest cluster size 13.00 25.00 2.00 

Largest cluster size 51.00 91.00 96.00 

Table 7. Differences between the clustering options (numbers reflect the number of texts assigned to 
particular cluster) 

Researchers may explore all options and analyse the vocabulary responsible for classifying particular 
texts into a certain group by virtue of being over- or under-represented in comparison to the entire 
sample.  
Phase 5. The corpus was then analysed by Maryl and Eder (2017) with the ‘Mallet’ package for topic 
modelling. The resulting topics were analysed and categorised on the basis of dominant words into 
literary theory, poetics, methodological approaches history of literature, cross-cutting research themes, 
what allowed for the better visualisation and understanding of the relations between the topics. 
Visualisation of topics overtime allowed for a more refined results in comparison to the ones achieved 
in Phase 2. The results of this study served as a basis for LEM’s topic modelling task. 
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5 Further Development 

Currently, LEM’s GUI is being continuously developed in cooperation with users: mostly literary 
scholars working on various types of texts (fiction, journal articles, blog posts), sociologists and social 
psychologists.  

LEM prototype was fully implemented and made available as a web application21 to the scholarly 
audience working on texts in Polish. Next, it will be extended with tools for other languages (e.g. English 
and German), in a similar way to WebSty. Thanks to LEM’s modular architecture, it will require mostly 
linking new processing Web Services and adding converters. LEM is available on an open licence, and 
the authors will be happy to share their tools, code and know-how. Export options to other formats will 
be added, so researchers can easily create the output in a particular format (list, text, table) and upload 
it to other applications for further processing. 
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Abstract 
WebSty is an open, web-based stylometric system designed for Social Sciences & Humanities 
(SS&H) users. It was designed according to the CLARIN philosophy: no need for installation, 
minimised requirements on the users’ technical skills and knowledge, and focus on SS&H tasks. 
In the paper, we present its latest extension with several visualisation methods, techniques for the 
extraction of characteristic features, and support for multilinguality.  

1. Introduction

Stylometry is based on the analysis of language features extracted from texts and aimed at tracing 
similarities between texts. It is used to identify groups of texts that exhibit subtle similarities hidden to 
the naked eye but traceable by multidimensional statistical techniques. A classical type of such an 
analysis is authorship attribution or an experimental setup in which anonymous (or disputed) texts are 
compared against a set of texts of known authorship, to identify the nearest neighbour relations 
(Stamatatos 2009). In Social Sciences & Humanities (SS&H) text analysis is becoming an interesting 
methodological proposition to assess textual similarities beyond authorship. In the study of literature, 
one might be interested in distant reading techniques to pinpoint genre characteristics, literary period, 
intertextuality, etc. In sociology, one might want to analyse textual biases in press materials from 
different press agencies, in psychology one might trace a change of the style as a function of the authors’ 
age or correlations between a text and mental diseases (Le et al. 2011). 
An application of the stylometric methods can be difficult for SS&H researchers, mostly because the 
combination of the variety of data formats, language tools, and data analysis tools is not straightforward, 
but also an application of the tools usually requires specialised knowledge and technical skills. 
Moreover, the entire NLP workflow is controlled by a large number of hyperparameters whose influence 
on the overall results of the stylometric analysis is complex.  
WebSty1  is an open stylometric system with the web-based user interface designed to be used without 
any installation, and which offers a variety of dedicated language processing tools, provides ready to 
use processing chains, and assists users in setting up the processing parameters. It was initially focused 
on processing texts in Polish2 and offered a limited number of the visualisation and data analysis 
methods (Eder et al. 2017). Below we present a new version which has been expanded with a more 
flexible and efficient processing architecture, several visualisation methods and techniques for the 
extraction of characteristic features. The modular architecture of WebSty enabled adding support for 
more languages, namely English, German, Russian, Hungarian and Spanish in a relatively easy way. 
Stylometric techniques are based on converting text documents or fragments into vectors of numerical 
values and next on processing the resulting vectors by data analysis method. The goal is to find 
similarities in the input data. This is often achieved by applying clustering algorithms that divide the 
vectors into similarity classes, e.g., documents of the same author. 

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: 
http:// creativecommons.org/licenses/by/4.0/ 
1 http://websty.clarin-pl.eu  
2 http://ws.clarin-pl.eu/websty.shtml 
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The paper is structured as follows. First, related solutions are analysed. Next, the architecture of the 
language processing is presented.  It is followed by a detail description of the data analysis and 
visualization techniques. 

2. Related Work 

In spite of the long tradition of stylometry, there is only a limited number of online systems. The well 
known Voyant3 (Sinclair & Rockwell, 2012) is an online tool for the limited statistical analysis of texts 
supplemented with a good GUI and several visualisation methods. A range of NLP tools was added on 
the a basis of the Stanford CoreNLP (Manning et al., 2014), e.g., PN recognition. However, the 
functionality of Voyant is based mostly on tracing word forms and their relative frequencies across text 
and limited to English. Only simple statistical measures: tf.idf and Z-score are available to compare 
word forms vs. documents. Popular Stylo (Eder et al. 2016) is a library in the R programming language 
for different stylometric tasks. It is designed to analyse shallow morphological features (function words 
and letter n-grams) harvested from the locally stored plain text files, but it can also be used to analyse 
preprocessed corpora. The package offers both selected exploratory methods, and supervised Machine 
Learning (ML) algorithms. It needs to be locally installed. Mallet (McCallum, 2002) is an off-line 
document classification system working on the basis of machine learning, but it is mostly used for the 
topic analysis. 
Also, we can find on the Web a couple of simple online applications for the authorship attribution4, e.g. 
Signature (only word-level features) and AICBT (limited number of feature types for English). There is 
a number of off-line applications, like JGAAP (an entire processing workflow),  JStylo (McDonald et 
al., 2012) (rich set of feature types, recognition of obfuscation), and StyleTool (Maurer, 2017) (quite 
rudimentary). Neither of the discussed systems supports parallel processing of large amounts of data, 
nor they use multiple language tools and processing methods, and an advanced extraction of 
characteristic features. 

3. Language Processing Architecture 

A multi-user, web-based system generates problems related to the system availability and performance. 
The system should be scalable, responsive and available all the time. Language tools (LTs) have 
excessive CPU/memory consumption. Needless to say,  the number of users and/or tasks at a given time 
is fairly unpredictable, which makes the allocation of resources even more problematic. WebSty 
architecture is presented in Fig. 1. It is based on a service-oriented software idea (Bell, 2010), that has 
gained great popularity, according to which each LT is implemented as a microservice (Wolff, 2016) 
and run as a separate process with the pre-loaded data models. The number of microservices run in 
parallel is limited by hardware. Each type of LT has its own queue. NLP microservice collects tasks 
from a given queue and sends back messages when the results are available. 
The usage of microservices communicating via lightweight mechanisms solves the problems of a variety 
of programming languages used, and complexity of the tight integration. As the number of microservices 
run in parallel is limited by hardware, the queening system is crucial for the system performance and 
effective scalability. The most required and most frequently used LT microservices have to be run in 
several instances, and the queuing system acts as a load balancer. AMQP5 protocol for the lightweight 
communication mechanisms and RabbitMQ broker are applied. An additional server grants access from 
the Internet and works as a proxy for the core system delivering REST API to WebSty. This allows for 
easy integration with almost any kind of applications. The exchange of data between microservices, i.e., 
input/output of the LT tools is done via a network file system. It makes the integration of new LT tools 
easier since they are mostly designed in a manner in which they expect a file at their input and produce 
files on their output. 

                                                   
3 Voyant: http://docs.voyant-tools.org, CoreNLP:  https://nlp.stanford.edu/software/, Mallet: 
http://mallet.cs.umass.edu 
4 Signature: http://www.philocomp.net/humanities/signature.htm, JGAAP: https://github.com/evllabs/JGAAP, 
JStylo: https://psal.cs.drexel.edu/index.php/JStylo-Anonymouth, StyleTool: 
https://github.com/lnmaurer/StyleTool 
5 AMQP: https://www.amqp.org, RabbitMQ: https://www.rabbitmq.com 
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The most common approach to the communication with web applications, namely REST API (REST), 
is synchronous. A thread producing the request is blocked until the response has not been returned to 
the client. In the case of requests that can be served in short response time, it is a very useful solution. 
However, when the response time is increasing, this can cause errors. First of all, the number of threads 
on the server side is limited, so the increasing response time could result in approaching this limit. 
Secondly, a response longer than the HTTP client timeout (usually equal to 189 s) causes the timeout 
limit error on the client side and breaks the connection. Thus, the receiving of the results fails 
(Walkowiak, 2014). That is why we use asynchronous way of communication in a polling-like way in 
WebSty. The client (written in JavaScrip) keeps checking, whether the server has already finished the 
processing. To keep the user informed about the processing status, HTTP API provides the information 
concerning the advancement of processing in percentages.  The other problem with REST API can be 
caused by a large input data volume. To prevent this, we implemented different methods for uploading 
corpora. WebSty allows for loading text files one by one, in one ZIP file (for texts a ZIP file is usually 
ten times smaller than original documents).  In the case of really very large corpora, it is possible to 
download them first into a CLARIN-PL Cloud storage6 and next to inform WebSty (via REST API) 
about the corpus name in the cloud. 

 
Figure 1. Language processing architecture 

To achieve high availability, the system was deployed on a scalable hardware and software architecture 
that forms a private cloud (ten Blade Servers, connected by the fast fiber channel with highly scalable 
midrange virtual storage designed to consolidate workloads into a single system for the simplicity of 
management). XENServer controls each machine and forms a private cloud. Each frequently used NLP 
microservice is deployed on a separate virtual machine (Walkowiak, 2016). 
WebSty requires to run NLP and ML tools is a specific order. Very often this is not a simple chain of 
tools, but a workflow of tools (Walkowiak, 2017). Therefore, we developed (Walkowiak, 2018) a 
human-readable orchestration (Peltz, 2003) language, that allows for the description of the WebSty 
processing tasks. It is called Language Processing Modelling Notation (LPMN). An exemplar of the 
LPMN statement for WebSty is presented in Fig. 2.  Each microservice is defined by its name (for 
example: any2txt, tagger, fextor in Fig. 2).  Data can be loaded from different sources, which are defined 
by dedicated LPMN statements. For example urlzip in Fig. 2 definies the URL of a ZIP file with input 
corpus. A dedicated microservice (LPMN  engine in Fig. 1) is used to process LPMN tasks and acts as 
an orchestrator for other microservices.  
The LPMN engine processes tasks of different sizes and computational complexity. Therefore, it is 
needed to prevent every tasks from blocking the small ones. To achieve this, we added a dedicated 
scheduling algorithm that prevents large files and large corpora (including a large number of files) from 
blocking the NLP microservice queues in the message broker. The engine checks the queue size, and if 
it has exceeded a predefined threshold (different for large files and for large corpora), the processing 
(sending tasks to the queue) is delayed for a given amount of time.  As a result, simple tasks (for 
example: processing of one, small text file) are processed by LPMN engine in the time shorter than 6 s, 

                                                   
6 http://nextcloud.clarin-pl.eu  
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even if the LTC is busy with processing very large corpora. The experiments, showed that the delay 
caused by the scheduling algorithm is smaller than 1% of overall processing time.  
The LPMN engine registers tasks in the database (see Fig. 1). The recorded information allows for 
collecting statistics about the WebSty usage (see also the conclusions). 
urlzip("http://ws.clarin-
pl.eu/public/teksty/2mini.zip")|any2txt|div(20000)|tagger({"lang":"polish"}
)|fextor2({"features":"base interp_signs bigrams", 
"base_modification":"startlist","orth_modification":"startlist","lang": 
"ud","filters":{"base":[{"type":"lemma_stoplist","args":{"stoplist":"@resou
rces/fextor/ml/polish_base_startlist.txt"}}]}})|dir|out("output_fextor")| 
featfilt({"similarity":"cosine","weighting":"all:tf","filter":"min_tf-1 
min_df-1"})|cluto({"no_clusters":2,"analysis_type":"plottree"}) 

Figure 2. Exemplar LPMN for WebSty analysis 

4. Data Analysis

4.1 Basic options

WebSty development follows the CLARIN recommendations to make language tools available on 
Internet and develop research web based applications (Wittenburg et al., 2010), as a way to the 
elimination of the problems caused by the necessity of installing language tools (LTs) and possessing 
the required computational power. WebSty allows users to process data online without a need to bother 
about technicalities. However, some level of understanding the processing mechanisms is required to 
fully operate the application on the level of its user interface. 
The user interface has been developed in HTML5 and JavaScript technology, using REST web service 
to run and control the language processing workflow on the server side. Firstly, the user must select the 
language of the text to be analysed (Fig. 3). Next, the number of groups into which the input corpora 
will be divided by the assumed clustering algorithm (see Sec. 4.6). Moreover, the input texts can be 
automatically divided into smaller parts of the approximately equal size set up by the user.  
The key issues in the stylometric analysis are: definitions of features for the description of texts and 
methods for their further processing. WebSty offers a large set of features and weighting methods 
(presented in Sec. 4.3 and 4.5). Therefore, the four predefined sets of features and weightings are 
available for users, namely for the analysis of: Authorship, Grammatical style, Content and Classical 
Authorship (the last one is based on the most frequent words only). By selecting each of them the 
appropriate set of features and weighting methods is automatically set up for processing.  

Figure 3. Basic WebSty options 

4.2 Input data 

Documents can be uploaded in many formats, e.g. MS Word, PDF, plain texts etc. The format of each 
document is automatically detected and the text content extracted. For larger data sets, a connection 
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between WebSty and the D-Space-based7 public repository of CLARIN-PL was built: data sets 
deposited in the repository can be selected for processing in WebSty. However, due to the users’ 
demands, it is also possible to upload documents from a ZIP file identified by its URL or ZIP files that 
are locally stored on the user’s disk (the last option is limited concerning both the data volume and the 
number of files). In the case of very large corpora or private corpora (that are less convenient to be stored 
in the repository), users can also use the CLARIN Cloud – a NextCloud-based8 private storage provided 
by CLARIN-PL. To use it, the user has to first log into the CLARIN-PL single authorization system 
(Pol, et al. 2018), and next he can select files from the storage (Fig. 5). It is worth to emphasis that 
logging into CLARIN-PL is necessary only for accessing the CLARIN Cloud and some restricted 
resources in the repository, WebSty as a system is completely open. 

Figure 4. ZIP file input data interface 

Figure 5. Selecting input data from CLARIN Cloud research storage 

7 https://clarin-pl.eu/dspace/  
8 https://nextcloud.clarin-pl.eu 
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Figure 6. Feature selection panel 

4.3 Document features 

Text documents or their fragments (if the automatic division option has been switched on, see Fig. 3) 
are first converted into feature vectors of numerical values, which are next filtered, transformed and 
finally processed by the various data analysis methods. The ultimate goal is to group the vectors into 
similarity classes by the clustering algorithms (i.e. an unsupervised approach). 
The features are defined on the basis of the characteristic elements of the text linguistic structure and 
also of the document. The initial values of the features are frequencies of these elements. Next 
processing techniques are used to clean the vectors from noise and finally to compare them.  
The features should reveal properties of a text that are characteristic for its author and his style, and 
they should not be correlated with its semantic content. A feature can refer to any level of the language 
analysis but should be based only on LTs that express a relatively small error. WebSty (Fig. 6), 
implements features based on the frequency of: word forms (words in text), punctuation, lemmas (basic 
morphological forms), grammatical classes (a rich tagset), Parts of Speech (as sets of grammatical 
classes), grammatical categories, bigrams and trigrams of grammatical classes, and semantic types of 
proper names. The lemmas and grammatical classes are obtained by the application of a morpho-
syntactic tagger, occurrences and types of proper names come from a Named Entity Recogniser.  

4.4 Multilinguality 

WebSty was developed for Polish (Eder et al. 2017), and, initially, all grammatical features were based 
on the Polish National Corpus tagset9 (Przepiórkowski et al., 2012). Next, it has been expanded with 
support for English10. For this, we used spaCy11 package for PoS tagging and lemmatization (Honnibal, 
Johnson, 2015). This process was continued by converting WebSty architecture into a multilingual 
system. It was quite simple, because even in the original monolingual version of the system the phases 
of text preprocessing and feature extraction were separated and performed by the two different modules. 
In the multilingual version, a third module was introduced in between, as it has been assumed that the 
annotated text delivered on the input of the feature extraction module has the same annotation format 

9 http://nkjp.pl/poliqarp/help/ense2.html  
10 http://ws.clarin-pl.eu/webstyen.shtml?en 
11 https://spacy.io 
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independently from the language, see below. So the task of the third added module – a transformation 
module – is to convert the automatically annotated text obtained from the preprocessing into the format 
expected by the extraction module. 
As a result, the contemporary version of WebSty is capable of analysing texts in Polish, English, 
German, Russian, Hungarian and Spanish. The extension depends on the existing taggers and Named 
Entity Recognizers for the supported language. Due to the different tagsets used by the taggers, we 
selected Universal Tagset12 (Petrov et al., 2012) as the input format for the feature extraction. The 
transformation module converts the original tagest of a tagger (a native format) into Universal Tagset. 
As the size of the latter is limited, it expresses quite coarse-grained classification (especially in 
comparison to the PNC format), so the conversion is a lossy process which introduces some 
generalisation13. 
As a default tagger we use UDPipe14 (Straka & Straková, 2017) which has models trained for a large set 
of languages. In fact, we initially hoped to use UDPipe as the only and universal tool for preprocessing. 
However, the accuracy of tagging and lemmatization is significantly smaller than the one expressed by 
solutions dedicated to the individual languages. That is why, finally, whenever possible we use taggers 
dedicated for different languages and of better accuracy. For instance, for Polish WCRFT tagger 
(Radziszewski, 2013) with a converter from the NCP to Universal Tagset was selected and PurePos15 
tagger for Hungarian (Orosz & Novák, 2013). 

4.5 Filtering, weighting and similarity 

The features which are suspected to introduce too much noise or not be relevant to the goal of the 
analysis, can be filtered out on the basis of: their raw value (e.g., minimal number of documents), 
weighted value (after preprocessing) or their type (e.g., specified lemmas, grammatical classes, bigrams, 
etc.). 
Raw frequencies are often skewed, e.g., by the document length, document content, or by the general 
properties of a given very frequent lemma. WebSty (Fig. 7) offers several weighting methods: tf 
(normalised text frequency), tf.idf, vector normalisation, PMI (Pointwise Mutual Information) simple 
and discounted, and tscore. As the number of features can be very high, a few dimensionality reduction 
techniques were included: SVD (Singular Value Decomposition), LSA (Latent Semantic Analysis) 
(Landauer & Dumais, 1997) and Random projection. 

Figure 7. Filtering, weighting and similarity interface 

Text similarity is computed from transformed vectors by several measures: cosine, Dice, Jacquard, 
ratio (a heuristics measuring the average ratio of commonality), shd (a heuristics measuring the 

12 http://universaldependencies.org/u/pos/ 
13 Following an interesting suggestion of one of the reviewers, we can consider whether it is possible to process 
and compare texts in several languages in the same corpus, at the same time. Technically this is possible if only 
we limit the text representation only to the grammatical features. However, it should be noted that as stylometric 
methods can also be used to identify the source language of the translated texts, so we can expect that texts would 
be first clustered into groups corresponding to their languages. 
14 https://github.com/ufal/udpipe/ 
15 https://github.com/ppke-nlpg/purepos  
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precision of mutual rendering of the two vectors). Several data analysis algorithms are based on the 
distance measure between vectors:  

• Manhattan, Canberra, Euclidean,
• Simple (L1 on vectors normalised by a square root function) (Eder, 2016)
• Burrows’s Delta,
• Argamon (Euclidean distance combined with Z-score normalisation),
• and Eder’s delta (Eder, 2016).

WebSty also provides psychologically motivated conversion of similarity to a distance measure by arc 
cosine function. 

4.7 Clustering 

For clustering vectors, the combined agglomerative-flat clustering method from Cluto (Zhao & 
Karypis, 2005) was selected as it merges two perspectives: a pairwise hierarchy of similarity and a flat 
division into a predefined, expected number of clusters. The clustering is controlled by the three 
parameters: a number of clusters, a similarity measure and a clustering criterion function. A proper 
selection of the criterion function is a complicated issue. Thus, some ready to use defaults are provided 
in WebSty. 

5. Data Visualisation and Exploration

The data analysis process produces (Fig. 8): similarity/distance values between texts (documents or 
parts) represented by a 2D matrix and the created clusters. The latter can be downloaded as an XLSX 
file or presented in a graphical form as a dynamic dendrogram – an interactive binary tree, whose 
nodes (individual texts or subtrees) can be collapsed or unfolded (JavaScript and D3.js16 library). The 
similarity results are presented as: a heatmap (a matrix showing similarity by colours, see Fig. 9) and 
a schemaball. In the schemaball plot (Fig. 10) the user can select a file name and analyse the similarity 
of texts by presented connections, their colour, and thickness. For larger text collections, a 
multidimensional scaling can be very helpful to visualise a set of multidimensional vectors in 2D or 3D 
space (interactive presentation). WebSty offers four methods of the multidimensional scaling:   

• metric – preserving distances,
• non-metric – preserving orders in distances, t-distributed Stochastic Neighbor Embedding

(Maaten et al., 2008) – preserving similarities,
• and spectral embedding (Belkin et al., 2003) – preserving the local neighbourhood.

Results after scaling are presented (Fig. 11) as points in the 2D space (3D.js library) or in the 3D space. 
The interactive 3D plot utilises the three.js library, based on WebGL and using the user’s graphic card 
3D acceleration. 
In response to the frequent users’ questions: what features are responsible for determining a given 
cluster, we added a module for the selection of important features (Fig. 12). It is based on a set of 
statistical and ML-based methods. It also assumes that enough training data is provided. The 
implemented methods include: statistical tests (for example Mann-Whitney), information metrics (for 
example InfoGain), recursive feature elimination using supervised classifiers (like Naive Bayes) and 
feature importance assessment implemented by the tree-based classifiers, e.g. Random Forest. 

16 D3.js: https://d3js.org/, Three: https://threejs.org/, WebGL: 
http://www.khronos.org/registry/webgl/specs/latest/ 
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Figure. 8. WebSty results interface 

Figure 9. Similarity results in the form of a heatmap (5 books of 2 Hungarian authors, divided into 
chunks of size 20kB, coloured according to the book titles) 
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Figure 10. Similarity results in the form of a schemaball (the same corpus as in Fig. 9) 

 

Figure 11. Distance results in the form of 2D plot (5 books of 2 Hungarian authors, divided into 
chunks of size 20kB, visualised using t-distributed Stochastic Neighbor Embedding) 
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Example results of the selection of the important features for the corpora of 5 books of 2 Hungarian 
authors (Peter Esterhazy and Magda Szabo), divided into chunks of the size 80kB) by the Mann-
Whitney statistical test are presented in Tab. 1. 
 

Feature p-value Mean in Std in Mean out Std outside 

base:csak 6.35E-10 0.008345 0.030443165 0.425654 0.102972377 

base:míg 9.13E-10 0.02729 0.087679375 0.725347 0.241345316 

bigrams:SCONJ_PROPN 2.62E-09 0.019812 0.047598872 0.557377 0.284573009 

base:mikor 3.05E-09 0.007198 0.032770479 0.780015 0.378869513 

bigrams:SCONJ_VERB 3.67E-09 0.017319 0.045162571 0.370154 0.15555791 

base:aki 6.01E-09 0.015045 0.039769617 0.430457 0.174866081 

base:ha 1.9E-08 0.033247 0.0841063 0.340515 0.127223237 

base:közül 2.86E-08 0.013428 0.064323646 0.754823 0.4528463 

bigrams:PRON_PROPN 4.79E-08 0.022123 0.093301757 0.505833 0.305402958 

base:fel 5.34E-08 0.059155 0.111206063 0.609583 0.27429157 

base:vele 6.19E-08 0.021742 0.073760873 0.527269 0.316427109 

Table 1 Most important features that differentiate Peter Esterhazy from Magda Szabo (identified 
by the Mann-Whitney test) 

6. Conclusions and further development 

WebSty was implemented as a part of the CLARIN-PL infrastructure and made publicly available. Some 
features, like the connection to the repository and the cloud storage, are dedicated to the CLARIN-PL 
users. WebSty (different versions) has been already applied to several research tasks from the area of 
SS&H, as well as used in teaching. Among its applications, it is worth mentioning the literary analysis 
of the styles of web blogs (Maryl et al., 2016). 
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Figure 12. Importance of features interface 

During the last seven months (from September 2017 to March 2018) WebSty processed ca. 2900 sets of 
text documents. This was 9.8 GB of texts in total, and more than 840,000  files. The largest data set 
consisted of ca 19,000 files and the largest one concerning its size included ca. 170 MB.  
Due to the asynchronous communication and the scalable architecture based on microservices, WebSty 
allows for processing corpora of really large sizes. There are three factors that limit the size of an input 
dataset. First of all, the maximum file size (in practice 2GB of zipped text corpus) that can be uploaded 
to CLARIN-PL file repository17. Secondly, the patience of a user can determine the maximal processing 
time. Up till now the longest processing in WebSty was equal to 18 hours. Thirdly, the memory required 
to keep raw frequencies matrix. This is the most limiting factor. Now, we have assigned 64 GB of 
memory to virtual machines that host microservice instances responsible for processing raw frequencies 
matrix.  The size of such a matrix depends on the number of files in the given dataset and the number of 
features used for the documents. That is why the most extensive feature types (all word forms or all 
word lemmas) are not available in the GUI. In the case of choosing recommended features (selected by 
default in GUI) the limit is ca. 500,000 files in one corpus.     
So far, a proper usability evaluation has not been performed for WebSty. Its fast and continuous 
evolution was one of the reasons for this. However, only during the last year, WebSty was used during 
three large CLARIN-PL training workshop by more than 100 users (the vast majority of them were 
scholars from SS&H) under the careful observation of the WebSty developers. The experience collected 
during such classes was the main source of inspiration for the changes and expansions introduced. 
Nevertheless, proper usability evaluation is planned to be conducted. 
WebSty has been so far focused on unsupervised processing by clustering. We are working on an 
extended version offering support for applications of the supervised approach in which classifiers are 
trained by ML on the basis of manually annotated data sets, e.g., sets of texts annotated with the authors’ 
names. We also working on extending WebSty to a system enabling unsupervised and supervised 
semantic analysis of text data sets, e.g., identification of text fragments that are related to situations of 
specific types or specific phenomena. Topic analysis will also be included into WebSty as a tool of the 
double roles: a tool by itself and also as a tool for data preprocessing. 
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