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Preface

The workshop series on Natural Language Processing (NLP) for Computer-Assisted Language Learning (NLP4CALL) is a meeting place for researchers working on the integration of Natural Language Processing and Speech Technologies in CALL systems and exploring the theoretical and methodological issues arising in this connection. The latter includes, among others, the integration of insights from Second Language Acquisition (SLA) research, and the promotion of “Computational SLA” through setting up Second Language research infrastructures.

The intersection of Natural Language Processing (or Language Technology / Computational Linguistics) and Speech Technology with Computer-Assisted Language Learning (CALL) brings “understanding” of language to CALL tools, thus making CALL intelligent. This fact has given the name for this area of research – Intelligent CALL, or for short, ICALL. As the definition suggests, apart from having excellent knowledge of Natural Language Processing and/or Speech Technology, ICALL researchers need good insights into second language acquisition theories and practices, as well as knowledge of second language pedagogy and didactics. This workshop therefore invites a wide range of ICALL-relevant research, including studies where NLP-enriched tools are used for testing SLA and pedagogical theories, and vice versa, where SLA theories, pedagogical practices or empirical data and modelled in ICALL tools. The NLP4CALL workshop series is aimed at bringing together competences from these areas for sharing experiences and brainstorming around the future of the field.

We invited submissions:

- that describe research directly aimed at ICALL
- that demonstrate actual or discuss the potential use of existing Language and Speech Technologies or resources for language learning
- that describe the ongoing development of resources and tools with potential usage in ICALL, either directly in interactive applications, or indirectly in materials, application, or curriculum development, e.g. learning material generation, assessment of learner texts and responses, individualized learning solutions, provision of feedback
- that discuss challenges and/or research agenda for ICALL
- that describe empirical studies on language learner data

This year a special focus was given to work done on second language vocabulary and grammar profiling, as well as the use of crowdsourcing for creating, collecting, and curating data in NLP projects. We encouraged paper presentations and software demonstrations describing the above-mentioned themes primarily, but not exclusively, for the Nordic languages.

A new feature in this year’s workshop is the special research notes session. This session included short talks about ongoing unfinished research that collaborating teams were eager to discuss with the community and get feedback. We tested this feature for the first time with an intention to evaluate its impact and utility for future uses. This time around, we did not circulate a separate call for papers/abstracts but selected for inclusion in the session the papers that were rejected but had at least one positive review. Additionally, we invited two moderators, Torsten Zesch and Johannes Graëen, each of whom was also given the possibility to present ongoing research.

This year, we had the pleasure to welcome two invited speakers: Mark Brenchley (Cambridge Assessment English) and Magali Paquot (Université catholique de Louvain).

Dr Mark Brenchley is Senior Research Manager at Cambridge Assessment English. Mark manages research supporting the development and validation of Cambridge English products in the areas of speaking and writing, as well as vocabulary and grammar more broadly. He specialises in the application of corpus-based methodologies and is responsible for maintaining and developing the
company’s internal corpus architecture, including the Cambridge Learner Corpus. His current work, in particular, focuses on the development and validation of auto-marking technologies.

In his talk, What is an NLP NLP? Considerations from an L2 Assessment Perspective, he offered a more philosophical perspective on the role of NLP in second language assessment, focusing on the question of what it might actually mean for something to be an "NLP NLP"; that is, a natural language processed, natural language profile. In general, he explored the relationship between NLP and L2 profiles with regard to the wider notion of validity as a key assessment concept.

Dr Magali Paquot is an FNRS research associate at the Centre for English Corpus Linguistics, UCLouvain. She specializes in the use of learner corpora to study key topics in SLA and is particularly interested in methodological issues. She is co-editor in chief of the International Journal of Learner Corpus Research and one of the founding members of the Learner Corpus Research Association.

In her talk, Crowdsourcing as a means to democratize access to L2 enriched data: the case of L2 proficiency, she reported on the first results of the Crowdsourcing Language Assessment Project (CLAP), which aims to investigate whether crowdsourcing can offer practical solutions to the time and cost difficulties often associated with foreign language proficiency assessment. More specifically, CLAP explores whether and how a crowd of people can be used to assess learner texts reliably and validly.

Previous workshops

This workshop follows a series of workshops on NLP4CALL organized by the NEALT Special Interest Group on Intelligent Computer-Assisted Language Learning (SIG-ICALL\(^\text{1}\)). The workshop series has previously been financed by the Center for Language Technology at the University of Gothenburg, the SwELL project\(^\text{2}\), and the Swedish Research Council’s conference grant. Currently the funding comes from Språkbanken Text\(^\text{3}\) and the L2 profiling project\(^\text{4}\).

Submissions to the nine workshop editions have targeted a wide range of languages, ranging from well-resourced languages (Chinese, German, English, French, Portuguese, Russian, Spanish) to lesser-resourced languages (Erzya, Arabic, Estonian, Irish, Komi-Zyrian, Meadow Mari, Saami, Udmurt, Võro). Among these, several Nordic languages have been targeted, namely Danish, Estonian, Finnish, Icelandic, Norwegian, Saami, Swedish and Võro. The wide scope of the workshop is also evident in the affiliations of the participating authors as illustrated in Table 1.

<table>
<thead>
<tr>
<th>Country</th>
<th>2012-2020 (# speaker/co-author affiliations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>1</td>
</tr>
<tr>
<td>Australia</td>
<td>2</td>
</tr>
<tr>
<td>Belgium</td>
<td>5</td>
</tr>
<tr>
<td>Canada</td>
<td>4</td>
</tr>
<tr>
<td>Denmark</td>
<td>3</td>
</tr>
<tr>
<td>Egypt</td>
<td>1</td>
</tr>
<tr>
<td>Estonia</td>
<td>3</td>
</tr>
<tr>
<td>Finland</td>
<td>9</td>
</tr>
<tr>
<td>France</td>
<td>9</td>
</tr>
</tbody>
</table>

\(^{1}\) https://spraakbanken.gu.se/en/research/themes/icall/sig-icall

\(^{2}\) https://spraakbanken.gu.se/en/projects/swell

\(^{3}\) https://spraakbanken.gu.se

\(^{4}\) https://spraakbanken.gu.se/en/projects/l2profiles
Table 1. NLP4CALL speakers’ and co-authors’ affiliations, 2012-2020

<table>
<thead>
<tr>
<th>Country</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>79</td>
</tr>
<tr>
<td>Iceland</td>
<td>4</td>
</tr>
<tr>
<td>Ireland</td>
<td>2</td>
</tr>
<tr>
<td>Japan</td>
<td>2</td>
</tr>
<tr>
<td>Lithuania</td>
<td>1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2</td>
</tr>
<tr>
<td>Norway</td>
<td>13</td>
</tr>
<tr>
<td>Portugal</td>
<td>5</td>
</tr>
<tr>
<td>Russia</td>
<td>10</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1</td>
</tr>
<tr>
<td>Spain</td>
<td>3</td>
</tr>
<tr>
<td>Sweden</td>
<td>64</td>
</tr>
<tr>
<td>Switzerland</td>
<td>10</td>
</tr>
<tr>
<td>UK</td>
<td>2</td>
</tr>
<tr>
<td>US</td>
<td>7</td>
</tr>
</tbody>
</table>

The acceptance rate has varied between 50% and 77%, the average being 65% (see Table 2).

Although the acceptance rate is rather high, the reviewing process has always been very rigorous with two to three double-blind reviews per submission. This indicates that submissions to the workshop have usually been of high quality.

Table 2: Submissions and acceptance rates, 2012-2020

<table>
<thead>
<tr>
<th>Workshop year</th>
<th>Submitted</th>
<th>Accepted</th>
<th>Acceptance rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>12</td>
<td>8</td>
<td>67%</td>
</tr>
<tr>
<td>2013</td>
<td>8</td>
<td>4</td>
<td>50%</td>
</tr>
<tr>
<td>2014</td>
<td>13</td>
<td>10</td>
<td>77%</td>
</tr>
<tr>
<td>2015</td>
<td>9</td>
<td>6</td>
<td>67%</td>
</tr>
<tr>
<td>2016</td>
<td>14</td>
<td>10</td>
<td>72%</td>
</tr>
<tr>
<td>2017</td>
<td>13</td>
<td>7</td>
<td>54%</td>
</tr>
<tr>
<td>2018</td>
<td>16</td>
<td>11</td>
<td>69%</td>
</tr>
<tr>
<td>2019</td>
<td>16</td>
<td>10</td>
<td>63%</td>
</tr>
<tr>
<td>2020</td>
<td>7</td>
<td>4</td>
<td>57%</td>
</tr>
</tbody>
</table>

We would like to thank our Program Committee for providing detailed feedback for the reviewed papers:

- Lars Ahrenberg, Linköping University, Sweden
- David Alfter, University of Gothenburg, Sweden
- Claudia Borg, University of Malta, Malta
- António Branco, Universidade de Lisboa, Portugal
- Mark Brenchley, Cambridge Assessment English, UK
- Jill Burstein, Educational Testing Service, US
- Andrew Caines, University of Cambridge, UK
- Xiaobin Chen, Universität Tübingen, Germany
- Kordula de Kuthy, Universität Tübingen, Germany
- Simon Dobnik, University of Gothenburg, Sweden
- Thomas François, Université catholique de Louvain, Belgium
- Johannes Graën, University of Gothenburg, Sweden and Universitat Pompeu Fabra, Spain
- Andrea Horbach, University of Duisburg-Essen, Germany
- Herbert Lange, University of Gothenburg, Sweden and Chalmers Institute of Technology, Sweden
We intend to continue this workshop series, which so far has been the only ICALL-relevant recurring event based in the Nordic countries. Our intention is to co-locate the workshop series with the two major LT events in Scandinavia, SLTC (the Swedish Language Technology Conference) and NoDaLiDa (Nordic Conference on Computational Linguistics), thus making this workshop an annual event. Through this workshop, we intend to profile ICALL research in Nordic countries as well as beyond, and we aim at providing a dissemination venue for researchers active in this area.

Workshop website:
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This paper investigates a general framework for synchronous educational language games that simultaneously allows researchers to crowdsource learner answers in a controlled environment. Our prototype Substituto allows teachers and students to interact in real-time while undergoing language learning exercises; ensuring that the learner’s progress is not hurt by the introduction of crowdsourcing elements. We evaluate Substituto with a small-scale user study that focuses on training the use of English verb-particle constructions (VPCs), such as break down or take over, and test their use with second language learners of English of different proficiency levels over five pilot sessions. With the study we aim to ensure that our prototypical implementation behaves as expected and to identify any major design flaws that should be addressed. The preliminary results we achieved in order to evaluate the educational value, the user experience and the crowdsourcing capacity of Substituto confirm that it has the potential to become a valuable asset for language learning, a pleasant learning instrument and a crowdsourcing tool for collecting linguistic knowledge.

1 Introduction

In the last few years there has been a substantial growth in the number of language learning educational tools, and recent works have shown the importance of gamification and more specifically how game-based student response systems (SRS) help foster student motivation, engagement and learning (Turan and Meral, 2018; Göksun and Gürsoy, 2019). The main problem behind such systems is that teachers – usually with only little control over such tools – no longer play a central part in the educational process, and consequently, are not able to provide students with appropriate feedback and assist them in their progress. On the other hand, handing the teachers complete control over learning tools may place too much burden on them in constructing learning materials and would essentially resolve into a traditional, no-technology approach to education.

With Substituto as our prototype, we present an innovative language game framework that strikes a balance between these two challenges of game-based learning. Driven by well-established NLP technologies it addresses this issue as a game which proposes automatically generated learning content but at the same time involves teachers as moderators and allows them to guide their students through each round. The implemented system enables a teacher to interact in real-time with a group of students either in a virtual setting or a physical classroom scenario.

From an NLP perspective, engaging in the development of educational applications is not restricted to providing tools to real-life use cases, as illustrated by Litman (2016) and Settles et al. (2018). It is also an opportunity to collect students’ and teachers’ input, which can be used to construct robust NLP resources (e.g., annotated corpora) and educational datasets. While this is a long-term objective of this work, its success is strongly determined by demonstrating its value to education and foster adoption by users. Accordingly, the aim of
the preliminary evaluation was to test the game and confirm its educational value and user experience while observing its potential for crowdsourcing in real-world language learning settings.

In this work, we focus on a single type of exercises for learning English verb-particle constructions (VPCs) in context (such as give in, check out and come along). Students are presented with sentences containing one VPC for which they have to simultaneously find an appropriate synonym (e.g., one or multiple words expressing an identical meaning that is also syntactically appropriate within the context). After submitting their answer, students are shown all the responses given in class and are asked to choose one they approve of (excluding their own response). The teacher then validates the responses by highlighting all the correct answers and points are awarded to students whose answers or votes match the teacher’s choice.

The paper is structured as follows. After discussing related work in section 2, we describe the language learning exercise as well as our selection process in section 3. In section 4, we provide details about the application itself. Section 5 introduces the setup of our investigative experiments – carried out in real classroom settings – and provides analysis from a teacher’s, data practitioner’s, and user’s perspective. Our paper concludes in section 6 with a discussion of open challenges and potential future use cases of Substituto.

2 Related Work

Recent years have witnessed a noticeable increase in the use of student response systems (SRS) which allow instructors to pose questions and gather students’ responses during a lecture automatically. Studies investigating SRS reported enhanced student engagement (Wang et al., 2008; Mula and Kavanagh, 2009; Patterson et al., 2010; Wang, 2015; Licorish et al., 2017). It has also been shown by Turan and Meral (2018) and Göksun and Gürsoy (2019) that game-based SRS increase the achievement and engagement and decrease the test anxiety levels when compared to non-game-based SRS. It is worth pointing out that SRS in the literature are mostly click-based systems. This makes the investigation of SRS with open answers or no predefined correct answer a new area to explore in teaching. Truong (2016) reviews 51 studies related to adaptive e-learning systems with regard to learning styles and concludes that educational games are still at their early stages.

Gamification in learning games is an important and promising phenomenon (Sangati et al., 2015; Lafourcade et al., 2015). Creative approaches are especially welcome for language learning applications to trigger different learning styles.

Siyanova-Chanturia (2017) discusses the teaching and learning of MWEs as L2. Boers et al. (2017) examined the impact of textual enhancement (i.e., drawing the learner’s attention to MWEs by physically manipulating certain aspects of the text to make them easily noticed) on the acquisition of MWEs for L2 learners and showed its positive impact. VPCs are a subtype of multiword expressions (MWEs) which pose interesting challenges for NLP, linguistics and language learning (Hernández, 2019).

Lastly, approaches that combine language learning and crowdsourcing have recently received increasing attention (Lyding et al., 2018; Ageri et al., 2018; Chinkina et al., 2020). For example, Rodosthenous et al. (2019), Lyding et al. (2019) and Rodosthenous et al. (2020), describe a vocabulary trainer with automatically generated content from a semantic network called ConceptNet (Speer et al., 2017) that crowdsources the answers to improve ConceptNet. Substituto partially follows the implicit crowdsourcing paradigm described by Nicolas et al. (2020) to improve NLP datasets that serve as a basis for language learning exercises by utilizing the respective learner answers. The difference of Substituto is that it also involves teachers to serve as supervisors in-between automatically generated exercises and students which allows us to crowdsourcing additional feedback from experts.

3 Exercise Generation

Although our proposed system can be used for any form of text completion or substitution exercise, we restrict our initial setup for demonstration and testing to the specific use-case of VPC replacement in sentences. VPCs, also known as phrasal verbs, are challenging for non-native speakers mainly because of their non-compositional semantics, which largely means that learners must memorize VPCs as holistic units in addition to learning their syntactic, semantic, and pragmatic use in sentence context. Through pedagogical tools like Substituto, students can familiarize themselves with the au-
The goal of the exercises we created is to replace the highlighted VPC with an appropriate synonym which is then evaluated by a teacher. Similar to Boers et al. (2017) we also use textual enhancement for VPCs by bold-facing them. To make our application available to a wide range of users, it is essential to include an automated preprocessing pipeline that allows us to provide good exercise suggestions extracted from various sources (in our case books) to the teachers and allows to scale up the exercise generation at any moment as needed.

As a starting point for such an automated procedure to select appropriate sentences for the exercises, we implemented a pre-processing pipeline shown in Figure 1. As our source texts, we selected books from contemporary English literature with Lexile levels of 700 to 1200L and recommendations from Oxford Readers Collections (2015). This reflects B1 difficulty based on the Common European Framework of References for Languages (CEFR). A VPC list of appropriate difficulty is extracted using the English Vocabulary Profile.³ To extract the sentences which include our target VPCs, we first generate a lemmatized version of a sentence using spaCy (Honnibal and Montani, 2017) for all sentences which do not exceed a maximum number of 25 tokens including punctuation to ensure a good readability on a smartphone. We then filter for sentences which contain a VPC from our predefined list. This allows teachers to select only VPCs which fit their current syllabus to match their classes’ proficiency. Afterwards, we apply a set of filter functions to remove sentences which are incomplete or are badly formatted.

**Manual Filtering.** Although the post-filtering process removes around 40% of the initially extracted sentences, some problematic cases were difficult to address automatically and had to be filtered-out manually (to be addressed in future work). The most relevant encountered issues are:

- Presence of inappropriate or vulgar content.
- Presence of words that require higher-level language proficiency.
- Insufficient context to disambiguate the VPC.
- The sentence contains a word sequence which is homographic to a VPC but it is not a VPC.⁴

For our preliminary study, the participating teachers hand-picked 15 sentences with 15 corresponding VPCs (3 exercise sets of 5 sentences each) that would fit well into their students’ curriculum.⁵

### 4 System Description

The idea behind Substituto is inspired by an existing, turn-based game called PLAGIO⁶ where players take turns in choosing the beginning of a sentence from a book and the others complete it. Next, all collected completions (including the original) are displayed and participants try to guess the original continuation. Each player will gain a point if they correctly guessed the original completion, otherwise they will give the point to the player who wrote that completion. PLAGIO finally distributes points for correct guesses of the original sentence and substitutions voted by others. Players earn points by guessing the original sentence and each vote for their provided substitution.

---

³For instance: “What I see under the microscopes are cells sluggishly trying to reconstruct breaks in their walls” with the underlined word being a noun.

⁴The complete list of VPCs is: break down, break in, break up, check out, come along, come out, end up, fall down, fall over, get in, get on, get out, give in, go away, go down.


---

³https://www.englishprofile.org
The interactive game has been implemented as a ChatBot using the Telegram Bot API.\footnote{https://core.telegram.org/bots/api} This enabled us to speed up development by focusing primarily on the game logic while using the built-in interface available in the messaging application, with keyboard buttons and commands.

Before starting a game, both the teacher and the students have to login to Telegram and search for the bot.\footnote{A running demo is provided in https://gitlab.com/substituto/nlp4call2020} Then the teacher has to create a game session by choosing a game name and communicate it to the students so that they can access the same session. Finally, the teacher chooses the exercise set to use in the game.

Each game is divided into five rounds (one per VPC in the exercise set) with each round being composed of four phases (cf. Figure 2):

1. A specific sentence from the exercise set is automatically selected and displayed to all participants, with the VPC in boldface.

2. Students type in a synonym of the VPC as a replacement in the given context, preserving the meaning.

3. Students then vote for a synonym suggested by another student or indicate that no other suggested synonym is correct. They cannot approve their own answers and identical answers are displayed only once.

4. Finally, the teacher validates which answers are correct (possibly none, or more than one). Students receive points at the end of each round, rewarding both their productive and receptive language skills. They receive two points for suggesting a correct synonym. During voting, one point is awarded for selecting a synonym that has been approved by the teacher. In case no synonym is deemed correct, only voting “None” is awarded one point. All incorrect votes get a penalty point.

Before the next round starts, the game is put on hold; allowing the teacher to interact with the students and discuss the solved exercise. The game provides a built-in /chat command that enables participants (students and teacher) to communicate with each other in a group chat that is visible for everyone; allowing teachers to openly engage with the students and provide appropriate hints if they notice that their students have difficulties with an exercise. This is particularly relevant when the game is held virtually without using other ways of interaction such as with a parallel virtual conference or a separate group chat.

5 User Study

In order to investigate the viability of Substituto in real-world teaching scenarios and make preliminary evaluations in terms of educational value, crowdsourcing capacity and user experience, we have conducted five pilot test sessions involving a total number of 26 participants (20 unique students), as reported in Table 1. The tests were conducted in a virtual classroom setting using a parallel video conference setup, with each participant using their own device. Figure 3 shows the teacher’s perspective of Substituto during one pilot session.

The first pilot test comprised five university stu-
students whose first language is Filipino but have high English proficiency, ranging from B1 to B2. They completed all rounds of two VPC exercise sets within 40 minutes. The second pilot test was conducted with four Filipino students with A2 to B1 English proficiency and only one exercise set was completed. The third group of students comprised seven students with different L1 backgrounds (Portuguese, Farsi and Romanian) and C1 proficiency. They finished three rounds of one exercise set in 30 minutes. The fourth pilot test was conducted with four Filipino students with varying English proficiency levels, from A2 to B2. The last test comprised six of the seven students in the third pilot test. They completed all five rounds of one exercise set in one hour.

5.1 Educational Analysis

Our preliminary evaluation suggests that Substituto could indeed be useful in a real-world scenario with regards to educational value. We discuss hereafter the teachers’ observations in terms of user engagements, quality of student responses, their capacity to evaluate different options and overall learning opportunities. Later in Section 6, we discuss how we intend to further explore the educational value in a quantitative manner.

With respect to user engagement, students were generally engaged during the game and those who were already familiar with each other showed higher levels of engagement – cheering on those who gave good answers or expressing their frustration for not getting a point. There was also much interaction, both between the teacher and students and among students themselves. The teacher would give feedback after each round and students would clarify and discuss the responses. The time spent on feedback and discussion determined the game’s pace.

In terms of the quality of student responses,
groups with higher average proficiency, as was the case with the students from the first, third, and fifth session, demonstrated a greater variety of correct answers. In such cases, the teacher-student interaction served the purpose of exploring the sentence context to clarify why some answers may have been more correct than others. For those groups with lower average proficiency, there was less variety and some instances where the literal synonym would be given rather than the contextualized one, as if students had consulted a thesaurus without understanding the word’s correct use. For example, given the sentence “He mostly walks around the roof trying to keep people from breaking in”, with “breaking in” as the target VPC, one response was “ barging in”, while another was “interrupt”. While these two are synonyms of “breaking in”, they do not fit the context of the sentence. This became an opportunity for the teacher to discuss the importance of context when looking for synonyms.

Regarding the ability of students to evaluate different options, teachers observed that giving students the chance to see correct responses of their fellow students constitutes a valuable learning opportunity that serves to increase their creative use of language. The point system encourages students to give the best possible response but it also triggers discussion among students who feel the need to understand why some answers are better than others. Teachers made use of the chat option to give feedback on student responses; but it was also used to cheer on those who were leading and encourage those who were trailing behind. Being able to trace responses to those who answered them was helpful in monitoring their progress, especially for students who are struggling.

More problematic aspects however have also been identified. With respect to the evaluation of multiple answers, the game allows the selection of more than one correct response, but they all receive the same number of points. This may not reflect “degrees of correctness”, where some answers, aside from being correct, reveal a higher level of proficiency that might merit higher points. With respect to the examples, common to all sessions was the difficulty in replacing certain VPCs due to the sentence structure, particularly those VPCs that were followed by a preposition. For example, in the third group, given the sentence: “All at once the clear voice of Reepicheep broke in upon the silence”, students had difficulty replacing “broke in” with other synonyms due to the prepositional clause “upon the silence”, which has a more restricted use. Another observation noted the sentence complexity of the literary sources. Despite the VPCs and reading material being on-level for B1 learners, they were still too challenging for some students.

In terms of learning opportunities, teachers observed during the pilot sessions that the game is more than a vocabulary expansion tool for L2 learners, offering various other learning opportunities. It develops teaching comprehension skills, in so far as students need to fully understand the written examples so as to find an adequate synonym. Because the replacement must both be meaningful and adjusted to the given sentence structure, the game also exercises the students’ grammatically correct use of verb forms within context. During the teacher-student discussion time, issues concerning the adequacy of the students’ answers (e.g., style, collocation, denotation vs. connotation) were addressed and clarified, promoting language awareness raising opportunities. By and large, the teacher plays a salient role in the learning process, by encouraging class-appropriate discussion and offering real-time and individualized feedback to students.

### 5.2 Crowdsourcing Analysis

To evaluate the effectiveness of our prototype Substituto in a peer-reviewed learning setup without the teacher’s assessment (i.e., an expert opinion), we investigated different levels of student feedback (their answers and votes) to identify correct answers. Our claim is that the collected answers can be used to obtain expert quality labels for a learner-crowdsourced corpus. Due to the restricted exercise context, the students’ answers may overlap; resulting in $\approx 0.75$ diverse answers per student and...
exercise. This allowed us to not only consider the number of votes for each answer but also to take into account how often an answer was provided by several students.

We identified correct answers using different thresholds \( n \) and computed by how much they agree with the teacher’s assessment, e.g., an agreement of 0.66 at \( n = 2 \) votes shows that 66% of the answers which got 2 or more votes were correct.\(^9\) The yellow curve in figure 4 shows that using the students’ votes leads to substantially more correct answers than only using the answer quantity (blue) or the sum of answer quantity and vote (red).

We observed a similar outcome when conducting a simple majority vote (tied votes were treated as multiple correct labels) for each exercise as the averaged agreement shows (dashed lines). Collecting the students’ votes has an additional advantage; we observed that 73% of the answers with zero votes were also identified as incorrect by the teachers.

Our preliminary results seem to confirm the possibility that collecting more answers and votes, and aggregating them allows us to either build a dataset to provide automatic feedback or to use the aggregated knowledge for upgrading semantic-oriented datasets describing, among other things, synonymy relation between words (e.g., semantic networks such as ConceptNet) or datasets focusing on using synonyms in context (e.g., datasets for automated paraphrasing). We will further discuss the possibility of compiling a gold standard, the required amount of answers to achieve a certain quality, and how to efficiently combine answers of teachers and learners in section 6.

5.3 User Experience Analysis

After concluding the pilot tests all 20 students provided feedback through a structured online survey. The survey addressed (1) the overall experience of using the game, (2) the interaction with the application, and (3) the learning experience. The questionnaire combined multiple-choice answers and open questions. Overall, the evaluation of the students was very positive. 90% of the respondents enjoyed working with Substituto indicating that drawing inspiration from an existing game was a good choice. They particularly liked the gaming aspect and appreciated very much reading the answers of other learners and the feedback provided after each exercise. 75% of the users were positive that the game helped them to improve their verb usage skills. All users confirmed that they were able to follow the instructions and operate the Substituto, while some users commented that the point system was not clear. Also, most respondents appreciated the appearance of the game, and some highlighted positively the scoreboard and status updates.

6 Conclusion and Future Work

This paper presents Substituto, an online language game that promotes synchronous interaction between teachers and students in a virtual or physical setting while providing the possibility to perform crowdsourcing. The system prototype is in a stable version that supports parallel game sessions and an unlimited number of students for peer-reviewed learning scenarios. We tested the system in five pilot sessions carried out in actual educational environments. Our preliminary study and the results we obtained in terms of educational value, crowdsourcing potential and user experience indicate that Substituto has the potential to become a valuable asset for language learning as a pleasant learning instrument and a crowdsourcing tool that can be used in order to collect linguistic knowledge.

We further plan to address several improvements of Substituto. Whereas we manually selected a set of sentences in our user study, we plan to improve the NLP module for automated sentence retrieval (1) to generate the list of relevant exercises with higher accuracy, and (2) to assess the sentence complexity, which would allow us to tailor exercises to students from a wide range of language proficiency levels. Other mechanisms to control the exercise difficulty include inverting the current task and asking students to find VPC synonyms for non-VPC words – which we expect to result in more difficult exercises – and including other linguistic resources like ConceptNet (Speer et al., 2017) during generation. In addition, we also foresee to use annotated corpora for the exercise generation, such as for example the PARSEME corpus (Ramisch et al., 2018), which is manually annotated for verbal MWEs. Furthermore, as automated methods cannot fully cover the selection of unsuitable sentences, we will include the possibility for teachers to skip any exercise at the beginning of each round. Following suggestions of teachers from our study, we plan to allow them to distribute bonus points.

\(^9\)Note that in our pilot sessions, the maximum possible number of votes is \( n = 6 \).
to reward answers that reveal higher proficiency or creativity.

Aside from improving Substituto itself, we intend to conduct more grounded evaluations to confirm our preliminary results. With respect to educational value, a classic strategy would be to work with control groups and compare the improvement of the learning capacity of Substituto against other baselines. Such an approach requires groups of students that are truly comparable to perform evaluations in equivalent conditions, which by themselves are two difficult challenges to tackle. We therefore intend to proceed differently and in a more indirect fashion by involving and formally interviewing a larger number of teachers. By doing so, we intend to obtain an indirect expert evaluation of the educational value.

Regarding the crowdsourcing potential, the involvements of more teachers will allow us to collect a larger amount of learner and teacher answers. We will use the answers of the teachers to create a gold standard that we will manually correct. This gold standard will then be used to evaluate how many aggregated answers from student are needed to decide on the synonymy of two VPCs and will allow us to explore the question of how to best combine the answers of the students and teachers.

Finally, with respect to the user experience, we will take advantage of the larger number of students to run a larger user survey with a new set of questions derived from the practical experience we obtained from this work.
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Abstract

The Teacher-Student Chatroom Corpus (TSCC) is a collection of written conversations captured during one-to-one lessons between teachers and learners of English. The lessons took place in an online chatroom and therefore involve more interactive, immediate and informal language than might be found in asynchronous exchanges such as email correspondence. The fact that the lessons were one-to-one means that the teacher was able to focus exclusively on the linguistic abilities and errors of the student, and to offer personalised exercises, scaffolding and correction. The TSCC contains more than one hundred lessons between two teachers and eight students, amounting to 13.5K conversational turns and 133K word tokens, and it will continue to grow if funding allows.

The corpus has been annotated with grammatical error corrections, as well as discourse and teaching-focused labels, and we describe some early insights gained from analysing the lesson transcriptions. We also envisage future use of the corpus to develop dialogue systems for language learning, and to gain a deeper understanding of the teaching and learning process in the acquisition of English as a second language.

We are not aware of any such existing corpus, hence we were motivated to collect one. To the best of our knowledge, the TSCC is the first to feature one-to-one online chatroom conversations between teachers and students in an English language learning context. There are of course many conversation corpora prepared with both close discourse analysis and machine learning in mind. For instance, the Cambridge and Nottingham Corpus of Discourse in English (CANCODE) contains spontaneous conversations recorded in a wide variety of informal settings and has been used to study the grammar of spoken interaction (Carter and McCarthy, 1997). Both versions 1 and 2 of

1 Introduction & Related Work

We present a new corpus of written conversations from one-to-one, online lessons between English language teachers and learners of English. This is the Teacher-Student Chat Corpus (TSCC) and it is openly available for research use¹. TSCC currently contains 102 lessons between 2 teachers and 8 students, which in total amounts to 13.5K conversational turns and 133K word tokens, and it will continue to grow if funding allows.

The corpus has been annotated with grammatical error corrections, as well as discourse and teaching-focused labels, and we describe some early insights gained from analysing the lesson transcriptions. We also envisage future use of the corpus to develop dialogue systems for language learning, and to gain a deeper understanding of the teaching and learning process in the acquisition of English as a second language.

We are not aware of any such existing corpus, hence we were motivated to collect one. To the best of our knowledge, the TSCC is the first to feature one-to-one online chatroom conversations between teachers and students in an English language learning context. There are of course many conversation corpora prepared with both close discourse analysis and machine learning in mind. For instance, the Cambridge and Nottingham Corpus of Discourse in English (CANCODE) contains spontaneous conversations recorded in a wide variety of informal settings and has been used to study the grammar of spoken interaction (Carter and McCarthy, 1997). Both versions 1 and 2 of

¹Available for download from https://forms.gle/oW5fwTTzZcTk8v9

the British National Corpus feature transcriptions of spoken conversation captured in settings ranging from parliamentary debates to casual discussion among friends and family (BNC Consortium, 2001; Love et al., 2017).

Corpora based on educational interactions, such as lectures and small group discussion, include the widely-used Michigan Corpus of Academic Spoken English (MICASE) (Simpson et al., 2002), TOEFL 2000 Spoken and Written Academic Language corpus (Biber et al., 2004), and Limerick Belfast Corpus of Academic Spoken English (LI-BEL) (O’Keefe and Walsh, 2012). Corpora like the ones listed so far, collected with demographic and linguistic information about the contributors, enable the study of sociolinguistic and discourse research questions such as the interplay between lexical bundles and discourse functions (Csomay, 2012), the interaction of roles and goal-driven behaviour in academic discourse (Evison, 2013), and knowledge development at different stages of higher education learning (Atwood et al., 2010).

On a larger scale, corpora such as the Multi-Domain Wizard-of-Oz datasets (MultiWOZ) contain thousands of goal-directed dialogue collected through crowdsourcing and intended for the training of automated dialogue systems (Budzianowski et al., 2018; Eric et al., 2020). Other work has involved the collation of pre-existing conversations on the web, for example from Twitter (Ritter et al., 2010), Reddit (Schrading et al., 2015), and movie scripts (Danescu-Niculescu-Mizil and Lee, 2011). Such datasets are useful for training dialogue systems to respond to written inputs – so-called ‘chatbots’ – which in recent years have greatly improved in terms of presenting some kind of personality, empathy and world knowledge (Roller et al., 2020), where previously there had been relatively little of all three. The improvement in chatbots has caught the attention of, and in turn has been driven by, the technology industry, for they have clear commercial applications in customer service scenarios such as helplines and booking systems.

As well as personality, empathy and world knowledge, if chatbots could also assess the linguistic proficiency of a human interlocutor, give pedagogical feedback, select appropriate tasks and topics for discussion, maintain a long-term memory of student language development, and begin and close a lesson on time, that would be a teaching chatbot of sorts. We know that the list above represents a very demanding set of technological challenges, but the first step towards these more ambitious goals is to collect a dataset which allows us to analyse how language teachers operate, how they respond to student needs and structure a lesson. This dataset may indicate how we can begin to address the challenge of implementing a language teaching chatbot.

We therefore set out to collect a corpus of one-to-one teacher-student language lessons in English, since we are unaware of existing corpora of this type. The most similar corpora we know of are the Why2Atlas Human-Human Typed Tutoring Corpus which centred on physics tutoring (Rosé et al., 2003), the chats collected between native speakers and learners of Japanese using a virtual reality university campus (Toyoda and Harrison, 2002), and an instant messaging corpus between native speakers and learners of German (Höhn, 2017). This last corpus was used to design an other-initiated self-repair module in a dialogue system for language learning, the kind of approach which we aim to emulate in this project. In addition there is the CIMA dataset released this year which involves one-to-one written conversation between crowdworkers role-playing as teachers and students (Stasaski et al., 2020), but the fact that they are not genuinely teachers and learners of English taking part in real language lessons means that the data lack authenticity (albeit the corpus is well structured and useful for chatbot development).

2 Corpus design

We set out a design for the TSCC which was intended to be convenient for participants, efficient for data processing, and would allow us to make the data public. The corpus was to be teacher-centric: we wanted to discover how teachers deliver an English language lesson, adapt to the individual student, and offer teaching feedback to help students improve. On the other hand, we wanted as much diversity in the student group as possible, and therefore aimed to retain teachers during the data collection process as far as possible, but to open up student recruitment as widely as possible.

In order to host the lessons, we considered several well-known existing platforms, including Facebook Messenger, WhatsApp, and Telegram, but decided against these due firstly to concerns about connecting people unknown to each other,
where the effect of connecting them could be long-lasting and unwanted (i.e. ongoing messaging or social networking beyond the scope of the TSCC project). Secondly we had concerns that since those platforms retain user data to greater or lesser extent, we were requiring that study participants give up some personal information to third party tech firms – which they may already be doing, but we didn’t want to require this of the participants.

We consequently decided to use ephemeral chatrooms to host the lessons, and looked into using existing platforms such as Chatzy, but again had privacy concerns about the platform provider retaining their own copy of the lesson transcriptions (a stated clause in their terms and conditions) for unknown purposes. Thus we were led to developing our own chatroom in Shiny for R (Chang et al., 2020). In designing the chatroom we kept it as minimal and uncluttered as possible; it had little extra functionality but did the basics of text entry, username changes, and link highlighting.

Before recruiting participants, we obtained ethics approval from our institutional review board, on the understanding that lesson transcripts would be anonymised before public release, that participant information forms would be at an appropriate linguistic level for intermediate learners of English, and that there would be a clear procedure for participants to request deletion of their data if they wished to withdraw from the study. Funding was obtained in order to pay teachers for their participation in the study, whereas students were not paid for participation on the grounds that they were receiving a free one-to-one lesson.

3 Data collection

We recruited two experienced, qualified English language teachers to deliver the online lessons one hour at a time, on a one-to-one basis with students. The teacher-student pair were given access to the chatroom web application (Figure 1) and we obtained a transcription of the lesson at the end of the lesson.

When signing up to take part in the study, all participants were informed that the contents of the lesson would be made available to researchers in an anonymised way, but to avoid divulging personally identifying information, or other information they did not wish to be made public. A reminder to this effect was displayed at the start of every chatroom lesson. As an extra precaution, we made anonymisation one part of the transcription annotation procedure; see the next section for further detail.

Eight students have so far been recruited to take part in the chatroom English lessons which form this corpus. All students participated in at least 2 lessons each (max=32, mean=12). Therefore one possible use of the corpus is to study longitudinal pedagogical effects and development of second language proficiency in written English chat. At the time of data collection, the students were aged 12 to 40, with a mean of 23 years. Their first languages are Japanese (2), Ukrainian (2), Italian, Mandarin Chinese, Spanish, and Thai.

We considered being prescriptive about the format of the one-hour lessons, but in the end decided to allow the teachers to use their teaching experience and expertise to guide the content and planning of lessons. This was an extra way of discovering how teachers structure lessons and respond to individual needs, while also observing what additional resources they call on (other websites, images, source texts, etc). When signing up to participate in the study, the students were able to express their preferences for topics and skills to focus on, information which was passed on to the teachers in order that they could prepare lesson content accordingly. Since most students return for several lessons with the teachers, we can also observe how the teachers guide them through the unwritten ‘curriculum’ of learning English, and how students respond to this long-term treatment.

4 Annotation

The 102 collected lesson transcriptions have been annotated by an experienced teacher and examiner of English. The transcriptions were presented as spreadsheets, with each turn of the conversation as a new row, and columns for annotation values. There were several steps to the annotation process, listed and described below.

Anonymisation: As a first step before any further annotation was performed, we replaced personal names with (TEACHER) or (STUDENT) placeholders as appropriate to protect the privacy of teacher and student participants. For the same reason we replaced other sensitive data such as a date-of-birth, address, telephone number or email address with (DOB), (ADDRESS), (TELEPHONE), (EMAIL). Finally, any personally identifying information – the mention of a place of
work or study, description of a regular pattern of behaviour, etc – was removed if necessary.

**Grammatical error correction:** As well as the original turns of each participant, we also provide grammatically corrected versions of the student turns. The teachers make errors too, which is interesting in itself, but the focus of teaching is on the students and therefore we economise effort by correcting student turns only. The process includes grammatical errors, typos, and improvements to lexical choice. This was done in a minimal fashion to stay as close to the original meaning as possible. In addition, there can often be many possible corrections for any one grammatical error, a known problem in corpus annotation and NLP work on grammatical errors (Bryant and Ng, 2015). The usual solution is to collect multiple annotations, which we have not yet done, but plan to. In the meantime, the error annotation is useful for grammatical error detection even if correction might be improved by more annotation.

**Responding to:** This step involves the disentangling of conversational turns so that it was clear which preceding turn was being addressed, if it was not the previous one. As will be familiar from messaging scenarios, people can have conversations in non-linear ways, sometimes referring back to a turn long before the present one. For example, the teacher might write something in turn number 1, then something else in turn 2. In turn 3 the student responds to turn 2 – the previous one, and therefore an unmarked occurrence – but in turn 4 they respond to turn 1. The conversation ‘adjacency pairs’ are thus non-linear, being 1&4, 2&3.

**Sequence type:** We indicate major and minor shifts in conversational sequences – sections of interaction with a particular purpose, even if that purpose is from time-to-time more social than it is educational. Borrowing key concepts from the CONVERSATION ANALYSIS (CA) approach (Sacks et al., 1974), we seek out groups of turns which together represent the building blocks of the chat transcript: teaching actions which build the structure of the lessons.

CA practitioners aim ‘to discover how participants understand and respond to one another in their turns at talk, with a central focus on how sequences of action are generated’ (Seedhouse (2004) quoting Hutchby and Wooffitt (1988),
We define a number of sequence types listed and described below, firstly the major and then the minor types, or ‘sub-sequences’:

- **Opening** – greetings at the start of a conversation; may also be found mid-transcript, if for example the conversation was interrupted and conversation needs to recommence.
- **Topic** – relates to the topic of conversation (minor labels complete this sequence type).
- **Exercise** – signalling the start of a constrained language exercise (e.g. ‘please look at textbook page 50’, ‘let’s look at the graph’, *etc*); can be controlled or freer practice (e.g. gap-filling versus prompted re-use).
- **Redirection** – managing the conversation flow to switch from one topic or task to another.
- **Disruption** – interruption to the flow of conversation for some reason; for example because of loss of internet connectivity, telephone call, a cat stepping across the keyboard, and so on...
- **Homework** – the setting of homework for the next lesson, usually near the end of the present lesson.
- **Closing** – appropriate linguistic exchange to signal the end of a conversation.

Below we list our minor sequence types, which complement the major sequence types:

- **Topic opening** – starting a new topic: will usually be a new sequence.
- **Topic development** – developing the current topic: will usually be a new sub-sequence.
- **Topic closure** – a sub-sequence which brings the current topic to a close.
- **Presentation** – (usually the teacher) presenting or explaining a linguistic skill or knowledge component.
- **Eliciting** – (usually the teacher) continuing to seek out a particular response or realisation by the student.
- **Scaffolding** – (usually the teacher) giving helpful support to the student.
- **Enquiry** – asking for information about a specific skill or knowledge component.
- **Repair** – correction of a previous linguistic sequence, usually in a previous turn, but could be within a turn; could be correction of self or other.
- **Clarification** – making a previous turn clearer for the other person, as opposed to ‘repair’ which involves correction of mistakes.
- **Reference** – reference to an external source, for instance recommending a textbook or website as a useful resource.
- **Recap** – (usually the teacher) summarising a take-home message from the preceding turns.
- **Revision** – (usually the teacher) revisiting a topic or task from a previous lesson.

Some of these sequence types are exemplified in Table 1.

**Teaching focus**: Here we note what type of knowledge is being targeted in the new conversation sequence or sub-sequence. These usually accompany the sequence types, Exercise, Presentation, Eliciting, Scaffolding, Enquiry, Repair and Revision.

- **Grammatical resource** – appropriate use of grammar.
- **Lexical resource** – appropriate and varied use of vocabulary.
- **Meaning** – what words and phrases mean (in specific contexts).
- **Discourse management** – how to be coherent and cohesive, refer to given information and introduce new information appropriately, signal discourse shifts, disagreement, and so on.
- **Register** – information about use of language which is appropriate for the setting, such as levels of formality, use of slang or profanity, or intercultural issues.
- **Task achievement** – responding to the prompt in a manner which fully meets requirements.
- **Interactive communication** – how to structure a conversation, take turns, acknowledge each other’s contributions, and establish common ground.
- **World knowledge** – issues which relate to external knowledge, which might be linguistic (e.g. cultural or pragmatic subtleties) or not.
Table 1: Example of numbered, anonymised and annotated turns in the TSCC (where role T=teacher, S=student, and ‘resp.to’ means ‘responding to’); the student is here chatting about physical exercise.

<table>
<thead>
<tr>
<th>Turn</th>
<th>Role</th>
<th>Anonymised</th>
<th>Corrected</th>
<th>Resp.to</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T</td>
<td>Hi there (STUDENT), all OK?</td>
<td>Hi there (STUDENT), all OK?</td>
<td></td>
<td>opening</td>
</tr>
<tr>
<td>2</td>
<td>S</td>
<td>Hi (TEACHER), how are you?</td>
<td>Hi (TEACHER), how are you?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>S</td>
<td>I did the exercise this morning</td>
<td>I did some exercise this morning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>S</td>
<td>I have done, I guess</td>
<td>I have done, I guess</td>
<td></td>
<td>repair</td>
</tr>
<tr>
<td>5</td>
<td>T</td>
<td>did is fine especially if you’re focusing on the action itself</td>
<td>did is fine especially if you’re focusing on the action itself</td>
<td></td>
<td>scaffolding</td>
</tr>
<tr>
<td>6</td>
<td>T</td>
<td>tell me about your exercise if you like!</td>
<td>tell me about your exercise if you like!</td>
<td>3</td>
<td>topic.dev</td>
</tr>
</tbody>
</table>

Table 2: Number of lessons, conversational turns and words in the TSCC contributed by teachers, students and all combined.

<table>
<thead>
<tr>
<th>Section</th>
<th>Lessons</th>
<th>Conv.turns</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teachers</td>
<td>102</td>
<td>7632</td>
<td>93,602</td>
</tr>
<tr>
<td>Students</td>
<td>102</td>
<td>5920</td>
<td>39,293</td>
</tr>
<tr>
<td>All</td>
<td>102</td>
<td>13,552</td>
<td>132,895</td>
</tr>
</tbody>
</table>

Table 3: Number of lessons, conversational turns and words in the TSCC grouped by CEFR level.

<table>
<thead>
<tr>
<th>Section</th>
<th>Lessons</th>
<th>Conv.turns</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>36</td>
<td>1788</td>
<td>11,898</td>
</tr>
<tr>
<td>B2</td>
<td>37</td>
<td>2394</td>
<td>11,331</td>
</tr>
<tr>
<td>C1</td>
<td>29</td>
<td>1738</td>
<td>16,064</td>
</tr>
<tr>
<td>Students</td>
<td>102</td>
<td>5920</td>
<td>39,293</td>
</tr>
</tbody>
</table>

Use of resource: At times the teacher refers the student to materials in support of learning. These can be the chat itself – where the teacher asks the student to review some previous turns in that same lesson – or a textbook page, online video, social media account, or other website.

Student assessment: The annotator, a qualified and experienced examiner of the English language, assessed the proficiency level shown by the student in each lesson. Assessment was applied according to the Common European Framework of Reference for Languages (CEFR)\(^2\), with levels from A1 (least advanced) to C2 (most advanced). We anticipated that students would get more out of the lessons if they were already at a fairly good level, and therefore aimed our recruitment of participants at the intermediate level and above (CEFR B1 upwards). Assessment was applied in a holistic way based on the student’s turns in each lesson: evaluating use of language (grammar and vocabulary), coherence, discourse management and interaction.

In Table 1 we exemplify many of the annotation steps described above with an excerpt from the corpus. We show several anonymised turns from one of the lessons, with turn numbers, participant role, error correction, ‘responding to’ when not the immediately preceding turn, and sequence type labels. Other labels such as teaching focus and use of resource are in the files but not shown.

\(^2\)https://www.cambridgeenglish.org/exams-and-tests/cefr

Proceedings of the 9th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2020)
### Table 4: The proportional distribution of error types determined by grammatical error correction of texts in the TSCC. Proportions supplied for the FCE Corpus for comparison, from Bryant et al. (2019), and a subset of the CROWDED Corpus (for a full description of error types see Bryant et al. (2017))

<table>
<thead>
<tr>
<th>Error type</th>
<th>FCE</th>
<th>CrowdED</th>
<th>TSCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing</td>
<td>21.0%</td>
<td>13.9%</td>
<td>18.2%</td>
</tr>
<tr>
<td>Replacement</td>
<td>64.4%</td>
<td>47.9%</td>
<td>72.3%</td>
</tr>
<tr>
<td>Unnecessary</td>
<td>11.5%</td>
<td>38.2%</td>
<td>9.5%</td>
</tr>
<tr>
<td>Adjective</td>
<td>1.4%</td>
<td>0.8%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Adjective:form</td>
<td>0.3%</td>
<td>0.06%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Adverb</td>
<td>1.9%</td>
<td>1.5%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Conjunction</td>
<td>0.7%</td>
<td>1.3%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Contraction</td>
<td>0.3%</td>
<td>0.4%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Determiner</td>
<td>10.9%</td>
<td>4.0%</td>
<td>12.4%</td>
</tr>
<tr>
<td>Morphology</td>
<td>1.9%</td>
<td>0.6%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Noun</td>
<td>4.6%</td>
<td>5.8%</td>
<td>9.0%</td>
</tr>
<tr>
<td>Noun:inflection</td>
<td>0.5%</td>
<td>0.01%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Noun:number</td>
<td>3.3%</td>
<td>1.0%</td>
<td>2.1%</td>
</tr>
<tr>
<td>Noun:possessive</td>
<td>0.5%</td>
<td>0.1%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Orthography</td>
<td>2.9%</td>
<td>3.0%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Other</td>
<td>13.3%</td>
<td>61.0%</td>
<td>28.4%</td>
</tr>
<tr>
<td>Particle</td>
<td>0.3%</td>
<td>0.5%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Preposition</td>
<td>11.2%</td>
<td>2.9%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Pronoun</td>
<td>3.5%</td>
<td>1.2%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Punctuation</td>
<td>9.7%</td>
<td>8.7%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Spelling</td>
<td>9.6%</td>
<td>0.3%</td>
<td>6.0%</td>
</tr>
<tr>
<td>Verb</td>
<td>7.0%</td>
<td>3.1%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Verb:form</td>
<td>3.6%</td>
<td>0.4%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Verb:inflection</td>
<td>0.2%</td>
<td>0.01%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Verb:subj-verb-agr</td>
<td>1.5%</td>
<td>0.3%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Verb:tense</td>
<td>6.0%</td>
<td>1.1%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Word order</td>
<td>1.8%</td>
<td>1.2%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Texts</td>
<td>1244</td>
<td>1108</td>
<td>102</td>
</tr>
<tr>
<td>Words</td>
<td>531,416</td>
<td>39,726</td>
<td>132,895</td>
</tr>
<tr>
<td>Total edits</td>
<td>52,671</td>
<td>8454</td>
<td>3800</td>
</tr>
</tbody>
</table>

The annotation of the features described above may in the long-term enable improved dialogue systems for language learning, and for the moment we view them as a first small step towards that larger goal. We do not yet know which features will be most useful and relevant for training such dialogue systems, but that is the purpose of collecting wide-ranging annotation. The corpus size is still relatively small, and so for the time being they allow us to focus on the analysis of one-to-one chat lessons and understand how such lessons are structured by both teacher and student.

## 5 Corpus analysis

In Table 2 we report the overall statistics for TSCC in terms of lessons, conversational turns, and number of words (counted as white-space delimited tokens). We also show these statistics for the teacher and student groups separately. It is unsurprising that the teachers contribute many more turns and words to the chats than their students, but perhaps surprising just how much more they contribute. Each lesson was approximately one hour long and amounted to an average of 1300 words.

In Table 3 we show these same statistics for the student group only, and this time subsetting the
Figure 2: Selected sequence types in the TSCC, one plot per CEFR level, teachers as blue points, students as red; types on the y-axis and lesson progress on the x-axis (%). ‘Other’ represents all non-sequence-starting turns in the corpus.

group by the CEFR levels found in the corpus: B1, B2 and C1. As expected, no students were deemed to be of CEFR level A1 or A2 in their written English, and the majority were of the intermediate B1 and B2 levels. It is notable that the B2 students in the corpus contribute many more turns than their B1 counterparts, but fewer words. The C1 students – the least numerous group – contribute the fewest turns of all groups but by far the most words. All the above might well be explained by individual variation and/or by teacher task and topic selection (e.g. setting tasks which do or do not invite longer responses) per the notion of ‘opportunity of use’ – what skills the students get the chance to demonstrate depends on the linguistic opportunities they are given (Caines and Buttery, 2017). Certainly we did find that student performance varied from lesson to lesson, so that the student might be B2 in one lesson for instance, and B1 or C1 in others. In future work, we wish to systematically examine the interplay between lesson structure, teaching feedback and student performance, because at present we can only observe that performance may vary from lesson to lesson.

The grammatical error correction performed on student turns in TSCC enables subsequent analysis of error types. We align each student turn with its corrected version, and then type the differences found according to the error taxonomy of Bryant et al. (2017) and using the ERRANT program⁴. We then count the number of instances of each error type and present them, following Bryant et al. (2019), as major edit types (‘missing’, ‘replacement’ and ‘unnecessary’ words) and grammatical error types which relate more to parts-of-speech and the written form. To show how TSCC compares to other error-annotated corpora, in Table 4 we present equivalent error statistics for the FCE Corpus of English exam essays at B1 or B2 level (Yannakoudakis et al., 2011) and the CROWD Corpus of exam-like speech monologues by native and non-native speakers of English (Caines et al., 2016).

It is apparent in Table 4 that in terms of the distribution of edits and errors the TSCC is more alike to another written corpus, the FCE, than it is to a speech corpus (CROWD). For instance, there are far fewer ‘unnecessary’ edit types in the TSCC than in CROWD, with the majority being ‘replacement’ edit types like the FCE. For the error types, there is a smaller catch-all ‘other’ category for TSCC than CROWD, along with many determiner, noun and preposition errors in common with FCE. There is a focus on the written form, with many orthography and spelling errors, but far fewer punctuation errors than the other

⁴https://github.com/chrisjbryant/errant
pora – a sign that chat interaction has almost no standard regarding punctuation.

In Figure 2 we show where selected sequence types begin as points in the progress of each lesson (expressed as percentages) and which participant begins them, the teacher or student. Opening and closing sequences are where we might expect them at the beginning and end of lessons. The bulk of topic management occurs at the start of lessons and the bulk of eliciting and scaffolding occurs mid-lesson. Comparing the different CEFR levels, there are many fewer exercise and eliciting sequences for the C1 students compared to the B1 and B2 students; in contrast the C1 students do much more enquiry. In future work we aim to better analyse the scaffolding, repair and revision sequences in particular, to associate them with relevant preceding turns and understand what prompted the onset of these particular sequences.

6 Conclusion

We have described the Teacher-Student Chatroom Corpus, which we believe to be the first resource of its kind available for research use, potentially enabling both close discourse analysis and the eventual development of educational technology for practice in written English conversation. It currently contains 102 one-to-one lessons between two teachers and eight students of various ages and backgrounds, totalling 133K words, along with annotation for a range of linguistic and pedagogic features. We demonstrated how such annotation enables new insight into the language teaching process, and propose that in future the dataset can be used to inform dialogue system design, in a similar way to Höhn’s work with the German-language deL1L2IM corpus (Höhn, 2017).

One possible outcome of this work is to develop an engaging chatbot which is able to perform a limited number of language teaching tasks based on pedagogical expertise and insights gained from the TSCC. The intention is not to replace human teachers, but the chatbot can for example lighten the load of running a lesson – taking the ‘easier’ administrative tasks such as lesson opening and closing, or homework-setting – allowing the teacher to focus more on pedagogical aspects, or to multi-task across several lessons at once. This would be a kind of human-in-the-loop dialogue system or, from the teacher’s perspective, assistive technology which can bridge between high quality but non-scalable one-to-one tutoring, and the current limitations of natural language processing technology. Such educational technology can bring the benefit of personalised tutoring, for instance reducing the anxiety of participating in group discussion (Griffin and Roy, 2019), while also providing the implicit skill and sensitivity brought by experienced human teachers.

First though, we need to demonstrate that (a) such a CALL system would be a welcome innovation for learners and teachers, and that (b) chatroom lessons do benefit language learners. We have seen preliminary evidence for both, but it remains anecdotal and a matter for thorough investigation in future. Collecting more data of the type described here will allow us to more comprehensively cover different teaching styles, demographic groups and L1 backgrounds. At the moment any attempt to look at individual variation can only be that: our group sizes are not yet large enough to be representative. We also aim to better understand the teaching actions contained in our corpus, how feedback sequences relate to the preceding student turns, and how the student responds to this feedback both within the lesson and across lessons over time.
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Abstract

This paper explores the impact on language proficiency of comprehensible output applied in computer assisted language learning (CALL). Targeting speakers of intermediate level, we adapted a visually-grounded dialogue task, optimizing for language acquisition. The task was implemented as a mobile application where learners are organized in pairs and write short texts to play an image-guessing game, producing samples in a wide variety of languages. Following a framework for CALL evaluation, we conducted an analysis of the game and players’ gains through time, including the measure of pre-trained XLM-r cross-lingual transformers’ acceptability score of the samples. The results confirm the intended fit for intermediate speakers as well as reveal possible benefits for other levels. This research provides a successful case study of a multilingual CALL design where users have the autonomy to generate output creatively.

1 Introduction

Reaching high proficiency levels and being successful at interacting with others is the ultimate goal of many adult intermediate learners of a second language. There are, however, many obstacles along this journey, related to strategies chosen by self-directed learners, accessibility of learning materials, and the influences of the natural plateau found at the higher end of the learning curve (Ritter and Schooler, 2001).

Once a learner has reached an intermediate proficiency, they have learned the most frequent words. It can then be a struggle to jump over to the next stage because only a small number of words are very frequent and the frequency quickly drops for the following words, creating an extremely long-tailed curve. Sparsity is even more of an issue when we consider that one of the features of advanced speech to be acquired are collocations. Nevertheless, when learners can understand 80-95% of the words, they can infer a lot of words through the context, causing many students to abandon active study and focus on passive consumption of foreign media. However, there is not enough repetition of the advanced vocabulary that the student needs to learn for it to become part of the productive vocabulary (Nation and Hunston, 2013). This manifests as a much higher receptive vocabulary than a productive vocabulary, the “I can understand but I cannot speak” phase.

Notwithstanding this consensus that conversational practice is essential to go beyond this phase, most commercial language learning apps do not support conversational practice and are usually only available for the most popular languages.

In this paper we propose Polygloss, a game to provide conversational practice to intermediate level learners. While not intended to tackle all the skills necessary to overcome the language learning plateau, Polygloss draws on principles from critical pedagogy (Freire, 1972) to tackle an often neglected skill, creative production. We investigate and highlight its importance to overall language proficiency. At the same time, we want to do that by providing a free tool that is sufficiently general and does not sideline learners of less spoken languages.

2 Background

2.1 Comprehensible Output and Languaging

As a counterpoint to the input hypothesis (Krashen and Terrell, 1983), which argues that being exposed to vast amounts of input alone is neces-
sary for language acquisition\textsuperscript{1}, without denying the role of input, Swain (1985), argues that comprehensible output is also necessary. The main function of Comprehensible Output is allowing the students to notice their gaps when they realize what they cannot say, testing hypothesis on interlocutors, and improving fluency by gaining self-confidence. While her early work is more focused on “pushed” output, where the teacher encourages students to produce language, her later work goes deeper into interaction. Influenced by Vygotsky’s sociocultural theory of mind and the Zone of Proximal Development (ZPD) (Vygotsky, 1978), she adopted a new term, Languaging, to describe the “shaping and organizing of higher mental processes through language use” (Swain, 2006).

2.2 Critical Pedagogy in the future of CALL

While ZPD is informed by Piaget’s theory of children being autonomous learners, it is still founded on the mediation between a student and a more knowledgeable peer or teacher. By contrast, our work was founded on Freire’s method for adult literacy (Freire, 1972), a cornerstone work for the field of critical pedagogy. Freire does not place the participation of the teacher as a superior or even as a fundamental part of the learning process, but argues instead for a learning methodology centered on the student’s development of agency for the purpose of reshaping social structures of power. The process starts with a search for charged words during an informal chat with the students using images to facilitate the discussion (see Fig. 1). The elicited vocabulary is then used to generate debate themes that allow the students to talk about their day-to-day, explore their identities and argue their beliefs. Freire’s work has influenced much socially-informed work in second language acquisition (Saft et al., 2001; Anya, 2016; Benson, 2013).

Within Computer Assisted Language Learning, Benson (2013) re-frames Warschauer’s stages of CALL history (Warschauer, 1996) under the perspective of user control. He notes that intelligent CALL (iCALL), powered by artificial intelligence, is often regarded as the future of CALL. However, it can still stripe users of autonomy as designers of such systems can view autonomy as undesired or even problematic. He suggests the interesting innovations will focus on self-directed learning and the development of autonomy.

3 Related work

In a recent overview of the sub-field of dialogue-based CALL, Bibauw et al. (2019) review the field focusing on work where an automated system is one of the interlocutors. Although most work on computer mediated communication (CMC) is focused on written text technologies such as Wikis and Email, and employed qualitative but not quantitative methods (Macaro et al., 2012), there are nevertheless a number of relevant research papers and commercial applications we would like to mention.

WUFUN (Ma and Kelly, 2006) and TESU (Liu et al., 2014) are vocabulary trainers focused on communicative competence that go through an end-to-end analysis from theory to quantitative evaluation on the users productive vocabulary. Spanish Without Walls (Blake, 2005) is a learning program that employs a CMC application for audio and text, highlighting the importance of such tools in the context of distance learning. These applications were dedicated to teaching a single language, but MagicWord (Hatier et al., 2019), offers a multilingual word game, initially developed for Italian, French and English. Revita (Katinskaia et al., 2017) is a system with automated fill-the-gap exercises for stimulating active vocabulary. While it is proposed for endangered languages, it faces various challenges related to its multilingualism such as the lack of corpora. CALL-SLT (Rayner et al., 2010) is a system that uses a textual or pictorial representation of an interlingua to prompt users’ speech in four supported second languages. Despite facing challenges like limited

\textsuperscript{1}While Krashen makes a distinction, in this paper we use the terms learning and acquisition interchangeably.
vocabulary, its recognition and feedback steps are done by an underlying automated agent which was well-received by the players.

In the field of commercial mobile applications for language learning, we inspected many and perceived them as belonging to distinct groups, according to their approach: those with a tutoring approach such as Duolingo, Memrise, Busuu, Babbel, Rosetta Stone, Ling and Mango Languages; those focused on vocabulary games such as Drops, Clozemaster, LyricsTraining and Lingvist; those focused on providing comprehensible input such as LingQ, FluentU, Beelinguapp and Yabla; those focused on conversations with other learners and natives such as HelloTalk and Tandem; and chatbots such as Andy.

With the exception of the apps in the last two groups, they usually do not allow the user to create their own authentic outputs, expecting fixed responses deemed correct for exercises such as translating, sentence restructuring or fill-the-gap. Nevertheless, the Andy chatbot, while technically giving the user freedom, is limited to English and often fails to process the text provided by users. HelloTalk and Tandem are essentially chatting apps with added useful features such as correction tools. This divides the domain in applications where you either have no interaction with other interlocutors at all, or applications for advanced communication with full conversations, unguided and unstructured.

4 Polygloss, a conversational agent for language practice

The Polygloss application is an adaptation of the PhotoBook task (Haber et al., 2019) for the domain of Computer Assisted Language Learning (CALL). The PhotoBook task was created to study how people build and accumulate common ground through crowd-sourced visually-grounded dialogue. It ran on Amazon Mechanical Turk and consisted of displaying 6 images to the participants and letting them talk to each other until they figured out which images they had in common.

Our application draws on the design of this task and Freire’s methodology (Freire, 1972), still using images to give users something to talk about, but making adjustments and simplifications to encourage language acquisition. The main difference is that, while PhotoBook collects data exclusively in English, Polygloss lets users pick any language they would like to learn. Another important difference is that our experiment did not run on Amazon Mechanical Turk, but rather as a free downloadable mobile application for the Android operating system, in order to capture users that are actively learning a language.

4.1 System architecture

Because of its turn-taking characteristic, mobile was picked as a more appropriate distribution platform for the application since it offers easy functions for notifying users. The programming language and development framework used were Dart and Flutter\(^2\), instead of Java, due to their capability to compile for multiple operating systems. So far, the application can only run on phones running the Android operating system, but it could also be published to the iOS App Store in the future.

The game was built with a “serverless” architecture. The only code written for the game was the application installed in the users’ phones, which acts a client application. It connects directly to the database that stores the game history and settings, the user authentication service, the image storage service, and the analytics service, provided by Google Cloud Platform\(^3\), through HTTP requests to their API, as seen on Fig. 2. We do not have our own back-end, which significantly reduces maintenance work.

![Figure 2: Architecture of API requests to Cloud Services](https://flutter.dev/)

The game was then published to the Android Play Store, which allows an easy distribution of the software and its updates to the users, plus a set of useful development tools such as staged deployments, and collection of application feedback, statistics and errors.

\(^2\)https://flutter.dev/
\(^3\)https://cloud.google.com/
4.2 Design of the application

Since a match can be in any language, the user-pairing possibility is sparser: having two users willing to play in the same language at the same time is a rare event. In order to mitigate that, the matches have a shorter duration, using small texts instead of long dialogues, in comparison with the PhotoBook task, and are played asynchronously, i.e. in turns. The users get a notification on their mobile phone once they have a response or an invitation for a match and it is their turn. That means that Polygloss does not collect a dataset with the same utility as PhotoBook, since the samples produced are not full dialogues, but it still collects visually grounded short texts which could be useful for various goals such as image labelling or enriching word embeddings with more context. It also collects proportionally more learner language, which can be used to obtain insights into second language acquisition or to improve applications that fail to work with non-native speakers. Since the language option is open, there is also possibility for collecting native samples from various languages or dialects which are under-resourced, such as South Tyrolean German.

The images used in Polygloss were sourced from a catalogue of illustrations\(^4\), for which a license was purchased. In order to add an educational component, the images were manually curated to be simple, displaying usually one object or action, and were divided into categories such as "Hobbies", "Animals", "Emotions", defining the lessons, each containing between 10 and 60 images. There are 104 lessons in total, which increase in difficulty, for which the user has to collect "stars" to unlock and progress through, as seen on Fig. 3. The theme and order of the lessons was chosen based on common topics engaged by educational materials. The materials consulted were 7 different textbooks and websites destined to A1 - B2 students of German, Spanish, Greek and Brazilian Portuguese.

When the player finishes completing their profile, they are given a new match suggestion. For the new match, the app has to make three decisions: in which language will the next match be played, what lesson is selected, and who will be the opponent. The language is chosen among the ones that the player has declared in their profile, their native or mastered languages included. There is an 80% chance that the language selected will be a language that the user is interested in learning, and a 20% chance that it is a language that they already speak. The application then analyses the player’s history of played lessons to decide what lesson will be started. Lessons where the player already has three stars or that require more stars to be unlocked than the user has currently accumulated are discarded. One lesson is then chosen randomly from the remaining ones. A series of queries and filtering is done to select the opponent. First they are filtered on basis of the language chosen. If the initial player is a learner, the selected opponent can be either another learner or a speaker. If the original player is a speaker, other speakers are discarded as opponents. Subsequent filtering is done to retain more active players and exclude players who have been blocked by the user.

Once the match is started, the initial player is shown 4 random images picked from the collection of images in the lesson and one of them is selected. Then they are assigned with the task of helping their opponent guess which image is selected by writing a short text. One reason why

---

\(^4\)https://www.flaticon.com
we display 4 images, instead of 6 used in Photo-
Book, is that we felt it was still enough variety
to offer context while having a more appropriate
fit to the typical screen size mobile phones. After
the initial player finishes their turn, a notification
is sent to the opponent and then they can respond
to the match and select the correct image, using
the language toolbar if they wish, or not, as shown
on Fig. 4. If they pick the correct one, they are
awarded points which count towards their number
of stars. The rounds are then reversed, and it is
time for the opponent to be shown a selected im-
age and help the initial player with a short text.
In this way, both players have the opportunity to
practice creative language output and are receiv-
ing input. Other features of Polygloss aimed for
helping language students are present in the tool-
bar: tools to work with the text from their partners
like Copy, Translate and Bookmark; and the possi-
bility to give corrective feedback, allowing players
to negotiate meaning and modify their round’s text
after the feedback received.

5 Evaluating Polygloss for language
learning

Chapelle (2001) states that CALL applications
should be evaluated at three levels: the CALL soft-
ware itself, the teacher-planned CALL activities,
and the learners’ performance during the CALL
activities. She highlights 6 criteria of task appro-
priateness for language learning to be evaluated
through a combination of judgemental and empir-
ical methods: language learning potential, learner
fit, meaning focus, authenticity, positive impact
and practicality. We will discuss our results re-
garding these criteria throughout the next sections.

In order to investigate the efficacy of the sys-
tem for language practicing, we used different au-
tomated techniques for scoring the text produced
by the players, as well as conducted a user survey
to inquire the players experiences during the inter-
action with the system.

To understand how the player is progressing
over time, it is necessary to measure more than
how often they succeed in the image guessing
game, as improvements in conducting the task
could mean simply that one got better in play-
ing the game. It could mean getting accustomed
with the user interface, observing what gives more
points, or even cheating.

When applications like Duolingo, offer ex-
licit or implicit knowledge following a certain
curriculum, it is possible to test players against
that knowledge and see how well they perform.
Duolingo does so via checkpoint quizzes tagged
with something they call ”communicative compo-
nent”, which marks what a question tests. Doing
so allows them to measure the players’ evolution
with very few questions.

However, during unstructured creative practice,
the space of possibilities is too vast. Truly ob-
serving their language progress over time involves
measuring their proficiency at different points in
time. Without a progressive curriculum with
which to reduce the scope of the test, we would
have to conduct a thorough exam in each measur-
ing point. That would be too labor intensive for us
to prepare in the timeframe of this research, espe-
cially given the multilingual characteristic of the
application. It would also overly disrupt the usual
gameplay, adding long interruptions for the player.
One alternative to circumvent this issue is to anal-
yze intrinsic characteristics of the text produced
by the players within the game itself, which is the ap-
proach we take in this study.

5.1 Text Quality

There are different ways in which the quality of an utterance by a non-native speaker could be measured. The Common European Framework of Reference for Languages (CEFR) states that communicative language competence can be divided into the following components: linguistic, sociolinguistic and pragmatic, each with several sub-components. The CAF framework of language proficiency (Housen et al., 2012) highlights Complexity, Accuracy, and Fluency. These main competences are further divided into several sub-components and although organized in different structures, several sub-components have equivalents in both frameworks.

Given our study collects very short written texts on limited interactions, it is not possible to evaluate some of these dimensions of competence, such as phonological competence, and others would be extremely difficult to measure, such as sociocultural competence. However, in both language frameworks, each component or sub-component has its contribution to the overall language proficiency. Therefore, we will focus on a limited number of metrics, with the understanding that they contribute to the general communicative competence of the players.

Metrics of syntactic complexity have been used to indicate syntactic competence of the learners (Bhat and Yoon, 2014). As seen on Table 1, we selected 2 of such metrics to include in our study: mean length of text and mean depth of parse-tree of text. Additionally, we are using word-embeddings acceptability score as a third metric.

Word embeddings can be understood as a general class of techniques to represent the meaning of lexical units through dense vectors of real numbers. They are built with statistical or neural methods based on the co-occurrence of the units in a very large corpus of text. There is a vast range of methods used to build them, and variations on what is the base lexical unit: from character-level to whole document embeddings. These vectors have been used for language modelling (Mikolov et al., 2013), which means they are sensitive to collocations, a feature of advanced speech. One metric obtained from such models is the acceptability score, the ability of the model to predict a sample. In theory, this metric could be used to capture lexical competence and accuracy as samples with many words unrelated to each other, or containing orthographic mistakes, awkward word orders and other errors, would manifest as a lower score. At the time of writing, we were not aware of any other studies using this method specifically for measuring proficiency of language learners, but there is extensive research on how such models capture grammaticality (Lau et al., 2016) and they have been previously used to judge grammar acceptability (Warstadt et al., 2018). One caveat of this metric is that the use of extremely rare words could also result in a lower score. However, we suspect this limitation would be less significant in the context of learner language considering learners will often be using very common words and the not so frequent words they need to learn are still common enough to be well captured by such models.

Before evaluating the players over time, first we investigated how the metric themselves were behaving by dividing the sentences into groups according to the players self-declared proficiency and observing if there were any anomalies.

We used Jupyter notebooks⁵ and Python 3.7 to measure the first metric, adding a Natural Language Processing library for Python called Spacy⁶ for the second metric, and, for the last metric, a Machine Learning library called PyTorch⁷ and XLM-RoBERTa (Lample and Conneau, 2019), a generic cross lingual sentence encoder pre-trained on 2.5T of data in 100 languages. To parse a sentence with Spacy, it is necessary to download a package for each language, which is why we restricted our dataset to the five most used ones.

5.2 User Survey

We prepared a questionnaire, sent to the players’ email addresses, containing various questions regarding their interaction with the application. The main goal of the questionnaire was to tap into the perceived language learning usefulness and benefits of Polygloss. We also included questions related to its interface, user experience and entertainment value. Finally, in order to explore possible future improvements, we also had an open text field for any extra feedback or suggestions the players might have. The full questionnaire can be found on Appendix A.

---

⁵https://jupyter.org/
⁶https://spacy.io/
⁷https://pytorch.org/
6 Results

6.1 Polygloss in use

321 language learners from various backgrounds downloaded the application, created a profile, and played a match. During profile creation, they were asked to self-declare the proficiency level for all of the languages they speak, or are interested in learning, in 4 different levels: beginner, intermediate, advanced, and native. These levels were chosen because it was not expected from all of the players to be familiar with the CEFR (Common European Framework of Reference for Languages) scale of language proficiency (Council of Europe, 2001). Moreover, not all languages that could be declared are commonly measured according to this scale. Finally, learners’ self-assessment of language skills accuracy can be considered significant (Liu and Brantmeier, 2019). We assume there is also little motivation for users to lie or exaggerate in the scenario of playing our game, unlike a scenario where, for example, one is applying for a job position that requires specific language skills when they are in dire need of a paid occupation.

The players’ profiles declared over 80 different languages with various degrees of knowledge. The most popular languages were English, Spanish, French, Portuguese and German.

In a period of approximately six months, the players played 5460 matches, of which 1977 were played to completion, creating over 7000 samples of sentences or very short texts in over 40 languages and dialects. The top played languages were English, Spanish, French, German, Portuguese, Greek, Italian, Russian, Japanese and Dutch, in this order. Other languages had minor numbers, and there were very interesting samples collected, such as 35 samples in Esperanto, an artificially constructed language, and 97 samples in a dialect of German from the South Tyrol region of Italy. Because of practical reasons related to the libraries used in the evaluation, which we will discuss in the next section, we have limited our dataset to 5276 samples created in the 5 most used languages, as seen on Table 2. The full number of samples collected can be seen on Appendix B.

6.2 Text quality among proficiency groups

6.2.1 Text length

During the initial study of the metrics, a difference of 10 characters was found between the mean length of samples produced by beginner and intermediate speakers, as seen on Fig. 5. A very small change was found between intermediary and advanced speakers, and only a slight difference of 2 characters was found in the mean between advanced and native speakers. Throughout the rest of this study, a Welch’s unequal variances t-test is used to determine if differences among two groups are significant. In this case, apart from beginner (M = 32.95, SD = 18.8) versus intermediary (M = 43.03, SD = 28.57, t(2864) = -11.38, p < 0.001), they were not. Tests between the intermediary group and the advanced group (M = 43.48, SD = 24.05, t(3130) = -0.47, p = 0.63), or the advanced group versus native (M = 45.11, SD = 30.12, t(2353) = -1.37, p = 0.17) found no significant difference of player performance in text length.

One could argue that text length could vary according to the language, and the results could be different once breaking down. Indeed, a com-
### Table 2: Number of samples in selected languages

<table>
<thead>
<tr>
<th>Language</th>
<th>Beginner</th>
<th>Intermediary</th>
<th>Advanced</th>
<th>Native</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>90</td>
<td>178</td>
<td>621</td>
<td>280</td>
<td>1173</td>
</tr>
<tr>
<td>Spanish</td>
<td>304</td>
<td>464</td>
<td>278</td>
<td>108</td>
<td>1168</td>
</tr>
<tr>
<td>German</td>
<td>309</td>
<td>454</td>
<td>90</td>
<td>173</td>
<td>1048</td>
</tr>
<tr>
<td>French</td>
<td>138</td>
<td>428</td>
<td>436</td>
<td>31</td>
<td>1035</td>
</tr>
<tr>
<td>Portuguese</td>
<td>349</td>
<td>152</td>
<td>31</td>
<td>307</td>
<td>852</td>
</tr>
<tr>
<td>Total</td>
<td>1190</td>
<td>1676</td>
<td>1456</td>
<td>899</td>
<td>5276</td>
</tr>
</tbody>
</table>

Comparison of similar levels in different languages showed they are very different, for example, beginner Spanish players ($M = 38.14$, $SD = 22.56$) wrote longer texts than beginner English players ($M = 26.31$, $SD = 11.06$, $t(392) = 6.76$, $p < 0.001$).

After comparing each pairing of adjacent levels within each language, the full breakdown can be found on Appendix C, a wide variety of patterns emerged. Only in Portuguese could all levels be reasonably distinguished from each other, but even then, the group of intermediate speakers ($M = 38.65$, $SD = 20.99$) performed significantly better than the advanced speakers ($M = 31.61$, $SD = 13.44$), $t(181) = 2.38$, $p < 0.05$).

#### 6.2.2 Depth of parse-tree

For the second metric, again the biggest difference among the proficiency groups in selected samples is between beginner and intermediary speakers, consisting of 0.26 levels in the depth of the parse tree of the samples, as seen on Fig. 6. One could make the same argument regarding differences between languages here. After comparing similar levels between languages, a consistent behaviour was not found, beginners did not vary between most language pairs, but subsequent levels often varied. Within each language sampled, in none of them it was possible to determine significant gaps between every level.

#### 6.2.3 XLM-r acceptability score

For the last metric, before analysing the groups, a preliminary test with some example sentences, shown on Table 3, was done to observe if the scores seemed acceptable. It did not behave as expected in all instances. The example in Spanish where we compared a correct sentence and a sentence containing a grammatical error showed the error sentence as having a higher score than the correct one. The correct Spanish sentence also obtained a much lower score than the other correct examples. It is not possible to inspect the reason in detail, but most of the examples seemed to obtain reasonable results.

Once we scored and averaged the samples in all groups, differently from the previous metrics, the biggest interval was between the intermediary and the advanced speakers, being 4.32%, as seen on Fig. 7. Given the multilingual nature of this metric, we expected no significant differences once further breaking down the groups by language, and indeed, at beginner and intermediate levels no significant difference was found between any of the language pairs. However, at subsequent levels some differences emerged, especially with advanced speakers of English, who performed better than most other groups. Overall, the difference in performance between beginner ($M = 81.31$, $SD = 32.27$) and intermediate ($M = 84.08$, $SD = 29.72$, $t(2864)= -2.34$, $p < 0.05$) players was significant, the difference between intermediate and advanced ($M = 88.4$, $SD = 25.83$, $t(3130) = -4.34$, $p < 0.001$) speakers as well, and no significant difference was found between the advanced and the native players ($M= 89.62$, $SD = 24.19$, $t(2353) = -1.15$, $p =$...
Sentence | Score
---|---
This is a good sentence | 99.49
This is a sentence good | 4.81
C’est une bonne phrase | 99.87
C’est une bone phrase | 72.89
Das ist ein guter Satz | 99.8
Das ist ein guter satz | 98.37
Esta é uma boa frase | 99.86
Esta são uma boa frase | 32.85
Esta es una buena frase | 83.79
Esta es un bueno frase | 85.76

This is a good sentence | 99.49
This is shorter | 99.42
This is also a good sentence but longer | 99.69

This is a wet tissue | 99.85
This is a wet sentence | 81.81
This is a potato sentence | 30.53

Table 3: Acceptability scores on XLM-r encoders of example sentences

0.24).

![Figure 7: Mean XLM-r acceptability score per user group](image)

### 6.3 Text quality over time of application usage

The average number of rounds played per player per language was 36. We used this number to divide each group of samples into two further groups, those created until the 36th round, and samples produced after that.

![Figure 8: Mean length of beginner Spanish speakers samples across rounds played](image)

<table>
<thead>
<tr>
<th>Group</th>
<th>Round ≤ 36</th>
<th>Round &gt; 36</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginner ES</td>
<td>35.8 (22.59)</td>
<td>48.71 (19.14)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Beginner PT</td>
<td>28.84 (12.22)</td>
<td>35.31 (18.82)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Intermediate ES</td>
<td>36.59 (18.15)</td>
<td>42.54 (16.21)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Intermediate DE</td>
<td>37.3 (23.33)</td>
<td>45.0 (21.59)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Advanced FR</td>
<td>42.68 (21.14)</td>
<td>56.14 (23.89)</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

Table 4: Sample length by user group until and after 36 rounds

#### 6.3.1 Text length

Once separating the samples further down by language, many groups did not have enough samples for confident results. For example, there were no samples at all produced by English or French beginner speakers after the 36th round and altering the threshold for breaking the groups into before and after to the mean of rounds played for that group did not alter the outcome. For certain groups it was possible to observe significant improvements, as seen on Table 4. A positive trend for Spanish beginner players can be seen on Fig. 8.

#### 6.3.2 Depth of parse-tree

For the second metric, as seen on Table 5, in a breakdown per group level, none presented significant progress, and in a further breakdown per language, only beginner Spanish and advanced French players presented significant improvement.

#### 6.3.3 XLM-r acceptability score

For the third metric, the trend seen in the plot in Fig. 9 shows an overall improvement in average acceptability score. However, as seen on Table 6, beginner and advanced players did not present
Round ≤ 36 | Round > 36
--- | --- | ---
Beginner All | 3.26 (0.89) | 3.28 (0.79) | 0.64
Intermediate All | 3.5 (0.97) | 3.58 (0.99) | 0.12
Advanced All | 3.65 (1.04) | 3.64 (1.05) | 0.92
Beginner ES | 3.26 (0.91) | 3.85 (1.0) | < 0.001
Advanced FR | 3.35 (0.82) | 3.65 (0.95) | < 0.001

Table 5: Depth of parse-tree of sample by user group until and after 36 rounds

![Figure 9: Mean XLM-r acceptability score of non-native speaker samples across rounds played](image)

6.4 User Survey

We sent the user questionnaire to all 321 active players, obtaining 61 responses. Many of our questions were formatted as a 1-5 scale where 1-2 is a negative response, 3 is considered neutral, and 4-5 are positive and very positive responses. Based on this, 83.6% respondents indicated that they would recommend Polygloss to a friend learning a language, 77% that it is easy to play, 83% that the game instructions are clear, 75.4% said playing Polygloss is a practical activity for learning, 73.6% that it is useful for learning a language, and 88.6% that it is fun to play. We further divided questions related to usefulness, and the results can be seen on Table 7.

In the open fields, the more complimented areas of the game were interacting with other people and the ability to be creative. The most criticized aspects were how difficult the game is for absolute beginners in a language, and the points system, for, despite being intuitive, not giving a sense of progress in the language. Common feature requests were: more ways to track progress, such as streaks, audio matches, and sentence and word examples.

7 Discussion

The division of the mean sample length metric by players’ proficiency group suggests that although beginners write shorter texts in comparison with other groups, there is not a significant difference among the other groups. Once breaking the groups down into each language, it is even more difficult to tell. This is an obstacle for comparing progress among them, making it difficult to evaluate learner fit. It is still, however, a positive surprise to see a considerable progress for beginner Spanish and Portuguese and advanced French groups, given they were not part of the intended audience.

The depth of the parse-tree metric behaved differently from our expectations as it presented an odd peak at advanced players, above native speakers. This could mean that this is a bad metric, but one possible explanation for this behavior is that advanced players could be making more effort to write elaborate sentences in order to practice, while native speakers do not bother. Either way, this metric also does not help with evaluating learner fit, especially when breaking the groups down once more for each language. Across time, we understand the lack of significant progress in many groups as a sign that the game is not giving enough incentive to write more elaborately. This is also backed by our user survey, where users point grammar as the aspect with which they thought Polygloss is least helpful.

Indeed, the game does not draw explicit attention to form, which is one of the factors necessary for what Chapelle (2001) calls of language learning potential, which further explains these results. If a player writes a sentence containing a grammar mistake, the system does not provide a correction before progressing to the next
round. However, when Chapelle says *language learning potential* in a CALL system is characterized by its difference from being simply an opportunity for language use, we would need to assume that simply using language does not lead to learning gains or we would need to restrict ourselves to a very narrow definition of *use*. In practice, there are many benefits brought by collaborative aspects that arise from language usage (Swain, 2006). Chapelle does include characteristics such as interactional modification and modification of output, which are, in essence, processes that derive from collaborative use. Although this could sound unclear, she goes on to elaborate that the exact meaning of this criterion will evolve as second language acquisition research continues to develop. Given that, it seems that our system does implement then, a partial attention to form, as it allows players to send each other feedback and modify their output. However, like on a real-world interaction, not all mistakes elicit feedback. In Polygloss, only 4.5% of the samples studied received some feedback and, in fact, the user survey also received mentions of it not being enough. One possible explanation for this is that players might be correcting others only when mistakes damage comprehensibility and are an obstacle to the task at hand. Nevertheless, some subgroups like beginner Spanish and Advanced French did show improvements in parse-tree depth across number of rounds played, and intermediate samples showed improvements in the XLM-r scores, which also captures some form.

Results from the XLM-r acceptability score metric showed it to be best suited metric for evaluating learner fit. Given we had no record of it being used in this way before, we are satisfied with how it performed. We understand that grouping languages together also facilitated interpreting the results, given our number of samples. Even if there is not a clear difference in score between advanced and native groups, the difference is clear among the other groups. One factor that could have impacted this is that we did not separate the samples from advanced speakers who were actively learning the language from the ones from players who registered it as a language they spoke, but were using the game to learn another language. For example, one could speak Portuguese at native level, speak advanced English, and be currently learning French, which they also self-evaluated at advanced level. Indeed, only 22% of the players who evaluated their English as advanced had English listed in the languages they wanted to learn, compared with 62% of the advanced French and 68% of the advanced German player groups.

The improvement observed for intermediate level players over number of rounds played is further backed by the user questionnaire, where users indicated that the game is too difficult for beginners. This result validates our intended proposal, since intermediary level speakers were our target audience for this game.

Authenticity, as Chapelle (2001) explains, is the level of correspondence between a language learning task and a task the learner can encounter in the real world, outside the learning environment. The user survey shows good results in this area, as 63.7% of players thought the game helps expressing yourself better and 46.15% thought it helps learning real-world sentences, which are important for authenticity and pragmatics. We observed usage of authenticity when players produced sentences like the one below, where they use the image provided to successfully practice discussing current world events, such as the Covid-19 pandemic, even if the image does not necessarily draw attention to the subject.

<table>
<thead>
<tr>
<th></th>
<th>Useful (%)</th>
<th>Neutral (%)</th>
<th>Not useful (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expressing yourself better</td>
<td>62.75</td>
<td>23.53</td>
<td>13.72</td>
</tr>
<tr>
<td>Becoming more confident</td>
<td>55.77</td>
<td>23.08</td>
<td>21.15</td>
</tr>
<tr>
<td>Learning real-world sentences</td>
<td>46.15</td>
<td>34.62</td>
<td>19.23</td>
</tr>
<tr>
<td>Becoming more proficient</td>
<td>45.76</td>
<td>32.20</td>
<td>22.04</td>
</tr>
<tr>
<td>Learning new words</td>
<td>45.26</td>
<td>24.59</td>
<td>31.15</td>
</tr>
<tr>
<td>Learning spelling</td>
<td>40.00</td>
<td>40.00</td>
<td>20.00</td>
</tr>
<tr>
<td>Learning grammar</td>
<td>13.33</td>
<td>31.67</td>
<td>55.00</td>
</tr>
</tbody>
</table>

Table 7: How do you think Polygloss was useful with...?
vided by the game’s design informed on critical pedagogy. This is also particularly convenient because it does not require frequent updates to the game’s content to introduce current discussion topics.

8 Future work

Even though the results are positive and the application was perceived as fun to play, practical and useful by the majority of the players, there are many avenues for future work. The first one is to modify the game to draw more attention to form, add more interaction and collaborative features, encourage players to use the feedback feature more often, and reevaluate the performance on syntactic complexity metrics. Another possible route is to implement word tips and sentence examples and reevaluate the performance of learners on lexical competence metrics. This could be done using the data collected from other players on previous matches and the users own accumulated vocabulary to expand on topics that are interesting to them. Lastly, one other possibility is to allow the matches to be played with audio, and conduct a fluency and phonology based analysis.

9 Conclusion

It is hard to find appropriate learning materials for learners looking to overcome the intermediary plateau. At this stage, it is important to employ a mix of techniques, not abandon active study and produce language using your own words. Our proposed visually-grounded task has proven to be an effective way of doing that. We developed a learning game made available in a practical way as a mobile application, playable at any time of the day, and, given the existence of available partners, sufficiently generic to be playable in any chosen language. Even though more attention could be drawn to form, it draws sufficient attention to meaning, offering creative freedom and opportunity for authenticity. It provides positive impact beyond meaning and form as players feel it helps them express themselves better. Both the quantitative and qualitative results in this study confirm the intended fit of this task for intermediary level language learners and reveal a possible fit for other groups that could be explored in future research. In addition to this primary contribution, a second contribution is the serviceable use of transformers’ acceptability score as an evaluation metric. Finally, we would like to join Benson (2013) in his call to have autonomy as an explicit goal in CALL, and highlight the importance of socially informed design for the development of successful language learning applications.

Acknowledgments

This research was supported in part by the DALI project, ERC Grant 695662, in part by the EPSRC CDT in Intelligent Games and Game Intelligence (IGGI), EP/L015846/1.

References


Appendices

A User Survey

1. Would you recommend Polygloss to a friend learning a language?
2. Have you been playing Polygloss recently?
3. If you answered "no" to the previous question: Why? Is there anything that would have made you play it more?
4. Do you think Polygloss is easy to play?
5. Do you think the instructions and the tasks you need to do in the game are clear?
6. Do you think playing Polygloss is a practical way to advance your language progress?
7. Do you think Polygloss is useful for learning a language?
8. Do you think Polygloss is fun to play?
9. How do you think polygloss was useful with...? [Learning new words] [Being more communicative] [Being more fluent] [Learning grammar] [Learning spelling] [Learning idiomatic expressions] [Becoming more proficient in the language] [Expressing yourself better] [Being more confident in the language] [Learning sentences you can use in the real world]

10. Is there a feature you would like to see in Polygloss?

11. What would you love to see more often in language learning app?

12. What do you think of Polygloss’ interface?

13. How could Polygloss be even better? Do you have any questions about Polygloss?

14. Is there any additional feedback on Polygloss, ideas, anything else you would like to say?
### B All samples collected, grouped by language

<table>
<thead>
<tr>
<th>Language</th>
<th>Beginner</th>
<th>Intermediate</th>
<th>Advanced</th>
<th>Native</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>90</td>
<td>178</td>
<td>621</td>
<td>280</td>
<td>1173</td>
</tr>
<tr>
<td>Spanish</td>
<td>304</td>
<td>464</td>
<td>278</td>
<td>108</td>
<td>1168</td>
</tr>
<tr>
<td>German</td>
<td>309</td>
<td>454</td>
<td>90</td>
<td>173</td>
<td>1048</td>
</tr>
<tr>
<td>French</td>
<td>138</td>
<td>428</td>
<td>436</td>
<td>31</td>
<td>1035</td>
</tr>
<tr>
<td>Portuguese</td>
<td>349</td>
<td>152</td>
<td>31</td>
<td>307</td>
<td>852</td>
</tr>
<tr>
<td>Greek</td>
<td>259</td>
<td>33</td>
<td>0</td>
<td>129</td>
<td>421</td>
</tr>
<tr>
<td>Italian</td>
<td>93</td>
<td>157</td>
<td>54</td>
<td>30</td>
<td>340</td>
</tr>
<tr>
<td>Russian</td>
<td>97</td>
<td>41</td>
<td>6</td>
<td>2</td>
<td>148</td>
</tr>
<tr>
<td>Japanese</td>
<td>44</td>
<td>19</td>
<td>64</td>
<td>0</td>
<td>128</td>
</tr>
<tr>
<td>Dutch</td>
<td>92</td>
<td>18</td>
<td>84</td>
<td>1</td>
<td>120</td>
</tr>
<tr>
<td>Swedish</td>
<td>86</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>97</td>
</tr>
<tr>
<td>South Tyrolean</td>
<td>54</td>
<td>0</td>
<td>0</td>
<td>43</td>
<td>97</td>
</tr>
<tr>
<td>Polish</td>
<td>21</td>
<td>20</td>
<td>0</td>
<td>19</td>
<td>71</td>
</tr>
<tr>
<td>Hungarian</td>
<td>22</td>
<td>37</td>
<td>0</td>
<td>2</td>
<td>61</td>
</tr>
<tr>
<td>Indonesian</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>46</td>
</tr>
<tr>
<td>Finnish</td>
<td>28</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>39</td>
</tr>
<tr>
<td>Arabic</td>
<td>19</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>Esperanto</td>
<td>26</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>Persian</td>
<td>13</td>
<td>13</td>
<td>0</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>Norwegian</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>Korean</td>
<td>22</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Danish</td>
<td>19</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>Mandarin</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Turkish</td>
<td>6</td>
<td>7</td>
<td>0</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Catalan</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Vietnamese</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Croatian</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Javanese</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Hebrew</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Romanian</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Estonian</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Ukrainian</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Slovak</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Afrikaans</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Georgian</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Thai</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Czech</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Bulgarian</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Latin</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Hindi</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Sprok</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Irish</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Scottish Gaelic</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Breton</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Tagalog</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Icelandic</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Serbian</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>2195</td>
<td>2092</td>
<td>1604</td>
<td>1169</td>
<td>7060</td>
</tr>
</tbody>
</table>
### Text length performance comparison of proficiency levels broken down by language

<table>
<thead>
<tr>
<th>Language</th>
<th>Group 1 Mean (SD)</th>
<th>Group 2 Mean (SD)</th>
<th>Welch’s unequal variances t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>English</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>26.31 (11.12)</td>
<td>Intermediary</td>
<td>t(266) = -7.18, p &lt; 0.001</td>
</tr>
<tr>
<td>Intermediary</td>
<td>48.21 (37.54)</td>
<td>Advanced</td>
<td>t(797) = 2.82, p &lt; 0.01</td>
</tr>
<tr>
<td>Advanced</td>
<td>39.87 (22.41)</td>
<td>Native</td>
<td>t(899) = 0.21, p = 0.8346</td>
</tr>
<tr>
<td><strong>Spanish</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>38.14 (22.6)</td>
<td>Intermediary</td>
<td>t(766) = -0.61, p = 0.5412</td>
</tr>
<tr>
<td>Intermediary</td>
<td>39.08 (17.63)</td>
<td>Advanced</td>
<td>t(740) = -3.05, p &lt; 0.01</td>
</tr>
<tr>
<td>Advanced</td>
<td>44.38 (25.66)</td>
<td>Native</td>
<td>t(384) = 2.96, p &lt; 0.01</td>
</tr>
<tr>
<td><strong>German</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>29.49 (12.46)</td>
<td>Intermediary</td>
<td>t(761) = -9.54, p &lt; 0.001</td>
</tr>
<tr>
<td>Intermediary</td>
<td>41.7 (22.7)</td>
<td>Advanced</td>
<td>t(542) = -0.14, p = 0.8879</td>
</tr>
<tr>
<td>Advanced</td>
<td>42.16 (29.16)</td>
<td>Native</td>
<td>t(261) = -2.73, p &lt; 0.01</td>
</tr>
<tr>
<td><strong>French</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>35.62 (26.73)</td>
<td>Intermediary</td>
<td>t(564) = -4.24, p &lt; 0.001</td>
</tr>
<tr>
<td>Intermediary</td>
<td>48.14 (38.95)</td>
<td>Advanced</td>
<td>t(862) = -0.47, p = 0.6413</td>
</tr>
<tr>
<td>Advanced</td>
<td>49.17 (23.52)</td>
<td>Native</td>
<td>t(465) = -0.48, p = 0.6339</td>
</tr>
<tr>
<td><strong>Portuguese</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>32.14 (16.28)</td>
<td>Intermediary</td>
<td>t(499) = -3.41, p &lt; 0.001</td>
</tr>
<tr>
<td>Intermediary</td>
<td>38.65 (20.99)</td>
<td>Advanced</td>
<td>t(181) = 2.38, p = 0.0202</td>
</tr>
<tr>
<td>Advanced</td>
<td>31.61 (13.44)</td>
<td>Native</td>
<td>t(336) = -5.24, p &lt; 0.001</td>
</tr>
</tbody>
</table>
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Abstract
This paper presents the NiinMikäOli?! reading assistant for Finnish. The focus is upon the simplified presentation and visualisation of a wide range of word-level linguistic phenomena of the Finnish language in a unified form so as to benefit language learners. The system is available as a browser extension, intended to be used in-context, with authentic texts, in order to encourage free reading in language learners.

1 Introduction
This paper presents an intelligent reading assistant for Finnish. The system, NiinMikäOli?! (English: TheWhatNow?!), presents word and idiom definitions in-context. The system can be used through a web interface either as a dictionary or by manually entering or copying text into a text field, or ideally, as a browser extension to assist with reading Finnish web pages. When used as a browser extension, NiinMikäOli?! presents word definitions in a sidebar.

There is increasing interest in contextualised learning of vocabulary (Godwin-Jones, 2018), and NiinMikäOli?! aims to facilitate this in the context of web pages. NiinMikäOli?! can be classified as an ATICALL (Authentic Text Intelligent Computer Aided Language Learning) system, defined by Meurers et al. (2010a) as software which produces enhanced input based on real texts.

The focus of this paper is upon NiinMikäOli?!’s simplified, unified view of the Finnish language, which uses information visualisation techniques to “show rather than tell” learners about morphological and word formation features. A principle aim is to avoid presentations which tell learners about word-level grammatical features such as technical linguistic language including Latinate names for nominal cases, rather opting to highlight their surface forms. The user interface visualises the connection between surface forms, analytic forms and definitions.

Described first is the construction of the baseline reading assistant system. The system is by and large similar to existing systems such as GLOSSER (Nerbonne et al., 1998) or the reading assistant features of SMILLE (Zilio et al., 2017) or Revita (Katsinkaia et al., 2017) – or even very widely used systems such as the WordNet-based alternative translations shown when a single word is selected in Google Translate. Notable as an improvement over some of those systems is NiinMikäOli?!’s use of a full scale Word Sense Disambiguation (WSD) system. The rest of this paper describes the motivation behind and implementation of NiinMikäOli?!’s visualisations and its exhaustive treatment of complex lexical items such as derived words, compounds and multiword expressions.

2 Baseline system
A combined lexical resource of Finnish was created by combining two sources: FinnWordNet (Lindén and Carlson, 2010) and Wiktionary. The Wiktionary definitions were extracted from publicly available dumps, using a Python script¹. The Python script parses MediaWiki markup into word senses using mwparserfromhell².

At least one definition was extracted from 99.8% of a total of 153 196 Wiktionary pages con-

¹Available at https://github.com/frankier/wikiparse.
²https://github.com/earwig/mwparserfromhell
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taining Finnish as a section heading. Of these, 90,653 are lemmas rather than inflected forms. For comparison, FinnWordNet contains 139,871 headwords, which are mostly lemmas but include occasional idiomatic word forms such as humalassa (literally “in hops”).

FinnWordNet is modelled after WordNet, and as such has very fine-grained sense distinctions. This results in potentially overwhelming the learner with too much information. Furthermore, some Wiktionary senses are likely to essentially duplicate FinnWordNet. Thus, similar definitions should be clustered together and only the best definition displayed by default.

The clustering and alignment was created using affinity propagation (Frey and Dueck, 2007). The distances graph is constructed by taking cosine distances between definitions, represented as vectors based on the English text of their definitions according to the English sentence similarity model of Reimers and Gurevych (2019). This model is based on pretrained English BERT models fine-tuned on a semantic similarity task. The pretrained bert-large-nli-stsb-mean-tokens model is used. Links between Wiktionary definitions with distinct etymologies are then removed and extra weight is given to Wiktionary definitions so as to encourage them to become exemplars of clusters. The resulting system obtains adjusted rand index scores of 0.48 on a gold standard of WordNet verbs grouped by PropBank sense obtained from Predicate Matrix (de Lacalle et al., 2016), and a score of 0.52 on a manually created clustering of 128 Wiktionary and WordNet noun definitions. The scikit-learn (Pedregosa et al., 2011) implementation of affinity propagation is used.

WSD is performed using UKB (Agirre et al., 2014). Since UKB is a graph based WSD algorithm, it only operates on definitions from FinnWordNet, which are connected by the semantic links from Princeton WordNet. In order to compare WordNet definitions with Wiktionary definitions, the clustering is used. Clusters are then ranked using their best WordNet definition as a representative. Since Wiktionary definitions are usually better for learners, they are pushed to the top of each cluster in the user interface.

3In a Wiktionary dump from 6/4/2019.

3 Linguistic rationale

Finnish is morphologically rich. Substantives are declined for case and number and verbs are conjugated for person, tense and voice. Finnish word formation is also rich. It includes a number of highly productive derivational morphemes, including many deverbal morphemes which is characteristic of the language. Compounding also plays a major role in Finnish word formation, with many of the compounds being semantically transparent. Finnish also has a number of enclitic particles such as the question forming “-ko/-kö”. Finally, it has MWEs (Multi-W ord Expressions) such as idioms. In Finnish these may take the form of syntactic frames, treated here as gapped MWEs e.g. “pitää ___-sta”, which could occur in a form such as “pidän voileipäkakusta” (English: I like sandwich cake) distinguished from e.g. “pidän voileipäkakuun” (English: I keep sandwich cake).

Why bother going to the effort of making a comprehensive treatment of word formation and complex word types? After all, these lexical items occur relatively infrequently in running text and so it may seem like a poor allocation of effort to spend time dealing with them. One assumption here is that these elements become more important after the beginner stage of language learning. If we assume a very simplified model of lexical acquisition where words are learnt in de-
scending order of frequency, we can analyse properties of words that the language learner does not know and therefore may like to look up. Figure 1 shows two such properties varying as the number of words the learner knows increases: the proportion of all words seen which are unknown, and the proportion of unknown words which are compounds. The data is based on 1.5 billion tokens of analysed Finnish text from the Turku Internet Parsebank (Laippala and Ginter, 2014). Taken as a whole, the corpus is 9.8% compounds. Supposing that an intermediate learner may know somewhere between 1000 and 10,000 words. After learning 1000 words, 24% of unknown words would be compounds, and after 10,000, it would be 42%. Thus quite a large proportion of words unknown to intermediate level learners are compounds. It is assumed that other complex lexical items such as MWEs follow a similar pattern. Here we refer to any item which can be given a definition, including lemmas, individual morphemes and MWEs as headwords.

Admitting these items are frequent, the next question becomes, why is simple lemma extraction not sufficient? One argument against performing lemma extraction and simply showing lemmas comes from the noticing hypothesis (Schmidt, 1990) which states that without attention to form (Lightbown and Spada, 2013, pp. 168–175), second language learners in particular are prone to not acquiring fine-grained grammatical knowledge. Following this concept, systems such as those of Meurers et al. (2010b) and Reynolds et al. (2014) were created to automatically enhance input in web pages in order to promote noticing of, for example, parts of speech. NiinMikäOli?! follows a similar direction, but instead focusses on morphemes, drawing attention to the connection and overlap between analytic and surface forms, so to promote learning of morphology, as well as attention to the formation of the word itself.

Why analyse words using only normalised segments, rather than — as a lot of reference material for the Finnish language does — using grammatical descriptions, such as Latinate names for case endings. The reason for this is twofold. Firstly, as Bleyhl (2009) notes, treatments of language which are heavy on grammatical analysis and the associated linguistic terminology can be counter-productive in language instruction since they draw attention away from the comprehensible input needed for true language acquisition. This large amount of extra material can lead to reduced confidence from learners. Secondly, due to Finnish’s agglutinative morphology, contrasted with a fusional language like Latin, it is simply not necessary to add this extra layer of analytical language, since many Finnish inflectional morphemes occur in the same form or an easily recognisable form at all times, and they can thus be referred to by their normalised form. Consider for example, the Finnish system of locative case endings. These have a fairly good correspondence in terms of function with prepositions in English. Imagine if, when teaching English, every preposition was also given a name to describe it so that we would always refer to “from” as “the elative preposition”. It is hard to imagine that a learner would be well served by this extra indirection! This principle is somewhat flexible, however, and the names of the most common case endings — partitive and genitive — are shown on the basis that their usage is more grammatical. They are more often obligated by context rather than used with the intention of conveying extra information. Plural is referred to by-name since it is likely to be familiar.

4 Implementation

The pipeline from running text to analytical segments, described in this section, is shown in Figure 2.

4.1 MWE lexicon & extraction

FinnMWE (Robertson, 2020) is used as a lexicon of MWEs. In order to extract MWEs from running text, for each MWE is indexed by all possible lemmas of a key token. In case the head is known, it is used as the key token, otherwise the rarest token based on wordfreq (Speer et al., 2018) is used. MWEs are then extracted from dependency trees obtained using the Turku neural dependency parsing pipeline (Kanerva et al., 2018). First, all key matches are found simultaneously by looking up all lemmas in the dependency tree. These candidates are filtered by trying to match each remaining token in the MWE against any neighbour, extending the neighbourhood in the process until the whole MWE is matched or it is impossible to proceed. When the MWE key is its head, its parent is excluded from the neighbourhood of potential
matching tokens. MWE tokens without a lemma act as wildcards, and can match multiple tokens, but they must be connected within the dependency tree.\footnote{The MWE extraction code is made available at \url{https://github.com/frankier/lextract}}

### 4.2 Analytical segmentation data

The approach to analytical segmentation pursued here is to combine analyses from the Omorfi morphological analyser (Pirinen, 2015) and information from Wiktionary together to produce analytical segmentations. Omorfi produces analyses in its own format, which has some degree of compatibility with tags from the Universal Dependencies (UD) project (Pyysalo et al., 2015). As an example, kakusta may be analysed as [\texttt{WORD\_ID} = \texttt{kakku}] [\texttt{UPOS} = \texttt{NOUN}] [\texttt{NUM} = \texttt{SG}] [\texttt{CASE} = \texttt{ELA}]. Morphological tags are mapped to analytical morphemes so that e.g. [\texttt{CASE} = \texttt{ELA}] is output as -sta, while \texttt{WORD\_ID} is passed through. The order in which the tags appear is the same order as the surface morphemes appear, meaning our analytical morphemes are in the same order as the surface morphemes.

Wiktionary contains various template tags which give information about word formation. This data is scraped into a database so that each etymology section can give a derivation for its headword. Template tags are normalised into either inflections, derivations or compounds consisting of normalised segments. For compounds and most derivations, normalised segments are directly available as arguments to the template tag. However, the \texttt{agent noun} of template tag, for example, must be manually mapped to “-ja”. Finally, the form of template tag makes use of grammatical terms such as elative, which are mapped to normalised segments such as “-sta”.

### 4.3 Building segmentation derivations

Complex words may have several levels of compounding or word derivation and inflection. Thus, we may have to make use of several lookups to fully segment a word form. We also want to make sure a completely segmented word form can be associated with all lexical items that make it up. We thus shift our perspective to think of these analyses as rules and the segmenter as a rule engine which applies them to produce derivations subject to constraints. Each rule can match any single segment and produce many segments.

The basic rule engine operates by recursively applying rules. It keeps track of the current front of the derivation tree. At each iteration, each node from the front is considered and one or more steps consisting of applying one or more rules are taken to create child nodes, creating a new front. There may be multiple rules which can match a segment. In this case, all combinations of rules matching each matchable segment are applied. When either there are no more rules which match, or there is a match which does not expand any segments, the node is marked as terminal.

A simple approach would be to allow all rules to apply at once. However, Omorfi analyses do not work very well as rules as-is in our case, for example for voileipäkakusta Omorfi produces three different analyses of different levels of decomposing of voileipäkakku. If we were to apply each of these analyses as rules we would end up with 3 final segmentations. However, for our purposes, they should all be subsumed under the same derivation. Therefore we take the following approach:
1. First, apply Wiktionary based rules recursively.
2. Fetch all Omorfi rules resulting from looking up the whole word form.
3. While there are Omorfi rules left:
   (a) Remove any Omorfi rules already subsumed by the current derivation.
   (b) If any rules remain, apply the one producing the least new segments and discard.
   (c) Apply Wiktionary based rules recursively.
4. Apply any retrofitting rules, which exist to deal with occasional cases of fusional Finnish morphology.

For example voileipākakusta (English: out of/from sandwich cake) would produce the following derivation:

Example 1: voileipākakusta
→ voileipākakku sta
    Wiktionary: voileipākakku
→ voi leipā kakku sta
    Wiktionary: voileipā

While voimakkaammin (English: more powerfully) would produce the following:

Example 2: voimakkaammin
→ voimakkaasti mpi
    Wiktionary: voimakkaammin
→ voimakas sti mpi
    Wiktionary: voimakkaasti
→ voima kas sti mpi
    Wiktionary: voimakas
→ voida ma kas sti mpi
    Wiktionary: voima

In this case a retrofitting rule mmin → mpi can be applied:

Example 3: voimakas sti mpi
← voimakas mmin
      Retrofit: mmin
← voimakkaammin
      Connect to parent

4.4 Constraints upon rules

Applied as-is, this scheme will produce impossible segmentations. However, if we consider the POS (Part-Of-Speech) of each segment, we can place constraints to ameliorate this.

We use a simple set of POS tags based on WordNet: Verb, Noun, Adverb, Adjective & Unknown. The UD POS tags used by Omorfi and the Wiktionary POS headings are mapped into this common scheme. The mapping is lossy, for example, UD adpositions are mapped onto the Adverb POS. All closed classes, interjections and affixes are mapped to Unknown. Note that constituent words of Finnish compounds can be inflected words, and so here inflected forms are treated as having the POS of their lemma.

The permissible compound POS patterns can then be produced by a list of production rules, obtained by studying Hyvärinen (2019):

<table>
<thead>
<tr>
<th>Rule</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verb → Noun Verb (e.g., koe+lentiä)</td>
<td>Verb</td>
</tr>
<tr>
<td>Verb → Adverb Verb (e.g., edes+auttaa)</td>
<td>Verb</td>
</tr>
<tr>
<td>Noun → Noun Noun (e.g., voi+leipä)</td>
<td>Noun</td>
</tr>
<tr>
<td>Noun → Adjective Noun (e.g., puna+viini)</td>
<td>Noun</td>
</tr>
<tr>
<td>Adjective → Adjective Adjective (e.g., hyvän+näköinen)</td>
<td>Adjective</td>
</tr>
</tbody>
</table>

We start by treating the whole token as having Unknown POS, meaning we can match any POS. At any time a segment is constrained to having one of a set of POS tags. For compounds of more than two parts, we can obtain the possible POS patterns by expanding the production rules given above.

Referring back to Example 1, a Wiktionary rule allows the analysis of voi (Verb) as voida (3rd pers.), however voileipākakku is known to be a Noun, meaning according to the above rules, voi must be either a Noun or an Adjective, meaning this rule cannot be applied.

4.5 Obtaining alignments from derivations

In order to find correspondences between individual characters in analytical segments, surface forms and headwords, we apply the Force-Align procedure at each step of the analytical segmentation derivation. Each child segment is given a span into the parent segment. These are ordered and non-overlapping. Matches are performed af-
Algorithm 1: The Force-Align procedure to find an alignment between a parent string and its segmented children strings.

Function `FORCE-ALIGN(parent string p, array of child strings c1...cn)`

returns alignment α

Create a bounded priority queue `pq` with the lowest cost partial solution at its front.

Add an empty partial solution into `pq`

while the head of `pq` is not complete do

   Pop partial solution `j` from front of `pq`

   /* Make a match */
   if `j`’s cursor into `c` has not reached end and
   `j`’s cursor into `p` has not reached end and
   `p`’s cursor into `c` = `c`’s cursor into `j`
   then
      Add copy of `j` into `pq` with its cursors into `p` and `c` incremented
   end

   /* Skip a parent character */
   if `j`’s cursor into `p` is not at beginning or
   end then
      Add copy of `j` into `pq` with its cursor into `p` and its `parent characters skipped` incremented
   end

   /* Skip the rest of the current child segment */
   if `j`’s cursor into `p` is not at beginning and
   `j`’s cursor into `c` has not reached end then
      Add copy of `j` into `pq` with its cursor into `c` and its `child characters skipped` incremented
   end

end

α := alignment formed by solution at front of `pq`

A span of a segment onto any ancestor segment can be found by following a simple rule at each step: shift the whole span rightwards by far enough to fit any new segments to the left, and extend the right edge to the end of the child span onto the parent segment while the current child segment is the rightmost. As an example, consider Figure 3 and the analytical morpheme -kas. It begins on the right edge. We consider its alignment onto voimakas and find we must shift its left edge by five characters to make space for voima. We replace its right edge with that of its parent, which does not change the span. -kas is still on the right edge of voimakas when we consider the alignment of voimakas and voimakkaamin. At this step, we do not have to shift the left edge since there are no new segments to the left. The right edge is replaced with the right edge of the alignment of voimakas onto voimakkaamin, shifting it right by one character. The final span contains the characters ‘kkaa’ — which is the allomorph corresponding to ‘kas’, as required.

When the user hovers over a segment of a segmentation in the user interface, the corresponding surface form of the same segment should highlight. The highlighting consists of a strong highlight for that part of the surface form which has overlapping text with the analytic form, and a weak highlight for that part which is grammatically part of the same morpheme but does not literally match. The strong highlight is found by finding the longest match between the child segment and its span within the parent segment, while the weak highlight is made from any part of the span which is left over.

Special consideration is given to wildcards, such as __sta. In this case, matching is performed right to left, and the wildcard is weakly matched against that which remains after all other analytic segments are aligned.
5 Visualising Finnish word formation

A screenshot of the user interface is shown in Figure 4. Definitions are grouped by normalised segmentation. Within each normalised segmentation there are defined headwords, each corresponding to one or more of the normalised segments. They are ordered in decreasing order of coverage of the normalised segmentation, meaning those definitions which define the meaning of the surface form most closely appear closest to the top. Within each defined headword appears one or more clusters of definitions, each with an exemplar.

To bring attention back to surface forms from the normalised forms, the interface highlights the surface forms as the learner hovers over the segmented forms, as shown in Figure 5. The interaction recalls a one dimensional “hover scrub” action. Initially, the whole word or phrase is lightly highlighted. As the learner scrubs over analytic morphemes, the corresponding spans in the surface form are highlighted.

To show the connection between the normalised segmentation and its definitions, parts of the defined headwords are highlighted when normalised segments are hovered over, as shown in Figures 4 & 5. The whole interaction serves to link the different views of surface form, analytical form and headwords.\(^8\)

6 Conclusions and Future Work

This paper presented NiinMikäOli?! The system streamlines the experience of using reference material by presenting it in-context, emphasising the most important parts and presenting simplified grammatical analyses which do not rely upon technical linguistic jargon, following the principle of “show, don’t tell”.

Clearly, the question of whether systems such as NiinMikäOli?! truly help language learners is a pertinent one. Quantitative user evaluation to validate existing features and point to new ones is thus an important piece of future work.

NiinMikäOli?! gives definitions in English. Adding common L1 languages of Finnish learners such as Swedish, Russian or Arabic, as well as Finnish itself could be a useful addition.

The current analytical segmenter is rule based, and thus cannot handle out of vocabulary words. A machine learning approach such as that of Kann et al. (2016) could be combined with the data developed here to address this.

A future direction for all reading assistants is better prediction of language learner needs, which would lead to a system which knows beforehand which types of reading assistance would be best to offer either by explicitly requesting information from the learner, or implicitly using information from previous interactions with the software.

---

\(^8\)The NiinMikäOli?! browser extension and website are available at https://niinmikaoli.fi/, while the analytical segmentation code is available at https://github.com/frankier/asafi.
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